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Welcome 
 

After the success of the International Conference on Materials & Energy (ICOME'15) in the beautiful 
North Mediteraneen city of Tétouan in Morocco, we are pleased to run the edition 2016 in the beautiful 
Atlantic city of La Rochelle. ICOME'16 host the Spring School of Eco-Materials dedicated to PhD and Post docs. 
 

Natural coupling of materials and energy is a strong point of this event. This is an interconnected topics 
with very fecond fields of application in our modern societies. 
 

The inter-Mediterranean link is also an important fact of this international conference and will allow a 
better South/North mixture allowing to share innovation and sustainable development. 
 

The conference chairs hopes that everyone will found in this meeting an important topical interest, a 
great pleasure on exchanging with the both community of materials and energy.  

 
ICOME’16 CHAIR 

Prof. Rafik Belarbi  

  

ICOME SERIE’S CHAIRS 

Prof. R. Bennacer 

 
  

  
Prof. M. El Ganaoui  
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Foreword 
It is difficult to sketch any credible scenarios of the human future without integrating materials and energy in 

this matter. These two topics, which are evidently part of the DNA of human history, have always known strong 

interaction, often under unimagined facets and at unexpected spatial and temporal scales. Nowadays, the result is 

amazing. The innovation progress is obvious, anyone can observe the generation gap in communication ability and 

connectivity when observing a child handling technology today, as compared with his father and his grandfather. 

This coupling of materials and energy became visible to all the social ladder leaning against a socio-economic 

aspect, directly related to the life of comfort and designing the contours of the city of tomorrow. This coupling received 

largely the benefit of fundamental disciplines such as mathematical and physical sciences. Abstraction keeps feeding 

this hidden face of continued enthusiasm of a public of all ages toward innovation that materializes through the 

attraction to devices (gadgets). 

If the vocation of mathematics focuses on excellence by promoting measurements, accuracy and the writing of 

nature in equations, physics has another particular focus on energy and materials. 

Physics considers energy as the ability of a system to interact with its environment and develop producing 

movement, radiation or heat. It collects materials like the arrangement of material to obtain the desired properties 

for specific applications at will.  

Both looks are enough to show the complexity of the problem of studying the coupling materials/energy when it 

gathers heat and mass transfer phenomena specialists, electricians, civil engineers, automaticians, etc … 

The series of Conferences about Materials and Energy wants to provide an appointment, amplifying young 

researchers' initiatives, first by the recognition and realization of the importance of the knowledge as a base for any 

progress, and then by the training exercise, which has also its place in this event.  A thematic school, animated by 

international speakers, will take place like in the previous edition in Morocco.  

So many initiatives contribute to the pyramid of understanding, for it to find its meaning on the path of 

knowledge that has enabled man to save his spirit and accelerate his route towards progress. In their quest for truth, 

scientists have to deal with innovation, the social and economic cost of material/energy/systems, the different points 

of view, ethics, and so on. 

In this sense, the reference to the universal scientist Averroes (who was born in 1126 in Cordoba, Spain, and died 

in 1198 in Marrakech, Morocco) through a special award, reinforces this vision of a man who puts truth beyond beliefs 

and allegiances of his time, intelligence beyond the interest of use: "There are vulgar conceptions quite sufficient for 

practical life; they should even be human food. They are not sufficient to intelligence" Averroes. 
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The 2016 edition, held on the Atlantic coast in La Rochelle, succeeds that of 2015 organized in the Mediterranean 

city of Tetouan. This edition is dedicated to two key aspects, Materials & Energy for the control of environmental 

impacts of transport activities and habitations. Indeed, eco-materials and sustainable buildings are an essential topic, 

given the current and future challenges of the energy transition and sustainable development. 

 

This event is supported by public institutions and private organizations in order to treat problems thanks to the 

use of research and innovation for technologies, economy and society. 

This conference will allow scientists and political leaders not only to link the themes related to energy and those 

dedicated to materials, but also to gather up-to-date knowledge on the latest scientific, technological and industrial 

advances in the two following key areas: 

- Materials and especially building materials: from the eco-design of materials with a low environmental impact 

to the recovery of waste and by-products. This also includes the life cycle analysis and the estimates of environmental 

costs. 

- Energy in the field of construction: energy demands of buildings, innovative packaging systems moods, energy 

production in the housing sector, positive energy buildings, and renewable energies. 

Among the speakers there are international experts in the fields of renewable energies, energy building and 

sustainability of structures. 

Thus, in addition to plenary lectures and sessions, the conference will bring together scientists, industrialists and 

industry professionals, contractors and building owners in exchange workshops on the latest fundamental know-

how applied in these areas. It should be noted that the "Mini Symposia" sessions scheduled in the afternoon of May 

19 will be open to the public, while the thematic school of May 17 will be open to scientists. 

ICOME'16 will gather more than 250 attendees from various international institutions (European, American, 

Asian and African) and several industrial partners which are very sensitive to the issue of innovation to improve their 

competitiveness and the quality of their cities. 

This event also aims to support regional and national industry through exchange moments in which local and 

national companies will present their projects, their innovative products and their expertise. 

Furthermore, and for information, the next edition of this conference, ICOME'17, is scheduled in China in 2017. 

The chairs and members of the organizing committee of ICOME 16 wish all present a great stay in La Rochelle, 

fruitful exchanges and may everyone find what they expect from this edition. 

 
ICOME’16 Chairs 
 
Prof. Rafik Belarbi  Prof. R. Bennacer  Prof. M. El Ganaoui 
University of La Rochelle ENS Cachan University of Lorraine 
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Conference Chairs 

 

 

Professor BELARBI Rafik, Received his engineer degree in Building Physics from School of engineers of Poitiers 
(ESIP) and Master of Thermal sciences from University of Poitiers, France in 1993. He obtained his PhD Thesis 
in civil engineering in La Rochelle University, 1998. In 1999, he joined the LEPTAB research staff laboratory and 
civil engineering department of La Rochelle University as Associate Professor. Actually, he is full Professor. Since 
1994, he was involved in several National and International projects dealing with Heat and moisture transfer the 
building energy conservation. The main projects are: Pascool/Joule and Altener/Sink (passive cooling systems 

modelling and their impact on the building energy consumption), PDEC/Joule II (Utilisation of Passive Downdraught Evaporative Cooling 
systems on non-domestics buildings), Joule/Thermie B, Altener/Greencode (Reglementary Frame for Renewable Energy Use in Urban Site 
Through Vegetation Planting and Strategic Surfacing), Altener/SolVent, and Altener/Cluster (Solar Passive Heating and Cooling), Seventh 
Framework Program " Marie Curie (Old Masonry Repair). His main expertise is in microstructural, thermal, physical and hydric 
characterization of porous building material and heat and mass transfers with application in Energy Efficiency in Buildings and Indoor 
Environment and durability of constructions. He is author or co-author of more than 100 papers in international journals or international 
conferences. He supervised 15 PhD and 13 Post-Doctoral researchers. Since October 2007, he is the Head of the Civil Engineering 
Department.  

Pr. Dr. Ing. R. Bennacer, is an Engineer in Mechanical field (1989), and he got his PhD thesis at Pierre et Marie 
Curie University (Paris 6) in 1993. He worked as lecturer in the University Paris XI (1993/94), become an associate 
professor at Cergy Pontoise Uni. 1994 and full Professor in 2008. He moved as senior Professor to the prestigious 
school Ecole Normale superieure (Cachan) since 2010. He is also adjunced professor at Tianjin /comm. (University, 
P.R. of China). He assumed several responsibilities, director of the LEEVAM research team (2003-2007), Licence 
degrees (2008-2010), Aggregation title (2010-2011), Master research degree (2011-2013), Transfer and Environmental 

Research Unit (CNRS LMT-Lab) (since July 2012) and dean of Civil/Environmental department (since Oct. 2012). His present research 
activity is within the LMT laboratory  where he manages Transfer and Environmental Research Unit.  His Research field covers wide 
spectrum and several domains. It covers the building material for energy applications or on durability aspect , renewable and energy 
system. The expertise covers the direct numerical simulation including CFD coupling on multi-scales. The previous approach is 
consolidated by analytical or reduction approach in order to identify the instabilities and global behavior bifurcation and similarity 
controlling parameters in multiphysics situation. He published several book chapters and more than 150 Referenced international journals. 
 

M. El Ganaoui, is a full professor at the University of Lorraine and researcher in the Jacques Villermaux Federation 
for mechanics, energy and processes (FR 28 63/LERMAB). He is heading the research in energy in the Henri 
Poincaré Institute of Technology in Longwy. Previously, he was a teacher researcher in the University of Limoges 
and the SPCTS UMR 6638 CNRS laboratory where he was responsible for the Physics Department (2004-2010) and 
the international cooperation service (2006-2010) in the Faculty of science and technology. His research aims to 
understand heat and mass transfers through modeling and numerical simulation with a specific activity in the 
field of the solid -liquid-vapor phase change. Applications concern materials and energy and benefit to energy 

systems including phenomena for sustainable building (Eco-materials). M. El Ganaoui teaches the mechanics of continuous media, heat 
transfers, and numerical methods. He been advisor of more than 20 Phd Thesis with strong international interaction noticeably in the 
Euro-Mediterranean context. He participated/managed the PAI Australia, Canada, Maghreb (Tassili, Utique, Volubilis), China 
(Xugangqi). El Ganaoui has participated in the Edition of more than 10 special issues and conference proceedings, co-authored over than 
150 publications in journals (rank A) and participated in more than 100 international conferences including a teen that he has co-
organized. He is member of the many international scientific societies in mechanics and heat transfers.  
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Scientific Committee 

Abrudeanu M., Acad. Sciences Roumania 

Addou M .,  Univ. Abd. Essaadi (UAE), Morocco 

Aït-Mokhtar A. Univ. La Rochelle  France 

Alexander J. I. D.,  Case Western Reserve Univ.  USA 

Bayazitoglu Y., Rice University, USA 

Belarbi R., University of La Rochelle, France 

Bennacer R., EcoleNomale Sup. Cachan, France 

Benim A. C., University of Duesseldorf, Germany 

Bensaïbi M., ENSTP, Algeria 

Bontoux P.,  University of Aix Marseille,  France 

Bouali M., University of Mondragon,  Spain 

Bouhadef Kh., University USTHB, Algeria 

Chai J., School of Computing and Eng., UK 

Coronas A., Universitat Rovira i Virgili Spain 

Costa V., University of Aveiro, Portugal 

Cotta R., Me Coppe UFRJ, Brazil 

De Lemos M., Inst. Tecno. De Aeronautica, Brazil 

Dombrovsky L., Inst. High Temperatures, Russia 

El Ganaoui M.,  University of Lorraine, France 

Gabsi S., University of Sfax, Tunisia 

Ghomari F., University of Tlemcen, Algéria 

Inard C., University of La Rochelle, France 

Khatib J., University of Wolverhampton,  UK 

Lappa M., University of Napoli,  Italy 

Meyer JP., University of Pretoria, South Africa 

Mimet A., Univ. Abd. Essaadi (UAE), Morocco 

Nandakumar K., Louisiana State Univ., USA 

Nunzi J. M., Queen’s University, Canada 

Oka S.,  University of Belgrade, Serbia 

Runchal A., CFD Inov. ACRI, India 

Sammouda H., University of Sousse, Tunisia 

Seghir Z., Ryerson University, Canada 

Viera G., University UCP, Brazil 

TimchenkoV., University of NSW, Australia 

Yuen R., City University of Hong Kong, Hong Kong 

Zeghmati B., University of Perpignan, France 

Zhu Ji-Hong., Northwestern Polytech. Univ., China  
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Organizing Committee 

Abahri K., Ecole Normale Sup. Cachan, France 

Aït-Mokhtar A., University of La Rochelle, France 

Belarbi R., University of La Rochelle, France 

Benabed A., University of La Rochelle, France 

Bennaï F., University of La Rochelle / Univ. Bejaïa France / Algeria 

Bennacer R., Ecole Normale Sup. Cachan, France 

Bozonnet E., University of La Rochelle, France 

Chérif R., University of La Rochelle, France 

Djedjig R., University of Lorraine, France 

Dubois F., University of La Rochelle, France 

El Ganaoui M., University of Lorraine, France 

Ferroukhi M.Y., University of La Rochelle, France 

Hamami A.A., University of La Rochelle, France 

Hervaud C., University of La Rochelle, France 

Issaadi N., University of La Rochelle, France 

Issaadi-Hamitouche T., University of La Rochelle, France 

Khelifa M., University of Lorraine, France 

Moinard C., University of La Rochelle France 

Morsli S., University of Lorraine / University Of Oran France/Algérie 

Ouleghlou M., University of La Rochelle, France 

Turcry P., University of La Rochelle, France 

Younsi A., University of La Rochelle, France 

Zaghmati B., University of Perpignan, France 
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Keynotes talks 

“Engineering interfaces and nanofluids for energy applications”, 
Pietro ASINARI 
Politecnico di Torino, Italy 

ABSTRACT: This talk aims to discuss some multi-scale transport phenomena at solid-liquid interfaces, which are 
relevant in characterizing and designing materials for energy applications. We can distinguish two broad categories: 
interfaces where the solid phase prevails on the liquid one and those where the opposite holds. The first category 
includes engineered interfaces for optimizing the water uptake (adsorption/infiltration) isotherms into solid micro-/
nano-porous materials. In this talk, I will investigate water-zeolite adsorption isotherms for thermal storage 
applications and water-zeolite infiltration isotherms for reverse osmosis applications. Concerning the second 
category, I will discuss the nanofluids, namely colloidal suspensions of engineered nanoparticles. In this case, 
the interfacial properties are determined by the nanoparticle surface, engineered by functionalizations, electrolytes 
and surfactants. The nanoparticle surface determines the properties of the solvent nanolayer effect, which is 
responsible of the solvation forces and consequently of the colloidal stability. In this talk, I will put some 
special emphasis on nanofluids for solar thermal engineering. 

BIOGRAPHY: Dr. Asinari received his B.S. and M.S. (cum laude) in Mechanical Engineering in 2001 from “Politecnico 
di Torino”, Italy. After working as industrial consultant, he received his Ph.D. in Energetics in 2005 at the 
Department of Energetics. He is currently Associate Professor at the Energy Department of “Politecnico di Torino”. 
His research activity deals with proposing mesoscopic descriptions of phenomena, designing new numerical schemes 
(mainly in the framework of Lattice Boltzmann Method), developing new numerical codes (including parallel codes 
on large cluster facilities) and finally applying the previous tools in order to investigate the microscopic fluidics of 
industrial devices. 

“World production and energy consumptions: what kind of mid term 
evolutions?”, 
Michel COMBARNOUS
Laboratoire Transferts, Écoulements, Fluides, Énergétique, Talence 

ABSTRACT: Starting  from the evolution of world population in the next decades, needs in energy production are 
presented, as well as all the new tools to save energy, included in what is called now « energy transition ». After a 
general presentation of the overall panel of energyproduction devices, some renewable energies are detailed: wind 
energy, photovoltaic, biomasses…  In conclusion, the behavior of the overall system « Continents – Oceans – 
Atmosphere » is presented in the same time as other general problems (water resources,…). 

BIOGRAPHY: Michel Combarnous, Professor “Emeritus” at the University of Bordeaux, has been associate professor 
at the University of Gabès (Tunisia)  (2006-2011). A specialist in fluid mechanics and energetics, he was encharged of 
the Department « Engineering Sciences » at CNRS (1980-1985). He is a founding member of « Académie des 
Technologies », and Corresponding Member of the Academy of Sciences, since 1978 (www.academie-sciences.fr) 

http://www.academie-sciences.fr/
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“Trend and opportunities in wood based bio-industries”, 
Xavier DEGLISE 
University of Lorraine 

ABSTRACT: Wood, as a major part of biomass, could be the best source able to give way, economically, to the 
substitution of chemicals, fuels, and bio-products in new bio-based plants that we call: bio-refineries. 

In these bio-refineries, we will produce all the chemicals that we need, from woody biomass. They will allow improving 
numerous old processes which have been developed in the first half of the 20th century in wood chemistry (or 
Xylochemistry). The Xylochemicals will surely replace Petrochemicals at the end of the 21st Century…..if we are able to 
secure the wood procurement! 

BIOGRAPHY: Xavier Deglise, Professor “Emeritus” UL (University of Lorraine) Nancy, France – Founder and former 
Director of LERMaB (Joint research Unit on Wood Material UHP/INRA/ENGREF forestry school) – Founder and 
Honorary Director of ENSTIB (Ecole Nationale Supérieure des Sciences et Technologies du Bois) – Former assistant 
Professor Laval University (Canada) – Correspondent of the French Academy of Agriculture (Wood and Forest section) 
– Fellow and former President of the International Academy of Wood Science IAWS  – Member of the Forest Products
Society, USA  – Concurrent Professor at Nanjing Forestry University, P.R. of China  – Honorary Professor at University
of Agriculture of Warsaw, Poland – Honorary Professor at Transylvania University, Brasov, Romania  – Editorial Board
of the Saint Petersburg Forest Technical University, Russia  – Knight of the national order of Merit  – Commander in
the order of the Academic Palms – Roumanie – Comité éditorial de l’Université technique forestière de Saint
Petersbourg, Russie – Chevalier de l’ordre national du Mérite – Commandeur des Palmes Académiques.

”Transformation of the electricity system to a renewables based-one: necessary 
political and economical regulatory framework”, 
Eva HAUSER 
IZES - Institut für ZukunftsEnergieSysteme, Germany 

ABSTRACT: The whole energy system needs to undergo important transformations due to challenges stemming from 
climate change and actual and future resource scarcity. These transformation processes will take place on a technical 
but also on a societal level. Therefore, a broad understanding of the “energy system” as such and of its transformation” 
is needed. This lecture tries to show the technical, economical and societal challenges and to identify the links between 
them. 

BIOGRAPHY: Eva Hauser, M.A., born 1972, studied political science, economic and social history and 
anthropogeography at the Universities of Saarbrücken and Cardiff from 1991 to 1997. She wrote her Master thesis on 
European Regional Policy. Afterwards, she worked as a project manager on studies about energy efficiency at Energy-
Cities in Besancon in France ; later on, she worked in the management of two non-profit companies in the field of 
research and waste management in France. Since 2007, she is working for the research institute IZES, Saarbrücken, 
Germany. Her main research areas are the transformation of the electricity system to a renewables based-one, with a 
special focus on the necessary political and economical regulatory framework. 



ICOME’16 – May17-20, 2016. La Rochelle, France. 

 
 11 

 

“Time-space-fractional models of anomalous diffusion: Physical basis, approximate 
solutions and analysis for application in material science”, 
Jordan HRISTOV 
Department of Chemical Eng., University of Chemical Tech. and Met. Bulgaria 
 

ABSTRACT: The lecture presents the physical basis and the mathematical approach to model anomalous diffusion 
emerging in new materials and special processes by space and time- fractional diffusion equations. The main 
approaches for solution of the existing models from pure mathematical basis parallel to the approximate integral-
balance method involving space-fractional derivatives of Riemann-Liouville and Caputo are presented. 

BIOGRAPHY: Professor Jordan Yankov Hristov was graduated from Electrical Engineering (Measurements), Technical 
University- Sofia in 1979. He is working at the Dept. of Chemical Engineering, University of Chemical Technology and 
Metallurgy from Sofia. Starting from a position of a technician, even though he was a graduated engineer, he was 
promoted in the next 3 years to a research fellow. He has obtained his Ph. D degree in 1994 in Chemical Engineering. 
He was promoted in 1998 to the associate professor position and in January 2014 as a professor of Chemical Engineering. 
The main research area developed more than 30 years was the fluidization, especially, external field effects (magnetic 
or electric) for controlling the bed hydrodynamics and consequently the performed heat and mass transfer operations. 
He supervised 6 PhD theses and more than 25 M.Sc. theses. He published more than 135 papers and he obtained more 
than 700 citations. Since 2009, Professor Jordan Yankov Hristov is the Editor-in Chief of the International Review of 
Chemical Engineering-Rapid Communications and since 2012 he become the Editor in Chief of the International 
Journal on Advanced Materials and Technologies. 

 

“Transition to renewable energies: a reality check”, 
Marcel LACROIX 
Université de Sherbrooke, Canada 
 
 

ABSTRACT: The transition to renewable energies (REs) appears to be the way towards a more sustainable world. But 
REs are not necessarily sustainable. History and fundamental principles reveal that the energy transition is far more 
challenging than expected. The challenges are examined and the physical constraints are discussed. It is shown that if 
REs meet our wants, they cannot meet our needs. It is to the world to adapt to REs. Not the other way around. Are we 
ready for it? 

BIOGRAPHY: Marcel Lacroix is a physicist and a professional engineer who holds a doctorate in nuclear engineering. 
His professional career spans more than 35 years in the private and public sectors in Canada and abroad. He has been 
a chief technical manager at Atomic Energy of Canada and Professor at many universities among which the Université 
Claude Bernard and the École des Mines in France. He is currently a full Professor at the Université de Sherbrooke and 
a private consultant for the power and process industry. He is the author of numerous technical publications among 
which textbooks on thermodynamics and popular books on energy and society. 
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”Synthesis and characteristics of composite phase change humidity control 
materials”, 
Menghao QIN 
Centre for Sustainable Building Research (CSBR) 
School of Architecture and Urban Planning, Nanjing University, China 

ABSTRACT: A new kind of phase change humidity control material (PCHCM) was prepared by using PCM 
microcapsules and different hygroscopic porous materials. The PCHCM composite can regulate the indoor 
hygrothermal environment by absorbing or releasing both heat and moisture. The PCM microcapsules were 
synthesized with methyl triethoxysilane by the sol–gel method. The vesuvianite, sepiolite and zeolite were used as 
hygroscopic materials. The scanning electron microscopy (SEM) was used to measure the morphology profiles of the 
microcapsules and PCHCM. The differential scanning calorimetry (DSC) and the thermal gravimetric analysis (TGA) 
were used to determine the thermal properties and thermal stability. Both the moisture transfer coefficient and 
moisture buffer value (MBV) of different PCHCMs were measured by the improved cup method. The DSC results 
showed that the SiO2 shell can reduce the super-cooling degree of PCM. The super-cooling degrees of microcapsules 
and PCHCM are lower than that of the pure PCM. The onset temperature of thermal degradation of the microcapsules 
and PCHCMs is higher than that of pure PCM. Both the moisture transfer coefficient and MBV of PCHCMs are higher 
than that of the pure hygroscopic materials. The results indicated the PCHCMs have better thermal properties and 
moisture buffer ability. 

BIOGRAPHY: Prof. Menghao Qin is Director of the Center for Sustainable Building Research at School of Architecture 
and Urban Planning, Nanjing University (Top 3 in China). Prior to joining Nanjing University, he held a permanent 
faculty position in the School of Planning, Architecture and Civil Engineering at Queen's University in the United 
Kingdom, where he was champion for sustainability, and acted as the Program Director for the MSc in Sustainable 
Design. Dr Qin received the PhD in Building Science from the University of La Rochelle in France, and was a guest 
scientist at the US National Institute of Standards and Technology (NIST) in Washington DC, USA. Prof. Qin has over 
18 years of research and practical experience in Building Science. He has developed advanced experimental methods, 
computer simulation models and environmental control technologies. He has authored/co-authored over 90 research 
papers, and 5 books in relevant areas. 

 

“The effect of microstructure on the two dimensional flow of a bingham fluid in 
porous media”, 
Andrew S. REES 
Department of Mechanical Engineering, University of Bath, United Kingdom 
 
 

ABSTRACT: Bingham fluids exhibit a yield stress which means that they exhibit a nonzero rate of strain only when the 
shearing stress is larger than the yield stress. The first analysis of the flow of a Bingham fluid which might be regarded 
as being of relevance to porous media is that through a circular pipe, and it is what might be termed Hagen-Poiseuille-
Bingham flow. The resulting variation of the mean flow with the applied pressure gradient is known as the 
Buckingham-Reiner relation. In recent years attention has focussed on flows through a random network of such 
circular capillaries in order to model realistic porous media, and the main aim has been to acquire information about 
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the breakthough pressure gradient and the overall magnitude of the resulting one-dimensional flow as a function of 
the applied pressure gradient. 

The present work extends these one dimensional (1D) analyses beginning with a presentation of some novel analytical 
expressions for different types of 1D media. The main focus, however, is on two dimensional (2D) networks of channels.  
We consider how the detailed microstructure affects how not only the amplitude of the mean flow but also its direction 
are dependent on the magnitude and direction of the applied pressure gradient. 

First we consider various networks which tesselate the plane, namely those with square, triangular and hexagonal 
patterns. In each case we find that the network yields anisotropic responses to the direction of the applied pressure 
gradient, and this is especially so near the threshold gradient where flow may not arise in certain ranges of orientation 
of the applied pressure gradient but will in others. Thus we have a yield-stress induced anisotropy because all three of 
these networks are isotropic when filled with a Newtonian fluid. These networks become isotropic as the pressure 
gradient increases.  

Then we consider random networks in the sense that the nodes are perturbed randomly away from those corresponding 
either to a square network or a triangular network. In both cases we assume that the network remains periodic overall, 
but that each periodic unit is itself randomly composed. We find that randomly perturbed square networks remain 
anisotropic even when averaged over many cases, but that triangular networks approach isotropy much more readily 
as the number of nodes within the periodic unit increases. 

BIOGRAPHY: Dr. Andrew Rees is a mathematician who has been lecturing in the Department of Mechanical 
Engineering at the University of Bath, UK, for over 25 years. His BSc was from Imperial College, London in 1980 and 
his PhD, which was entitled, "Convection in Porous Media", was awarded by the University of Bristol in 1986. After a 
brief time at the University of Exeter as a fixed-term lecturer in Mathematics, he joined the University of Bath. His main 
area of research is the analysis and simulation of thermoconvective instabilities and these analytical and numerical 
tools are applied primarily to flows in porous media. His most recent research interest is on the modelling and 
simulation of flow and convection of Bingham fluids in porous media. He is the author of over 150 journal papers and 
is on the editorial boards of Transport in Porous Media, the International Journal for Numerical Methods in Heat and 
Fluid Flow, and Computational Thermal Sciences. Although he has pursued an academic career, he still finds time to 
engage in music making with two orchestras, two operatic societies, his local church choir and many other occasional 
groups. 
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123 ''Study of the effect of sun patch on the transient thermal behaviour of a heating floor'', Benzaama 
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O. and Zemmouri N.
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O., Belarbi R. and Bourbia F. 

165 ''Numerical investigation of entropy generation in a propane-air burner'', Morsli S., Sabeur A. and El 
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Zemmouri N. 
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Building Materials 
 

6 ''Design of an experimental device for the study of hygrothermal behavior for very hygroscopic walls'', 
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151 ''Thermal transmittance comparison between multilayer walls made from hollow fired clay and plaster-
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174 ''Numerical analysis of heat and moisture transfer in porous material'', Thi V., Mnasri F., Khelifa M., 

El Ganaoui M. and Rogaume Y. 

196 ''Electrical prediction of tortuosity in porous media'', Merioua A., Bezzar A. and Ghomari F. 

198 ''Comparison between the permeability water and gas permeability of the concretes under the effect 

of temperature'', Mohammed Belhadj A.H., Mahi A., Choinska M. and Khelidj A. 

201 ''Valuation of natural pozzolan for energy renovation of old buildings'', Benchiheub D., Amouri C., 

Houari H. and Aggoune M. 
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30 ''Influence of drying conditions on hydration of cement pastes with substitution of portland cement 
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34 ''Effect of concrete waste quality on the compressive strength of recycled concrete'', Kebaili B., Kebaili 

O. and Redjel B. 

98 ''Influence of recycled aggregates on the mechanical and tribological behavior of concrete'', Falek K., 

Aoudjane K., Kadri E.H. and Kaoua F. 

101 ''Performance of dune sand concrete made using recycled materials'', Azzouz L., Benabed B. and Kenai 
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103 ''Elaboration and characterization of eco-materials made from recycled or bio-based raw materials'', 

Thieblesson L.M., Collet F., Prétot S., Lanos C. and Kouakou H. 

112 ''Characterization of sand slag concrete'', Senani M., Ferhoune N. and Guettala A. 

115 ''Comparative study of the properties of mortars with recycled glass aggregates incorporated by adding 
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138 ''Analysis of physical and mechanical properties of concrete containing recycled aggregate for the 

enhance of these aggregates'', Goufi N., Kerdal K, Abidelah A., Kaid N. and Ayed A. 

154 ''Valorization of quarries marble wastes sand as an addition in cement'', Berdoudi S., Hebhoub H., 

Belachia M. and Djebien R. 

160 ''Properties of fiber reinforced concrete using recycled aggregates'', Setti B., Setti F., Hammoudi S. and 

Achit-Henni M. 

178 ''Mechanical and thermal characterization of stabilized earth bricks'', Toure P.M., Sambou V., Faye M. 

and Thiam A. 

200 ''Contribution to the modeling of cracked composite panels'', Beghdad H., Rahal N., Tehami M. and 

Souici A. 
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Heat and Mass Transfer Optimisation (I) 
 

1 ''Analytical and numerical study of double diffusive convection with soret and dufour effects in a 

horizontal porous layer'', Abbes A., Mamou M. and Benissaad S. 

5 ''Free convection heat transfer of nanofluids into cubical enclosures with a bottom heat source: lattice 

boltzmann application'', Boutra A., Ragui K., Bennacer R and Benkahla Y.K. 

20 ''Numerical analysis of non-premixed combustion using 2d and 3d unsteady reynolds averaged navier-

stokes equations'', Guessab A., Aris A., Mourad T.J. and Benamar A. 

28 ''Quantification of emissions in a turbulent diffusion flame applied to a burner'', Hadef A., Mameri A., 

Aouachria Z. and Thabet F. 

45 ''Study of the coke combustion kinetics: the modeling of a natural phosphate calcination process'', 

Bouatba I., Bilali L., Benchanaa M. and Elhammioui M. 

53 ''Rehafutur : insitu instrumentation for a comprehensive building analysis'', Derbal R., Brachelet F., 
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84 ''Volume reconstruction of a plane jet impinging on a slotted plate using the phase averaged method'', 
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90 ''Parametric study on natural convection for nanofluids in a heated chamber'', Bara E.H., El Hamdani 

S., Bendou A. and Limam K. 
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Mansouri A. 

122 ''Control volume finite element method for a benchmark validation of a natural convection in a square 

cavity'', Hasnat M., Belkacem A., Kaid N. and Benachour E. 

129 ''Numerical simulation of CH4-H2-air non-premixed flame stabilized by a bluff body'', Alliche M., 

Kheladi F.Z. and Chikh S. 

152 ''Hybrid FD-LBM simulations of thermosolutal convection generated in an inclinedenclosure in the 
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A., Raji A., Hasnaoui M. and Dahani Y. 

211 ''Phase change materials for improving the inertia thermal of building materials'', Laaouatini A., Martaj 

N., Bennacer R., Elomari M. and El Ganaoui M. 
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Materials / Energy Products 
 

2 ''The use of pleurotus mutilus as biosorbent for nickel (ii) removal from synthetic aqueous solution 

in a fixed-bed column'', Gherbia A., Chergui A., Yeddou A.R., Selatnia A. and Nedjemi B. 

3 ''Electronic properties of phosphorene nanoribbons'', Boutahir M., Rahmani A., El Majdoub S., Fakrach 

B., Chadli H. and Rahmani A. 

4 ''Theoretical infrared phonon modes and band gap calculations of a bundle of two single walled carbon 

nanotubes'', Rahmani A., Boutahir M., Fakrach B., Chadli H. and Rahmani A. 

26 ''Oxydation of a nanostructured superalloy of high temperature'', Aklouche S., Adjal S. and Miroud D. 

41 ''Analytic study of oxygen diffusion in aluminum alloy at high temperature'', Benantar C., Aklouche S. 

and Attafi S. 

42 ''Numerical modelling of HDPE behavior during 2-ECAP process using 90° and 120° dies'', Mistak A. 

and Aour B. 

71 ''Peritectic structures proposed as materials for thermal energy storage'', Achchaq F. and Palomo Del 

Barrio E. 

72 ''Crystallization activation of undercooled xylitol by bubbling for energy discharge process'', Godin A., 

Duquesne M., Palomo Del Barrio E., Achchaq F. and Monneyron P. 

94 ''In situ simulation by rheed and photoemission of INAS(001) α2(2x4) reconstructed surface'', Khachab 

H., Nouri A., Abdelkafi Y. and Brahmi M. 

106 ''Synthesis, characterization, electron paramagnetic resonance and uv¿visible study of perovskite 

layered system [NH3-(CH2)8-NH3]2CuCl4'', Ettakni M., Aazza J., Haiki F., Kaiba A. and Khechoubi M. 

137 ''Optimization of the band gap and transmitter thickness to boost efficiency of alxga1-xas/ gaas multi-

junction solar cell'', Hemmani A., Nouri A. and Khechab H. 

164 ''The dolerite of tindouf basin (naga)'', Bentaalla-Kaced S., Aifa T., Dermacji K. and Ould Hamou M. 

173 ''Stability study of output voltages of single stage three levels inverter for pv system in south algeria'', 

Thameur A., Benamrane K., Benslimane T., Abdelkhalek O. and Borni A. 

197 ''Experimental test for evaluation of scc static segregation'', Bensebti S.E., Chabane A., Aggoun S. and 

Houari H. 

207 ''Effect of tunnel junction on the indium gallium nitride multijunction tandem solar cell performances'', 

Dennai B., Belnslimane H. and Khachab H. 
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Sustainable Constructive Materials (II)  
 

13 ''Effects of waste marble powder on rheological properties and strength of self-compacting concrete'', 

Boukhelkhal A., Azzouz L., Belaidi A.S.E., Benabed B., Kenai S. and Kadi E.H. 

18 ''Effect of water film thickness on the rheological behavior in the presence of mineral addition with 

polycarboxylate superplasticizer'', Adjoudj M., Boubekeur T., Didouche Z., Ezziane K. and Kadri E.H. 

69 ''Microstructure characterization and numerical analysis of the mechanical behaviour of arc-sprayed 

composite coating'', Fizi Y., Mebdoua Y., Lahmar H. and Benamar M.E.A. 

86 ''Energy consumption reduction in concrete mixing process by optimising mixing time'', Ngo H-T., 

Kaci A., Kadri E.H., Ngo T-T, Trudel A. and Lecrux S. 

140 ''Vulnerability assessment for steel structures'', Amellal O. and Bensaibi M. 

142 ''Effect of supplementary cementitious materials (scm) on delayed ettringite formation in heat-cured 

concretes'', Amine Y., Leklou N. and Amiri O. 

145 ''Influence of accelerated carbonation on co2 diffusion coefficient of cement pastes'', Namoulniara K., 

Turcry P., Gendron F., Aït-Mokhtar A. and Meusnier J-F. 

147 ''Chemical composition of the interstitial solution of cementitious materials'', Cherif R., Hamami A.A., 

Aït-Mokhtar A. and Meusnier J-F. 

166 ''Practical concrete rheometer with new vane geometry'', Soualhi H., Kadri E.H., Ngo T-T., Bouvet A. 

and Cussigh F. 

180 ''Natural pozzolana addition effect on compressive strength and capillary water absorption of mortar'', 

Deboucha W., Leklou N., Khelidj A. and Oudjit M.N. 

182 ''Influence of different amounts of natural pozzolan from cameroonian volcanic scoria on the 

rheological properties of portland cement pastes'', Juimo Tchamdjou W.H., Cherradi T., Abidi L. and 

Oliveira L. 

183 ''Influence of the color of natural pozzolan from cameroonian volcanic scoria on the rheological 

properties of portland cement pastes'', Juimo Tchamdjou W.H., Cherradi T., Abidi L. and Oliveira L. 

189 ''Hydration kinetics of compound cement in the presence of superplasticizers'', Didouche Z., Ezziane 

K. and Adjoudj M. 

191 ''Buckling analysis of chiral single-walled carbon nanotubes using non-local timoshenko beam theory'', 

Zidour M., Bensattalah T., Ait Amar Meziane M. and Adim B. 

192 ''Study of the effect of marble fillers substitution of cement on the rheogical and mechanical 

characteristics of the self-compacting concrete (SCC)'', Djecri N., Rahmouni Z. and Belagraa L.  
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Heat and Mass Transfer Optimisation (II) 
 

37 ''Study of laminar-turbulent transient flow conjugated with mixed convection in a vertical channel'', 

Belaid A., Kholai O., Djebli A., Arrif T. and Boulkroune S. 

43 ''Coupled radiation and double-diffusive laminar mixed convection flow in a lid-driven cavity'', Cherifi 

M., Benbrik A., Laouar-Meftah S. and Lemonnier D. 

63 ''Unsteady natural convection in a water filled cavity with hot partitioned wall'', Zemani-Kaci F. and 

Sabeur A. 

66 ''Study of dynamic and thermal fields in a channel filled with an anisotropic porous matrix'', Ben Aoua 

S., Kibboua R. and Mechighel F. 

74 ''Numerical analysis of bifurcations in thermal convection of Boger fluids saturating a porous square 

box'', Ben Hamed H., Ouarzazi M.N., Chahtour C., Naderi P. and Beji H. 

93 ''Critical dimension of a circular heat and solute source for an optimum transfer into square porous 

enclosures'', Ragui K., Boutra A., Bennacer R. and Benkahla Y.K. 

95 ''Numerical and analytical analysis of the thermosolutal convection in a hetrogeneous porous cavity'', 

Choukairy K. and Bennacer R. 

132 ''Effect of buoyancy ratio on unsteady double diffusive natural convection in vertical open-ended 

cylinder filled with porous medium'', Himrane N., Ameziani D.E., El Ganaoui M. and Balistrou M. 

153 ''Mixed convection in horizontal duct with double population lattice boltzmann method'', Sahraoui 

N.M. and Houat S. 

159 ''Three-dimensional simulation of natural convection in cubic cavity partially filled with porous media'', 

Habbachi F., Segni Oueslati F., Bennacer R., El Ganaoui M. and Elcafsi A. 

168 ''Simultaneous estimation of volumetric capacity and thermal conductivity of moroccan wood species 

from experimental flash method'', Souihel M., Raefat S., Garoum M. and Laaroussi N. 

181 ''Numerical analysis of Al2O3/water nanofluids natural convection and entropy generation in 

enclosures'', Boudaoud W., Sabeur A., Morsli S. and El Ganaoui M. 

184 ''Numerical simulation of flow through a porous square cylinder'', Mahdhaoui H., Chesneau X. and 

Laatar A.H. 

185 ''Heat and mass transfers by natural convection during water evaporation in a vertical channel with a 

protuberance'', Mchirgui O., Chesneau X. and Laatar A.H. 
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Hygroscopic & Bio-Materials / Composites 
 

14 ''Thermal conductivity and thermal degradation of cementitious mortars reinforced with doum and 

diss fibers'', Achour A., Belayachi N. and Ghomari F. 

35 ''A dynamic simulation of the low-energy building using the wood-based material'', Bahria S., El 

Ganaoui M., Amirat M., Hamidat A. and Ouhsaine L. 

38 ''Effect of wall orientation of the sand concrete lightened by lignocellulosic materials on the thermal 

inertia properties'', Belhadj B., Bederina M. and Quéneudec M. 

47 ''Hygrothermal properties of hemp starch composite'', Bourdot A., Moussa T., Malouf C. and Polidori 

G. 

48 ''On the application of carbon nanotube-based composite materials for smart design of wind turbine 
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51 ''Hemp-straw composites: thermal and hygric performances'', Collet F., Prétot S. and Lanos C. 

54 ''Influence of hardener type for epoxy matrix on the mechanical behavior of composite laminates'', 

Basaid D., Aribi C., Kadri D. and Benmounah A. 

58 ''Microscopic swelling analysis of spruce wood in sorption cycle'', El Hachem C., Abahri K. and 
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88 ''Hydric and structural approaches for earth based materials characterization'', Remki B., Abahri K., 

Belarbi R. and Bensaibi M. 

108 ''Modelling of heat and mass transfer during convective drying of wood'', Andrianantenaina M.H., 

Zeghmati B., Ramamonjisoa B.O.A. and Randriamilantoniaina Y.O. 

109 ''Characterization and comparison of thermal and hygric properties of hemp-clay composite and 

hemp-lime concrete'', Mazhoud B., Collet F., Pretot S. and Lanos C. 

110 ''Multi-scale characterization of hygrothermal transfers in the unfired earth'', Medjelekh D., Ulmet L. 

and Dubois F. 

113 ''Experimental evaluation of load-strain behaviour of GFRP poles under flexural loading.'', Metiche S. 

and Masmoudi R. 

118 ''Evolution of the stress distribution in the cross-ply aged composite laminates'', Khodjet Kesba M., 

Benkhedda A., Adda B. and Boukert B. 

134 ''Distribution of fibers and their effect on lateral deformation'', Saoudi N., Saoudi B., Cherfa H. and 

Bezzazi B. 
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Thermal Building and Energy Storage 
 

10 ''Radiative forcing of desert aerosol observed at ouarzazate (Morocco), tamanrasset (Algeria) and ilorin 

(Nigeria)'', Tahiri A., Diouri M. and Barkani J. 

49 ''Simulation of summer and winter microclimate and thermal comfort within urban open space in 

semi-arid climate'', Kedissa C., Belarbi R. and Ouattas S. 

56 ''Thermal characteristic in solar air heater fitted with plate baffles and heating corrugated surface'', 

Sahel D. and Benzeguir R. 

57 ''Crystal growth kinetics of sugar alcohols as phase change materials for thermal energy storage'', 

Duquesne M., Godin A., Palomo Del Barrio E. and Achchaq F. 

76 ''On the semi-analytical solution of integro-partial differential equations'', Hasseine A., Attarakih M., 

Belarbi R. and Bart H.J. 

102 ''Effect of the position of the phase change material (PCM Na2CO3, 10H2O) on the solar chimney 

effect'', Bin L., Liangliang S., Qi W., Shaoli M. and Bennacer R. 

119 ''Numerical study of transfer by convection in a lid-driven cavity with a thin pcm layer'', Binous M.S., 

Abide S., Zeghmati B. and Hassis H. 

149 ''Numerical study of the solidification of nano-enhanced phase change material in a latent heat storage 

unit cooled by laminar heat transfer fluid flow'', Elbahjaoui R., El Qarina H. and El Ganaoui M. 

167 ''Study of thermo physical properties of a building  material based on pcm'', Souci Y. and Houat S. 

171 ''Instant autovaporization as intensification way of classic distillation processes: fundamental and 

industrial applications'', Issaadi-Hamitouche T., Besombes C. and Allaf K. 

202 ''Numerical modelling of solar drying of thin layer of wet sand'', Benaouda N-E. and Zeghmati B. 

205 ''Numerical simulation of heat and mass transfers during solar drying of residual sludge: solar radiation 

effect'', Ben Hassine N., Chesneau X. and Laatar A.H. 

206 ''Numerical study of coupled heat of and mass transfers in multilayer building materials: analysis of 

the effect of internal and external insulation'', Mnasri F., Li M., El Ganaoui M., Khelifa M. and Gabsi 

S. 

208 ''A comparative study about the energetic impact of dryland residential buildings with the integration 

of photovoltaic system'', Belahya H., Boubekri A. and Kriker A. 
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Energetic Systems 
 

17 ''Exergetic analysis and optimization regime of temperatures for absorption chiller single stage H2O-

NH3'', Adjibade M.I.S., N’Tsoukope K.E. and Thiam A. 

22 ''Performance improvement of combined organic rankine-vapor compression cycle using a serial 

cascade evaporation in the organic cycle'', Bounefour O. and Ouadha A. 

23 ''Comparatie assesment of lng and lpg in hcci engines'', Djermouni M. and Ouadha A. 

32 ''Modelling of an rdc extraction column using the differential maximum entropy method (dmaxentm)'', 

Attarakih M., Hasseine A. and Bart H-J. 

40 ''Perfrmance optimization for absorption refrigeration machine'', Ben Iffa R., Bouaziz N. and Kairouani 

L. 

46 ''Energetic and exergetic analysis of a novel mixture for an absorption/compression refrigeration 

system: r245fa/dmac'', Lounissi D., Bouaziz N. and El Ganaoui M. 

50 ''Experimental investigation of syngas and hydrogen'', Borisut C., Zeghmati B., Satta W. and Pravit T. 

89 ''Numerical modeling of a refreshing buried tank'', Dehina K., Mokhtari A.M. and Souyri B. 
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M., Abaoui A. and Aoura Y. 
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162 ''A numerical investigation of a diffusion-absorption chiller based on propylene-nonane mixture'', Soli 

N. 

177 ''Analyze the performance of a new system which combines orc-vcc for the cogeneration'', Toujeni N., 

Bouaziz N. and Kairouani L. 

187 ''Transient analysis of an absorption solar refrigerator with external and internal irreversibilities'', 

Boukhchana Y., Fellaf A. and Ben Brahim A. 
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Constructive Materials: Mechanical Optimisation 
 

7 ''Influence of the pozzolanic reactivity of the slag and metakaolin on mortars'', Abdelli K., Tahlaiti M., 

Belarbi R. and Oudjit M.N. 
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21 ''The behavior of concrete based on opc cement and blended cement subjected to accelerated 
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A. 
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44 ''The total replacement effect of limestone powder by marble powder on the freeze-thaw resistance 
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and Kenai S. 
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161 ''Abrasion resistance of concrete and high strength concrete reinforced with steel fibers'', Setti F., 

Ezziane K. and Setti B. 

163 ''Seismic vulnerability classification of roads'', Adafer S. and Bensaibi M. 
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zone'', Zaidi A., Brahim M.M., Mouattah K. and Masmoudi R. 

199 ''Time-dependent behavior of composite steel-concrete beams with creep according eurocode 4'', Rahal 

N., Beghdad H., Tehami M. and Souici A. 

209 ''Dynamic analysis of fiber reinforced composite beam containing a transverse crack'', Hammou Y., 

Adjal A., Benzidane R. and Sereir Z. 
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Inner and Outer Flows 
 

19 ''Resuspension of indoor particles due to human foot motion'', Benabed A. and Limam K. 

33 ''Experimental investigation of soil particles filtration process through granular porous media'', Azirou 

S., Benamar A. and Tahakourt A. 

79 ''A cfd comsol model for simulating complex urban flow'', Houda S., Houda S., Belarbi R., Hasseine A. 

and Zemmourti N. 
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ABSTRACT 

The aim of this study is to develop representative building energy data sets and benchmark model fo the 

Djibouti an residential sector. The study focus on The energy consumption for building residential in typically 

hot humid climat in the city of Djibouti. This study report the results of a recent field survey on the average 

consumption for residential building in Djiboutian.  In this survey describing the energy use profiles for air 

conditioners, refrigeration, lighting and appliances in respect  two types of building construction in Djibouti  

Aiming is to use the solar energy for electricity production in household.  with a daily mean irradiation of 

5.87kWh/m2day, the solar potential of Djibouti is one of the most significant in the world. And solar energy 

resources across the country can be developed to bring higher quality energy services to populations across 

the country. 

INTRODUCTION 

The Republic of Djibouti currently stands at a 

crossroads, faced with a number of critical challenges 

associated with the generation, distribution, and use 

of energy. The country remains heavily dependent on 

imported fossil fuels and power.  This exposes it to 

volatile and rising oil prices, placing uncertainties on 

economic development, and pressing social 

development challenges.  

In its ambitious Vision 2035, the Government of 

Djibouti recognizes the importance of developing 

these resources to meet both its economic and social 

development objectives. Indeed, the Government has 

made clear that its objective is to meet 100% of 

domestic demand through renewable energy by 2020.  

Djibouti has abundant geothermal, wind and solar 

energy resources and it can be developed to bring 

higher quality energy services to populations. 

The economic growth nourishes the demand for 

building space, comfort and services, which raises 

the demand for residential energy.  

A design with the minimum energy consumption 

must deal with the specific climatic conditions. 

Djibouti climate is called “maritime desert”. A 

maritime desert is a climatic region with warm humid 

conditions in the winter season and hot humid 

weather in summer. The difference with tropical 

climate is the scarcity of rainfall. However the 

presence of a warm sea near the city of Djibouti 

results. 

in high humidity. Red sea water temperature is 

between 25° C and 32° C all of the year. Many 

propositions have been made to make buildings with 

less energy consumption in Djibouti [1].  

To allow the development of economic activities 

with less energy, efforts must focus on three areas: 

energy conservation, in individual behavior; energy-

efficient equipment and renewable energy [2] . 

Literature review 

Energy modelling for residential building 

In the area of residential energy modelling diferent 

methods have been applied to estimate the energy use 

in many countries. In the literature, the most common 

three methods to estimate energy use in building are 

(1) linear regression models(2) neural networks and

(3) survey[3]. For example, Aydinalp and al.

developed residential energy consumption models

for the Canadian residential sector. The study used a

neural network method to estimate the consumption
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of appliances, lighting and space-heating and cooling 

components [4], others similar studies using neural 

network include the work of Sozen and al. in Turkey, 

Azadeh and al. in Iran , karatou et al. I, Greece, 

Gonzalez in Spain and Abdel-Aal in Saudi Arabia [5 

-9]. On the other side, example using linear

regression model is the work of bianco et al. tried to

forecast electricity consumption in Italy [10-11].

Similar studies using linear regression include the

work Ranjan in India, Abosedra in Lebanon,

Mohamed in New Zeland, Pachauri in india and 

Murata et al. in China [12-16]. 

However, the neural network method and linear 

regression method require validation by comparison 

with real data and fact patterns for existing 

consumption and a priori statistical analysis. Despite 

the importance of neural network and linear 

regression techniques the two methods are not 

investigated 

further in this paper. The main focus of this paper is 

real data and surveys of the building energy 

consumption to build a comprehensive and detailed 

residential energy model  

However, considering electricity consumption, the 

building sector represents by far the largest share, 

about 90% of the country's consumption. As the 

following graph shows (figure 1), the service sector 

alone accounts for approximately 50% of electricity 

consumption, 35% for public administration and 13% 

for the branch of commercial buildings. 

Figure 1: Sectoral distribution of electricity consumption in Djibouti – 2013 [2] 

3. METHODOLOGY

3.1 Selection of representative model 

The methodology implemented in this paper includes 

aspects which determine the energy consumption 

characteristic of residential building in Djibouti. The 

first step was to carry out a literature review on past 

and recent survey. The second step was to identify 

typical building construction and characteristics 

through field survey. The survey plan included a 

description of a comprehensive set of building 

construction, equipment and dimension. Several 

specific energy consumption issues were addressed 

during the on site survey. For third and final step, 

actions were taken to develop representative 

benchmark models of residential building 

According to the results of the 2nd General survey of 

Population and Housing (RGPH) in 2009, conducted 

by department of the statistical studies (DISED) the 

total resident population is 818 159 in DJIBOUTI. 

More than 70% of the population lives in urban areas, 

with nearly 60% in the capital city - Djibouti.Mainly 

three types of housing is observed in Djibouti city. 

Ordinary houses in lightweight sheet metal and 

plywood are the most representative with 60,844 

units. Followed by apartments in a building and 

single villas constructed of concrete block 

Representatives in 1413 and 1477 respectively 

housing (DISED RGPH 2009). 

For our study we have tried to define a representive 

model of energy consumption in residential building 

with single household. 
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3.2 Residential Building description 

There are two types of building construction in 

²Djibouti. The first one is construction with massive 

walls of bricks, concrete or stones. Roofs of this type 

of construction are generally 

 heavy roofs built with concrete. The second one is 

construction with light weight wall composed of 

aluminum sheet as external wall and wood sheet as 

internal wall. Roofs of this second type of 

construction are lightweight roofs (generally 

aluminum sheet). To avoid extreme heat, ceiling is 

generally provided under the lightweight roof. Nor 

the massive walls nor the light weight walls are 

generally insulated thermally in Djibouti.  The 

present study we focus in residential building 

characterized by the massive wall which represent 

more than 50 % of electricity consumption in 

residential sector 

3.3 Energy characteristics for residential 

building sector 

Two types of energy audit were conducted for the 

selected residential building during the October and 

December 2015. First analyses of the utility bills, and 

second a walk-through survey. The utility bill 

analysis was made prior to the walktrough survey to 

become familiar in advance with the consumption 

patterns of residential building visited. This step 

helped in obtaining more accurate  information from 

the building’s occupants. A request to the electricity 

utility companies in citie of Djibouti was made to 

provide the utility bills for the year 2013, 2014 and 

2015. The bills were analysed and entered in 

spreadsheets to identify the patterns of use, peak 

demand and weather effects. Then the walktrough 

visit major energy use equipment (air conditioners, 

ceiling fans, lighting, refrigerator, television, 

washing machine, etc) 

Were identified and household members were asked 

about the hours of operating during summer and 

winter. Also the characteristic construction and 

layout of every visited apartment was noted. Later the 

utility bills for the year 2014 and 2015 were collected 

from utility companies. 

The collected information was combined and 

analysed to reflect the energy performance of 

representative realistic situation in air conditioned 

residential buildings. The development of the 

representative residential apartments was underlined 

by building design characteristics and audited energy 

use data collected during the survey. On the basis of 

this set of data the building models together with 

hourly usage profiles and operation patterns of air 

conditioners and other equipment were established, 

representing typical residential buildingin Djibouti. 

Details of the representative building benchmark 

models are described in the results section. 

 

3.4 Wheater data and solar resources 

3.4.1 Temperature and relative humidity 

The climate of the Republic of Djibouti, controlled 

by the movement of anticyclones of Arabia and Libya 

as well as that of the intertropical convergence zone 

(ITCZ), is arid tropical type characterized by low 

annual rainfall and two seasons mainly differ by 

temperature. The season called "fresh" start of the 

end of October until April, when the ITCZ is south of 

the country, with temperatures between 20 ° C and 30 

° C, while the season hot from June to September 

when the ITCZ passes through the region, 

characterized by temperatures between 30 ° C and 45 

° C and a west wind dry, hot and loaded with sand, 

the Khamsin. Transition periods separate the two 

seasons, when the ITCZ is located at the latitude of 

the country, during which the climate is characterized 

by high temperatures (28 ° C-36 ° C), a high humidity 

and a no wind. In general, across the country, rainfall 

is extremely limited (150mm / year on average), 

irregular and particularly localized in time, the 

temperatures are very high, with annual averages 

between 25 ° C and 30 ° C, and relative humidity is 

quite high, with peaks in winter of about 90% and 

summer minima at around 40%. 

 

3.4.2 Solar energy resources  

With a daily mean irradiation of 

5.87kWh/m2/day, the solar potential of Djibouti 

is one of the most significant in the world. And 

solar energy resources across the country can be 
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developed to bring higher quality energy 

services to populations across the country. 

Djibouti has two peak periods of insolation (Mar-

April, and Sept-Oct) when the diurnal variation 

between the minimum and maximum radiation 

values is small. The lowest radiation values are 

observed from June to August, which coincide with 

the hot and humid season.  However, even during 

these periods of low insolation, the country receives 

sufficient amounts of solar radiation of about 5-6 

kWh/m²/day, which are still good enough for solar 

energy applications. 

 

Figure 2: Average annual of the ambient temperature and the relatif humidity in the capital Djibouti-city, 

Source weather station of University Djibouti. 

 

Figure  3: Annual map of average daily irradiation (kWh / m2 day) in the Republic of Djibouti for the 

period 2008-2011 [17], 

 

4. SURVEY RESULTS 

4.1. Annual electricity use and Occupancy 

rates 

The sample groups in this survey was 25 households. 

And two type of household was defined. First on is 

household using an air conditioner and second is 

household no using an air conditioner. The average 

consumption for typical building to be 

35kWh/m²/year with air conditioner and whitout air 

conditioner is 15.10 kWh/m²/year. The annual energy 
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consumption per household is of 5050,54 kWh/year 

where 45% of was for air conditioning electricity 

using the household electricity use air conditioner. 

For household without air-conditioner, the annual 

energy consumption is 1730 kWh/year in the 

residential sector in Djibouti. In this survey the 

average people in household is 8.68 and the 

average occupancy density is 14,08 m² on usable 

floor areas per person. The occupies are within 

the age range of 18-42. Most apartment 

occupancy would be away from home between 

08:00 until 14:00. All resident would stay at 

home after 20:00. Most residents would stay at 

home on Fridays because the weekend in 

Djibouti. 

4.5. Domestic appliance and Mechanical 

cooling load intensities 

In this sample, more than 90% of apartments 

have at least three fans. The most common type 

is the ceiling fan besides pedestral will and table 

fans. The data collected in the survey shows that 

the average home in Djibouti has an average of 

4.2ceilling fan units. The most common fan type 

is the three blades (48 inch) with a speed of 330 

RPM and air flow rate of 3000 CFM. The 

average annual operation time in Djibouti is 

3285 Hours with a power of 60 Watts. The 

survey results indicate that apartment usage 

modes depend the thermal comfort level during 

the warms periods only fans are used and during 

the hot periods fan and air conditionners are used 

simultaneously.More than 50% of building in the 

sample had air conditionners (split or windows 

units) serving mainly bedrooms and or living 

rooms. At least one AC units was found in this 

sample surveyed and power consumption per 

units is less than 1500 Watt. 

4.6 Representative benchmark models to 

design solar energy 

Representative model were constructed based on 

described internal load intensities and  patterns. The 

daily operating, power demand and daily 

consumption of air conditioning units, ceiling fans, 

refrigerator, plug loads and lighting appliances in the 

reference model were calibrated based on the 

surveyed monthly utility bills. We found two 

representative model energy consumption for 

residential building. The first representative model 

(Table 1) based on household electricity 

consumption. The distribution of electricity 

consumption by the different domestic appliances for 

the representative model were realised in the figure 4. 

The Other represent in the table 1, the equipment like 

satellite decoder, mobile charge, mixer, and stereo). 

Solar energy could be a serious alternative in 

urban areas and especially for household sector. 

The average daily global solar irradiation is 

equal to 5.38 kWh/m²/day. The table 1, show the 

value of the parameters we need to design solar 

system for residential building of the two 

representative model energy consumption in 

residential building. We can see in the table 2, 

the electric characteristic of solar equipment we 

use for the two representative model were 

design. 

Table 1; representative model of domestic appliance with air-conditioner 

APPLIANCE  Number 
Type 

(AC/DC) 
Power (W) 

Total Power 

(W) 

Daily operating 

hours 

Daily Consumption 

Wh/day 

Lighting 6,5 220V/230V 40 240 5,8 1508 

Fan 4,2 220V/230V 60 240 10 2520 

Refrigerator 1 220V/230V 190 190 12 2280 

Television 1 220V/230V 84 84 8 672 

Air conditionning type split 1 220V/230V 1400 1400 4,75 6650 

Electric iron 1 220V/230V 1000 1000 0,5 500 

Others 1 220V/230V 100 100 2 200 

Average consumption per day (Wh/day) 14330 

Average consumption per year kWh/year 5230,45 
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Figure 4: electricity use end by household with air-conditioner 

PARAMETER VALUE 

Irradiation kWh/m²/day 4,4 

Battery efficency 80% 

Lost PV efficiency (Dust & heater) 85% 

Daily Storage 2 

System Tension VDC 24 

Decharge of Deep 60% 

DESIGNATION Household use Air-conditionner Household Without Air -conditionner 

Daily consumption (Watt hour) 14330 5078 

Solar power (Watt : Wp) 4789,438503 1697,192513 

Battery capacity (Amper Hour : AH) 2487,847222 881,5972222 

Inverter (Watt) 3500 2000 

Charge Controller (Amper : A) 110-140 A 80-110 A 

Table 2: Solar energy system
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5 DISCUSSION  

The great need to approach the opportunities for 

energy efficiency in the Djiboutian residential sector 

requires the development of verified and update 

knowledge on energy performance of residential 

building. Therefore, the main objective of this study 

was to create representative models that match the 

electricity consumption patterns of representative 

residential building. Based on the surveyed 

residential building, the characteristics and electricity 

consumption patterns were analysed and the average 

annual building electricity use intensity was defined. 

During the model verification process several 

important lesson were learned.  

First of all, the model shows that the use of air 

conditioners dominated the energy usage in 

residential buildings in the Djibouti city. Therefore , 

the electricity consumption patterns of residential 

building would be significantly affected during the 

extended summer period (April-october), the 

identifying the frequency and patterns of use of air-

conditioners in relation to indoor thermal comfort 

should be a basic step in any future investigation. 

Secondly, the study revealed that all surveyed 

building had a very poor thermal performance and 

indoor air quality. The building envelopes of most of 

the buildings investigated are the airtight, with single 

glazed opening, with non-insulated walls and without 

shading treatment. On the other hand, more than 60 

% of building have been equipped with at least one 

air conditioner unit which results in peak electricity 

loads that the existing electricity grid cannot provide. 

Thus the potential in energy savings in the building 

sector are necessarily and in the same time high. 

The survey findings revealed the most building were 

equipped with air conditioners, frigdes, fans and 

television. However, almost all appliances have no 

energy description labels. There must be an effort to 

phase out poor quality and high energy consumption 

product. There is a potential of energy saving in the 

existing building stock if high efficiency equipment 

and appliance are used. 

The last remark is related to global climat change and 

the heat island effect. The increasing trend of summer 

discomfort is creating on top of the current energy 

demand an incremental demand due to cooling. The 

continuation of this trend will imply a greater demand 

cooling in Djibouti city. This increased cooling 

demand is unwanted given its impacts on energy 

consumption and grid feeding stability and the 

vicious heat insland effect. 

A solution to those problems might be switching to 

solar electric air conditioning systems to break this 

circle in the future. The use renewable energy 

technology for cooling residential building in 

Djibouti are investigated.  

This study proves that there is sufficient evidence that 

energy efficiency can be improved  in the building 

sector. Despite a great part of precious resources 

being wasted daily, there is an opportunity to reduce 

the apartment consumption of energy resources 

through improved end use utilisation efficiency. 

Improving the end-use utilisation efficiency may be 

achieved by improving the envelopes, operation 

patterns and by installing more efficient appliances.  

The present study is an essential first step toward 

establishing models for the real application of a new 

energy standard in Djibouti. 

CONCLUSION 

Based on the data collected from surveying almost 25 

residential building with different type of 

construction. The representative models have been 

constructed for the representation of typical 

residential building in Djibouti. The key findings 

from those survey have been summarised in this 

paper. The survey results include building physical 

characteristics and occupancy energy profiles. Also 

based on that set of data, average operating patterns 

of appliances were identified. These energy 

characteristics of residential buildings were intended 

to be used to model representative benchmark and 

reference condition of residential building in 

Djibouti. 

The survey results show that electricity use is 

significantly dominated by the seasonal use of air 

conditioners. The use of fans reduced the total annual 

operation hours of air conditioners, in particular 

during the early and late summer periods. The 

average energy use per residential building is 
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between 16 kWh/m²/year and 36 kWh/m²/year. In 

addition, the frequency and pattern of use of 

appliances has been identified. Finaly, the results 

presented in this paper, can provide a good basis for 

investigating the potential energy savings of applying 

the new Djiboutian energy standard. 
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ABSTRACT 
Insulation materials run the gamut from bulky fiber materials such as fiberglass, rock and slag wool, 

cellulose, and natural fibers to rigid foam boards to sleek foils. Bulky materials resist conductive and -- to a 

lesser degree -- convective heat flow in a building cavity. Rigid foam boards trap air or another gas to resist 

conductive heat flow. Highly reflective foils in radiant barriers and reflective insulation systems reflect 

radiant heat away from living spaces, making them particularly useful in cooling climates. Other less 

common materials such as cementitious and phenolic foams and vermiculite and perlite are also available. 

The Initial energy costs include the amount of energy consumed to produce the material. The long term 

energy cost is the economic, ecological, and social costs. Sometimes people take into consideration the 

energy savings or durability of the materials and see the value of paying a higher initial cost in return for a 

lower life time cost.so, This work presents a study of numerical simulation aiming at the role and the 

influence of the insulation by the mud Reduced like a local material to the town of Bechar located at the 

south west of Algeria (SAHARA OF Algeria), we are interested in a comparative study for pursued these 

goals. In this context, an analogy was used for the functions which are discretized by the finite difference 

method and integrated in the FLUENT software which is based on the finite volume method. The results are 

presented in the form of distributions of the isotherms, the streamlines, local and average Nusselt number of 

which the goal to study the influence on comfort. 

Key words: Building material, Materials Energy, Heat transfer, Thermal convection, CFD, Laminar flow. 

NOMENCLATURE 
Latin symbols 

g        : Gravitational acceleration [m/s2] 
H        : Height of the cavity    [m] 
L        : The length of the cavity   [m] 
e         : Wall thickness       [m] 
Cp       : Specific heat at constant pressure   [J / kgK] 
h        :Heat transfer coefficient  [W m-2K] 
Nu     :Average Nusselt number    [-] 
t         :Time [s] 
P        : Pressure    [Pa] 
Tc       :Temperature of hot wall [K] 
Tf       :The temperature of cold wall      [K] 
T        :Temperature [K] 
X, Y  :Dimensionless coordinates     [-] 
U, V   :Dimensionless  velocity components  [-] 
Pr        :Prandtl number  [-] 
Ra       :Rayleigh number      [-] 

Greek letters 

α        :Thermal diffusivity   [m2/ s] 
β        : Coefficient of expansion   [K-1] 
λ        : Thermal conductivity  [W/mK] 
μ        :Dynamic viscosity       [Kg m-1/s-1] 
ρ        :Density     [Kg/m3] 
Δ T    :Temperature difference [K] 

INTRODUCTION  
Actually, the fast economic growth and high 

standards of living imposed the world to consume 

large amount of conventional energy resources (fossil 

fuels) that drive environmental pollutions and climate 

changes. In addition, the dependency towards 

conventional energy resources will empties the 

sources more rapidly. Therefore, the effectiveness 

utilization of energy becomes a main issue recently. 

Various renewable energy systems were developed to 

enhance energy efficiency such as thermal energy 

storage (TES) system [1]. TES is the temporary 

energy storage medium for later used. It provides 

realistic solution to increase the efficiency of the 

energy utilization and management. This technology 

is an elegant energy technology which can be used in 

various industries especially building industry [2–5]. 

There many important factors influencing electricity 

use in sahra of algeria . One is economics and 

population growth and the other is hot weather. As 

expected, electricity use increased as economic 

activity and population, both increased. Hot weather 
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also increases electricity demand for air conditioning. 

Thermal comfort is dependent and influenced by a 

range of environmental factors viz. air temperature, 

radiant temperature, humidity, air movement, 

metabolic rate or human activity [6,7]. Where 

buildings are large consumers of energy in all 

countries, especially in regions with extreme climatic 

conditions and a substantial share of the energy goes 

towards heat and cool buildings [8].The new 

European energy regulation now considers a high 

standard of thermal protection in buildings with 

reasonable energy consumption, satisfactory thermal 

comfort conditions and low operational costs [9]. 

Numerous studies across the world have shown the 

impacts of hot working environments on the working 

population [10–14]. In the context of climate change, 

and in the view of predictions made by 

Intergovernmental Panel on Climate Change (IPCC) 

[15–18], to meet occupants thermal comfort 

requirements traditional systems use a lot of energy. 

The insulation strategy provides a better thermal 

climate. Building insulation materials are the 

building materials which form the thermal envelope 

of a building or otherwise reduce heat transfer, but 

Many insulations are made from petrochemicals and 

may be a concern for those seeking to reduce the use 

of fossil fuels and oil. A significant portion and An 

important part  of  these  not  isolated  external walls  

are massive solid brick walls or the  thermal 

perceived in buildings  was aimed  by 

some research [19-22].Insulation may be categorized 

by its composition (natural or synthetic materials), 

form (batts, blankets, loose-fill, spray foam, and 

panels), structural contribution (insulating concrete 

forms, structured panels, and straw bales), functional 

mode (conductive, radiative, convective), resistance 

to heat transfer, environmental impacts, and more. 

Sometimes a thermally reflective surface called a 

radiant barrier is added to a material to reduce the 

transfer of heat through radiation as well as 

conduction. 

The choice of which material or combination of 

materials is used depends on a wide variety of 

factors. Some insulation materials have health risks, 

some so significant the materials are no longer 

allowed to be used but remain in use in some older 

buildings such as asbestos fibers and urea. Also, the 

cost can be high compared to the traditional 

insulation. The interior or external insulation does 

not often becomes the only possible solution in 

particular with the old buildings in the Sahara of 

Algeria. Hygrothermal parameters of the existing 

wall material should be reported and well known for 

designing powerful and durable walls in the time 

study. First, in this paper , CFD software is used as a 

technique to modelling the behaviour of fluid and 

the thermal convection between the externel wal of 

the house and air with different Rayleigh numbers 

[103≤ Ra≤106], This work presents a study of 

numerical simulation aiming at the role and at the 

influence of the insulation by the mud  as a local 

material at the city of Bechar situated in the south 

west of Algeria, or we are interested in a 

comparative study for aimed these goals. We have 

added both concrete and adobe materials 

respectively, in triangular shapes. In this context, an 

analogy was used for the used functions which are 

discretized by the finite difference method and 

integrated in the Fluent software, which is based on 

the finite volume method. The validation of this 

procedure was confirmed by comparing some 

obtained results. The results are presented in the 

form of distributions of isotherms, Stream lines and 

the local Nusselt number and average Nusselt 

number with the aim to study the influence on 

comfort in buildings.  

GEOMETRIC CONFIGURATION 

Figure 1 

Schematic of the studied configuration 

By giving two configurations, one to describe the 

wall without insulation or the exterior wall is 

constructed only with the concrete and the other 

with an insulation mud in a triangular shape. Studied 

the configuration is shown in Figure 1. The 

Temperatures imposed are experimentally captured 

in a day of summer in August in the town of 

Bechar. To model this phenomenon, we used a 

square cavity of   length L and a height h. The left 

and right vertical walls of the cavity have equal 

temperature for the dimensionless case, respectively 

http://www.designingbuildings.co.uk/wiki/CFD
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Tc = 1,     Tf = 0 equal to 0 for the case, and the other 

walls are kept adiabatic. The form factor is A =H/L= 

1. 

To simplify the problem, assume that: 

• The fluid is Newtonian and incompressible.

• The heat dissipation by viscous friction is

neglected.

• The Boussinesq approximation is considered

OBJECTIVES 
We can express our aim for this study in the following 

points: 

 Study the Modelling of the coupling of

convection - conduction.

 Study of the effect of the distribution of the

heat inside buildings on the convection.

 Comparative study between the construction

of buildings with and without insulation.

 Study the effect of the Rayleigh number on

the convection in building.

 Test the reliability of the insulation with the

Mud as local material.

MATHEMATICAL MODEL 

The fluid is assumed incompressible and obeys the    

Boussinesq approximation. In these cases, 

continuity in two dimensions and the equations 

governing the flow and energy is given by: 
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The derived equation of motion (2) over Y and the 

equation of motion (3) by contributing to x, then, 

after subtracting the two equations obtained, we 

obtain the equations dimensionless variables in 

writing Helmotz in terms of vorticity and stream 

function formulation are as follows: 
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The stream function and vorticity are related to the 

velocity components by the following expressions: 
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The dimensionless parameters in the equations 

above are defined as follows: 
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For solid, we are interested only in the following 

heat equation: 
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THE THERMOPHYSICAL PROPERTIES 

OF THE USED MATERIALS 

a) for the concrete
1) Thermal Conductivity  : 1.75   (k)

2) Density    : 2200  (kg/m3) 

3) Specific Heat  : 878    (J/kg K) 

b) for the mud
1) Thermal Conductivity: 0.12 (k)

2) Density   :  700  (kg/m3) 

3) Specific Heat  : 1000  (J/kg K) 

PROCEDURE OF SIMULATION 
The numerical calculation was conducted using the 

computer code "fluent" 6.2.13. The numerical 

procedure used in this work is that of finite 

volume. 

It involves the integration of differential equations 

of mathematical model on finite control volumes 
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for the corresponding algebraic equations. The 

SIMPLE algorithm [24-25] was chosen for the 

coupling speed pressure in the Navier-Stokes 

equations on a staggered grid. The convective terms 

in all equations are evaluated using the schema 

apwind first order.  

The discretization of the time term is made in a 

totally implicit scheme. The convergence of the 

solution is considered reached when the maximum 

relative change of all variables (u, v, w, p, t) 

between two successive time is not less than 

104.With an aim of following well any  variation of

the  fields thermal and hydrodynamic , we  used  a

uniform grid of   12126   nodes and 12317 Elements

in unsteady mode.

RESULTS AND DISCUSSION 
The structure of the flow, the temperature field and 

heat transfer through the hot wall are discussed in 

this section. In this study, to target the most 

important goal, we will show and studied the effect 

of the insulation by the Mud on dynamic and 

thermal behavior of the fluid in the cavity. Taking 

the Prandtl number equal to 0.71 because the fluid 

used is air 

ISOTHERMS 

Figure 2 

The Isotherms For uninsulated wall (For wall of the 

concrete only), Ra=104, Pr=0.71 

Figure 3 

The Isotherms For Insulated   Wall, (Mixture Wall of 

the concrete and the mud Ra=104, Pr=0.71 

Figure 4 

The Isotherms For uninsulated wall (For wall of the 

concrete only), Ra=105, Pr=0.71 

Figure 5 

The Isotherms For Insulated   Wall, (Mixture Wall of 

the concrete and the mud), Ra=105, Pr=0.71 

The isotherms are shown in Figures [2-5]. The 

heat distribution in the cavity is in accordance 

with the fluid circulation revealed by isotherms 

and iso currents. Indeed we find a heating fluid 

from the interface, if it causes the change of the 

heat distribution in the cavity (see figures) for 

different numbers of Rayleigh For a fixed value of 
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the number of Prandtl equal 0.71. Gradually, as the 

Rayleigh number has increased, the isotherms 

become increasingly wavy and heat transfer 

increases, so the flow intensifies and natural 

convection is expanding and predominates (natural 

convection is predominant).  

  NUSSELT NUMBERS 
Figure 6 shows the variations of average Nusselt 

numbers versus the differents Rayleigh numbers 

Figure 6 

Profiles of average Nusselt number, for different 

values of Ra=103,104,105 and 106, for uninsulated  

and insulated  walls, Pr = 0.71. 

Also, we report the influence of the Rayleigh number 

on average Nusselt number. We found a significant 

influence. The increase in average Nusselt number is 

accompanied with the increase of Rayleigh number, 

For both configurations studied, firstly wall built 

with concrete only and the second case, the wall built 

of concrete 50% and 50% of the mud in a triangular 

shape as is shown in Figure 1.consequently Improves 

the heat transfer. Despite it is clear that it becomes 

important for every increase of Rayleigh because of 

the change in the exchange ratio between the wall 

and the air, and because the inertia and the thermal 

resistance of the mix (concrete + mud) are large 

relative to the construction of walls by concrete only. 

A difference of around 43.22 % on average between 

insulated and uninsulated walls to Ra = 105, for 

example. 

CONCLUSION 
The idea of this work is based on actual events; the 

objective of our work was to study the behavior of 

the air in house with two-dimensional numerical 

study of natural convection or (where) laminar flow 

is considered on is interested by conduction or 

convection coupling. Solving equations governing 

natural convection written Helmontz’s variables ψ 

and ω which are discretized by the finite difference 

method. We validated this work for the 

hydrodynamic and thermal studies in the cavities 

where he showed good consistency. For our 

simulation, we presented the streamlines, isotherms 

and the influence of key parameters such as 

positioning after the interface and the number of 

Rayleigh, the convection. We have shown by this 

simulation, the following: 

1. Convection affects the structure of the isotherms.

2. The temperature of the fluid increases

dramatically with increase in Rayleigh number.

3. The Interior thermal isolation reduces the losses

of heat and minimizes the energy needs (request of

heating) and thus reduced in fact, at the same time:

the invoice, consumption and pollution.

4. The Mud is insulating effective which to

guarantee the comfort and the air quality

inside the building

5. The interior thermal insulation helps to preserve a

constant temperature in the integrality of your

housing in winter or summer.

6. The Inside thermal insulation has a promising

future provided that all actors, around the sector of

construction are justified and motivated and

conscious of the ecological and financial issues.

7. Insulation not only add insulation to the wall

either inside or outside, but you can even use local

materials in the Sahara of Algeria as insulation and

construction material simultaneously as Adobe that

are many and which can reduce the heat transfer to

43%.
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ABSTRACT  
The study is done on an apartment of 85 m2, located in Tangier. A south facing façade receives a continuous 

sunshine all day. The outer walls are hollow brick Double skin spaced from an air knife (10 cm), the inside 

walls consist of simple dividers, while the ceiling and floor are concrete 30 cm thickness. 

The aim of this study is to evaluate the hygro-thermal behavior of a multi-zone apartment located in northern 

Morocco by using the TRNSYS16 software, and compares its results with those from a study with CODYBA 

software and to estimate the heating load in January and the air conditioning load for the month of august. 

Meteorological data and building materials properties are those used in the north of Morocco.

NOMENCLATURE 
Text: external temperature in (°C) 

Trs: inside resultant temperature (°C) 

Hext: external relative humidity (%) 

Hint:internal relative humidity (%) 

INTRODUCTION  
Morocco is poorly endowed with energy resources 

and imports over 96% of the energy it consumes. 

36% of the overall energy consumption goes to the 

residential and tertiary sector, the housing sector 

emits more than 30% of greenhouse gas (GHG) 

emissions responsible of global climate on global 

warming.  

The increasing of the standard of living, and the 

availability of heating and air conditioning equipment 

at low prices, thus everyone has the possibility of 

heating in winter and cooling in summer. While the 

majority of existing electrical networks in some urban 

areas are not designed for these power calls, which 

weakens them. 

In addition the demand for electricity could quadruple 

by 2030. 

The aim of this study is to compare the simulation 

results of two TRNSYS16 and CODYBA software. 

The study is to make a hydrothermal simulation of a 

local multi-zone and estimate the heating load for the 

month of January and the air conditioning load for 

the month of August. 

DESCRIPTION OF THE LOCAL 

STUDIED: The study is done on a flat in the city 

of Tangier in northern Morocco, with an area of 

85m². A south-facing façade receives a continuous 

sunshine throughout the day; the plan of the 

apartment is on (figure1) 

Figure1 

Plan of the apartment studied 

The exterior walls are brick Hollow double skin 

spaced from an air knife (10 cm), the interior walls 

are consist of simple dividers, while the ceiling and 

the floor are concrete 30 cm of thickness. The 
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structure construction in northern Morocco exterior 

walls appears on (figure2). 

Figure2 

 Structure of an external wall 

WEATHER DATA: Meteorological data were 

measured on the Tangier weather site over the two 

years 2003 and 2004. 

BUILDING MATERIALS USED IN 

NORTHERN MOROCCO: There is no reference 

to access the average values of thermo-physical 

characteristics of the materials used in Morocco. 

In our case, we take the thermos-physical properties 

of construction materials used in the north from the 

library TRNSYS16 software that is very rich. 

HYGROTHERMAL MODELING OF THE 

APARTMENT: TRNSYS is a particularly suitable 

for dynamic simulation software system, the thermal 

behavior of multi-zone buildings and associated 

systems. Because of its modular structure, it can 

describe complex systems with many components 

(types) included in its library. The TRNSYS 

environment comprises two sub-programs: 

 TRNSYS Simulation Studio, host structure

for both the development of new numerical

models and implementation of dynamic

simulations,

 The TRNBUILD interface, which defines the

building envelope structure.

Modeling assumptions 
Conditions considered for the simulations are as shows 

in Table 1, the air change rate is represented in table2. 

Modeling in multi-zones: 
In order to have a more detailed model of a house in 

function of their use, the studied apartment is divided 

into four climatic zones. 

These areas are the following (figure 1) 

Zone 1: The living room (Z1)  

Zone 2: Bedroom 1 and 2 (Z2) 

Zone 3: Kitchen and bathroom (Z3) 

zone4:   Hallway (Z4)  

Table1 

 Internal loads of the apartment 

Entity Nb power 

 (w / unit) 

unoccupied 

scenario 

occupants 4 130 from 8h to 12h 

and from 14h 

to18h 

equipment 4 60 from 23h to 6h, 

8h to12h, and 

from 14h to 

18h. 

lamps 4 40 from 00h to 18h 

Table2 
The air change rate of apartment 

volume 

flow rate 

(m3/h) 

scenario of operating 

living 

room 

90 From 8h to 14h and 

from 17h to 20h. 

Bedroom 

1and 2 

100 From 8h to 12h and 

from 14h to 18h. 

kitchen 80 From 7h to 12h and 

from 14h to 22h. 

RESULTS AND DISCUSSION 
All the results for different parameters characterizing 

the atmosphere of the studied apartment (the interior 

temperature and humidity) will be presented as 

graphics and will be compared to those of the study 

by CODYBA. 

We determine the evolution of these indicators over 

time, which will allow us to estimate the annual 

consumption for heating and air conditioning of the 

local.  

Evolution of temperature: The figures 3 and 4 

show the evolution of temperatures for the months 

of January.  

We got changes in temperature in the various local 

areas. 

We observed changes in these two parameters of a 

zone to the other, it’s caused by radiation received 

via glass surface of this areas. 

However the development of Zone 3 is higher, 

considering its operation. 

There is a bit difference in the half of the months 

that caused by the difference between method of 

calculation for each software. 

There is a similarity between temperatures in 

different zones with TRNSYS16 and CODYBA. 
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Figure3 

 Resulting temperature of the apartment for the month 

of January (01/01 to 15/01) with TRNSYS 16 

Figure4 

 Resulting temperature of the apartment for the month 

of January (01/01 to 15/01) with CODYBA 

For the months of august as shown in figure 5 there is 

a similitude between temperature results with 

TRNSYS16 and CODYBA for all zones. 

Evolution of humidity: We got changes in relative 

humidity in various local areas; it present presents a 

variation from one to another zone in multi-zone 

modelisation. 

The humidity is maximum in zone 1 and 2 because of 

the ventilation. It is minimum in the zone 3 and 4 

because they are regularly ventilated. 

we find the same values for both software. 

For the months of august we have same comments as 

the months of January . 

The advantage of this software is to perform 

simulations of the evolution of different parameters 

characterizing the internal atmosphere of the 

building. 

(a)Simulation with TRNSYS16

(b)Simulation with CODYBA

Figure5 

 Resulting temperature of the apartment for the 

month of august (01/08 to 15/08) for two 

Software. 
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(a) Simulation with TRNSYS16 

 
(b)Simulation with CODYBA 

Figure6 

 Resulting humidity of the apartment for the month of 

January (01/01 to 15/01) for two software 

 

CONCLUSIONS  
TRNSYS 16 allowed us to model the building in 

dynamic regime. 

All simulations results helped us to estimate the 

power of heating and cooling during winter and 

summer periods. 

To dimension an air conditioning system adequate; in 

January we need around 160kwh of heating energy to 

keep the temperature at 18°C (winter comfort), wish 

is higher than what they estimate with CODYBA 

software. 

And 540kwh of cooling energy to keep the 

temperature at 25°C (summer comfort) wish is higher 

than what they estimate with CODYBA software. 

This difference in results is due to the calculation 

methods of the two software. 

the calculation method of TRNSYS is to make the 

heat balance on all sides, unlike the software that 

CODYBA considered as the rays that come through  

 
(a) Simulation with TRNSYS16 

 
(b)Simulation with CODYBA 

Figure7 

 Resulting humidity of the apartment for the month 

of august (01/08 to 15/08) for two software. 

 

the window to the floor and is reflected to the other 

walls. 

This software help to  gain valuable time, an 

improving the reliability of the results in the study 

and the design of the thermal insulation, heating and 

air conditioning of a housing, and a study of the 

thermal behavior of the building. 
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ABSTRACT  
The protected crop cultivation in the moderate climate requires heating almost every day during the season, 

either for raising the temperature, or for reduction of air humidity. The required amount of heat might be 

partially met by accumulation of excessive heat from the conversion of solar energy entering the plastic tunnel 

or greenhouse. 

Experiments were carried out in two identical greenhouses, each with 15 m2 ground area. Rocks were filled in 

a canal excavated and insulated in the soil of one of the greenhouses. Greenhouse air was pushed through the 

rock-bed by a centrifugal fan with 1000 m3/h air flow rate and controlled by two thermostats when the energy 

storage or release was required.  

The operation of this system is as follows: 

- The day when the greenhouse is warm injected excess heat in rock-bed accumulator.

- The night when the temperature of the greenhouse is very low, the heat stored in the rock-bed accumulator is

discharged into the air inside the greenhouse, which will help heat the greenhouse at night.

The results of this study showed that the rock-bed system created an air temperature difference of about 1-2 °C

at night, between the two greenhouses, the control one having the lower temperature. Furthermore, the rock-

bed system kept the inside air temperature higher than that of outside air at night.

KEYWORDS 

Agricultural Greenhouse, microclimate, heating, rock bed 

NOMENCLATURE 
Texp : Temperature inside the greenhouse with system 

of heating (°C) 

Ta : temperature outside the greenhouse (°C) 

Twh : Temperature inside the greenhouse without 

heating system en (°C) 

U : Wind speed (m/s). 

Dv : wind direction (deg) 

Rnet : Net radiation (W/m2) 

RG : Outside global radiation (W/m2) 

Tsoil :Temperature of soil surface (°C) 

Trocks Temperature of inside rock bed (°C) 

INTRODUCTION  
A greenhouse is a structure covered with transparent 

materials that utilize solar radiant energy and provide 

optimum growing conditions for plants [1]. 

Heating applications in greenhouses have an 

important effect on the yield as well as on the quality 

and the cultivation time of the products. Optimization 

of air temperature in greenhouses is of particular 

importance in relation to plant growth and 

development. In order to keep the greenhouse 

temperature considerably higher than outside 

temperature, heating is frequently needed during 

cold seasons 

There are two types of agricultural solar 

greenhouses which utilize solar energy for heating 

purposes   

Firstly, the passive greenhouses, which are utilized 

as collectors and designed for maximizing the solar 

heat gains by using a special cover and structure 

materials [2].  

Secondly, the active greenhouses, which are 

equipped with solar systems that utilize a separated 

collecting system from the greenhouse with an 

independent heat storage system, such as adding 

thermal energy inside the greenhouse from an air 

heating system in addition to direct thermal heating 

[3], [4], [5] and [6]. 

The Classification of various systems of heating 

agricultural greenhouses as shown in fig 1: 



48 GOURDO et.al 

17-20 May 2016, La Rochelle, France

Fig 1: Classification of various systems of 

heating agricultural greenhouses [7]. 

The capacity to benefit from the excess of diurnal 

energy depends mainly on the investment costs 

related to a capture system installation and 

distribution of this heat. Thus, this exploitation mode 

is profitable if the savings in heating are higher than 

the installation system cost. 

Greenhouse heating by a solar system is more 

profitable. While it is less powerful than a 

conventional system, it does not pollute. It cannot 

alone meet the total requirements for heating, and 

therefore it is the fuel boiler which is used as a 

auxiliary system and not a solar system [8]. 

MATERIAL AND METHODS 

Site and structure of the greenhouse 

The experiments were carried out in two agricultural 

greenhouses installed in the experimental station of 

Regional Center for Agricultural Research of Agadir, 

located near the side (30°13 Latitude, 9°23 

Longitude, 80m Altitude). The experimental 

greenhouse has an area of 15m2 (5m width by 3m 

length) and a height of 2.5m at gutter level and 3m at 

span level. The greenhouse was covered by a 200um 

polyethylene thermal film and the orientation of its 

spans was North-South, i.e., perpendicular to the 

prevailing wind direction (figure 1). 

Figure 2: The greenhouse 

The climate is semi-aride dominated by alternating 

hot and dry season and wet and temperate season 

with large regional nuances. Figs. 3 and 4 represent 

the meteorological data of the average monthly 

global solar radiation and ambient temperatures in a 

period of 2013–2014. These figures show that the 

highest monthly average radiation are detected  in 

May & July (310 W / m2), and the highest monthly 

average ambient temperature are detected in August 

(24°C). The minimum monthly average radiation is 

150W / m2 while the minimum monthly temperature 

is 12°C in January. 
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Fig. 3. Monthly variation of the global solar 

radiation for the 2013–2014 periods in Agadir. 
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Figure 4. Monthly variation of the ambient 

temperature for the 2013–2014 periods in Agadir 

The culture: 
The crop is tomato type Pristyla. The rows are 

oriented North South, perponducular to the wind 

direction. Irrigation is provided by a system of drop 

by drop. 

The culture has the following characteristics: 

- panting date: 28 /10/ 2015

- Total number of plants : 9

- Distances between plants : 0.4m

Experimental measurements 

In order to characterize the inside climate of the 

greenhouse, we have measured the following 

parameters (Figure 4): 

- Net radiation Rnet under the plastic cover

- Air temperature Te and Relative humidity Hr,

- Temperature of greenhouse walls and roof,  soil

surface &  inside rock bed , 

- wind speed U and wind direction Dv

- Outside global radiation RG.

Fig : 107 Temperature 

Probe 

Fig :HMP50,Temperatur

e and Relative Humidity 

Sensor 

Fig : 108 Temperature 

Probe 

Fig :anemonetresonic 2D 

Fig : Campbell Scientific's 

CR3000 Micrologger 
Weather station 

HEATING SYSTEM USING THE ROCK 

BED ACCUMULATOR 

   Description of the system 

As it is shown in fig.4, The storage system 

consists of a cylindrical tube of PVC 200 mm in 

diameter filled with gravel diameter between 4 and 

8 cm placed on the floor of the greenhouse.  

Figure 5.  Schematic of the prototype with rock 

bed installed in the greenhouse. 

During the day, excess solar heat is collected and it 

is recovered at night in order to satisfy the heating 

needs of the greenhouse. The day when the 

greenhouse is warm injected excess heat in rock-bed 

accumulator. The night when the temperature of the 

greenhouse is very low, the heat stored in the rock-

bed accumulator is discharged into the air inside the 

https://www.campbellsci.com/107
https://www.campbellsci.com/107
https://www.campbellsci.com/108
https://www.campbellsci.com/108
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greenhouse, which will help heat the greenhouse at 

night. 

In order to evaluate the benefit of using the solar 

heating system for the experimental greenhouse, 

another similar greenhouse without a heating system. 

Which we name the reference greenhouse, is 

installed next to the first one, and contains the same 

cultivation. 

Reason choosing the rocks as storage materials? 

In addition to criteria defining the suitability of a 

material to store sensible heat (thermo-physical 

properties, cost effectiveness and environmental 

aspect), other characteristics such as abundance, 

chemical and mechanical properties, as well as 

resistance to thermal shocks are decisive criteria for 

choosing the best material allowing effective thermal 

storage and long lifetime. Tiskatine et al. [8]. 

performed an  petrographic and thermo-mechanical 

analysis on thirteen different rocks of the region at 

laboratory scale. The choice of these rocks is 

justified by the fact that they include the three major 

categories existing on earth. The best correlations 

between physico-mechanical properties have been 

found, and a great influence of these properties on 

the lifetime of rocks has been observed. The analysis 

of the obtained results showed that the  Quartz and 

calcite are the principal minerals controlling rock 

physico-mechanical properties 

Effect of the system on the internal 

temperature of the greenhouse 

Fig 6 represents the variation of the temperatures, 

inside the experimental greenhouse, and inside the 

reference greenhouses and the ambient temperature. 

In order to show the effect of heating clearly, two 

days were chosen.  It is found that the temperature of 

the outside air is always lower than the temperature 

of the air inside the greenhouse. 

  At night the temperature of the experimental 

greenhouse is higher than that of the greenhouse 

light, the difference may reach 1-2 ° C, and reverse 

the day. So this system we managed to partially heat 

the air inside during the night and the day it cool 

down. 

Fig 6: Ambient temperature(Ta), and air 

temperature inside greenhouse with (Texp) and 

without water heating(Twh) as a function of day 

times. 

Figure (7) shows the evolution of the overall 

external radiation and net radiation inside the 

greenhouse. Global radiation in this period is 

maximum during the day than 670W / m2 and 

minimum night. The net radiation in the greenhouse 

is highest during the day ( 670W / m2) and 

minimum night  (-15W / m2). 

Fig 7 : Evolution of the overall external 

radiation (RG)and net radiation inside the 

greenhouse (Rnet). 

Figure (8) shows the evolution of the temperature 

pebble rocks, experimental greenhouse and soil of 

the greenhouse. 

- On the day the temperature of the air in the

experimental greenhouse is higher than that of the 

rollers of rocks. 
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- At night the temperature pebble rocks is higher

than that of the air inside the greenhouse, it is the 

heat that has been stored by the rocks during the day. 

This energy will be released into the air inside the 

greenhouse to increase its temperature overnight. It is 

found that the temperature difference between the 

rollers of rocks and the air inside the greenhouse up 

to 5 ° C at night, (discharge period of pebble 

reservoir rocks), and day the difference can reach -10 

° C (charging period pebble rocks) 

Fig 8: Evolution of the temperature pebble rocks 

(Trocks), experimental greenhouse (Texp) and soil of 

the greenhouse (Tsoil). 

CONCLUSIONS 

For greenhouse horticulture, climate control is 

crucial to obtain both a high quality product and a 

high yield. High quality is required to meet the 

demands of the needs of consumers and high yield is 

required for economic production. 

Moreover, developing efficient and economical heat 

storage systems and related devices is as important as 

developing new energy sources from the point of 

view of energy conservation. 

This regulation system of the microclimate of the 

greenhouse that we tested can: 

- decrease the temperature in the greenhouse

during the night of 1 to 1.5 ° C compared to the 

greenhouse witness 

- Increase the temperature of the air of the

experimental greenhouse of 1 to 2 per respect to the

greenhouse witness and 2 to 3 with respect to the

outside.
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ABSTRACT 
Although the Moroccan climate is generally mild and temperate, both heating in winter and cooling in 

summer are required to reach comfort levels in different regions. The building energy consumption related 

to the heating and cooling can be reduced by several solutions like the use of suitable shading. This paper 

presents a study of the effect of overhangs and fins on the heating and cooling energy demand in the city of 

Marrakech. A simulation study has been performed using the TRNSYS Simulation Program to determine the 

required energy for heating and cooling depending on orientation of the window and the overhangs and fins 

dimensions. Furthermore, practical tables, to determine rates of cooling energy reduction by using overhangs, 

were established. 

KEYWORDS: Energy Efficiency, Building, Shading, Overhangs, Fins, TRNSYS. 

INTRODUCTION 
The Moroccan Energy Strategy is one of the most 

ambitious strategies in the Middle East and North 

Africa region [1]. Its intention is to establish 42% of 

total installed capacity from solar, wind and 

hydropower resources by 2020 and to promote the 

energy efficiency in several sectors. The building 

sector is targeted by this strategy, since it consumes 

36% of total energy of the country [2]. This 

consumption is expected to increase in the future 

decades with demographic and economic 

development. Recently, on November 2015, 

Moroccan authorities have launched the 

implementation of the first national thermal 

regulation. It’s a starting point for the integration of 

energy efficiency in building sector. 

Furthermore, the Moroccan climate is generally mild 

and temperate, but to reach comfort levels in several 

regions, both heating in winter and cooling in 

summer are required. The building energy 

consumption related to the heating and cooling can 

be reduced by using insulation of building’s 

envelope, efficient glazing, and suitable shading.  

Several numerical and experimental studies have 

been conducted to examine the effect of various 

factors on building energy consumption [3-8]. Many 

of them focused on the effect of windows and 

exterior shading [7-14]. Singh and Garg [7] carried 

out energy rating of different window glazings 

available in the Indian market. Jaber and Ajib [8] 

studied the effects of windows’ U-value, window 

orientation and windows size on annual heating and 

cooling energy demand considering the both energy 

and investment costs. Chan and Chow [9] reports the 

findings on the energy and environmental impact due 

to the provision of a balcony. Aldawoud [10] 

investigated the performance and the effectiveness of 

electrochromic glazing to prevent unwanted solar 

heat gains from entering a conditioned space. Then, 

he compared these performances to those offered by 

conventional fixed exterior shading devices in 

identical conditions. Babaizadeh et al. [11] employed 

Life Cycle Assessment (LCA) to compare the effects 

of three different shading materials on building 

energy consumption and their impacts to the 

environment within five major climate zones defined 

by American Society of Heating, Refrigerating and 

Air-conditioning Engineers (ASHRAE). Hoffmann 

et al. [12] investigated twelve different coplanar 

shades with different geometry, material properties, 

and cut-off angles for two California climates: the 

moderate San Francisco Bay Area climate and a hot 

and dry Southern California climate. Jinkyun Cho et 

al. [13] present an integrated approach for exterior 

shading design analysis about energy performance 

and economic feasibility in a high-rise residential 

building (Seoul, Korea) by both numerical 

simulations and field mock-up test for possibility of 

installing. Hammad and Abu-Hijleh [14] explored 

the influence of external dynamic louvers on the 

energy consumption of an office building located in 

Abu Dhabi-UAE. But there is a lack of such studies 

for Moroccan cases since the first Moroccan thermal 

regulation was promulgated recently and the 

building energy efficiency had just taken the interest 

it deserves.  

In the present work, we focus on the effect of exterior 

shading by Overhangs and Fins on heating and 

cooling energy demand of building in the city of 

Marrakech.  

METHODOLOGY 

mailto:idchabani@enim.ac.ma
http://www.sciencedirect.com/science/article/pii/S037877881530445X
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Prototype building: In order to predict the solar 

shading effect of exterior overhangs and fins, a 

simulation study has been performed using the 

TRNSYS Simulation Program, Version 16.1. A box 

shaped building zone with one window, no internal 

gains and no ventilation is being investigated with 

respect to specific heating and cooling energy 

demands. The box dimensions are 4m x 4m x 4m. 

The construction is massive with 8cm polystyrene 

insulation. The window is a single pane window with 

dimensions of 1.5 m x 1.5 m. In the base case, no 

external shading is applied. 

Climate conditions: The study is done for 

Marrakech city climate conditions. Climate data are 

available through the Meteonorm software. A typical 

meteorological year corresponding to Marrakech city 

was established. 

Projection factor definition: Variations are as 

follows: The orientation of the window varies in 45° 

steps: S, SW, W, NW, N, NE, E, SE. For each 

orientation, the base case, four overhang and four fin 

situations are investigated. 

This sum up to 72 simulation runs. The overhang and 

fin variations distinguish projection factors (PF) of 

0.15, 0.25, 0.4 and 0.6. 

The projection factor for overhangs is expressed as a 

dimensionless ratio defined as follows:  

PFoverhangs=A/B          (1) 

with A and B are the width of the overhang and the 

height of the window respectively as illustrated in 

Figure 1. 

The projection factor for the fin is expressed as a 

dimensionless ratio defined as follows: 

PFFins=A/B         (2) 

with A and B are the height of the fin and the width 

of the window respectively as illustrated in Figure 2. 

Figure 1 

 Definition of A and B for the projection factor in 

the overhang situation 

Figure 2 

 Definition of A and B for the projection factor in 

the fin situation. 

The distances between the overhang and top edge of 

the window as well as fin and nearest side edge of the 

window are set to zero. The single fin is always 

placed in such a way that the sun is obstructed, e.g. 

in case of the Western wall, it is situated on the right 

hand side of the window viewed from outside 

whereas the East facing window has its fin on the left 

hand side. 

RESULTS 
The following four diagrams sum up the results for 

overhangs and fins. In each case, there is one 

diagram for the specific heating energy demand, and 

one for the specific cooling energy demand with set 

points of 20°C and 26°C, respectively. Units are 

kWh/(m².year). 

Heating demand as Function of PF 

Overhang 
The following diagram (figure 3) sum up the results 

for heating demand as function of projection factor 

for overhangs with set points of 20°C expressed in 

kWh/(m².year). 



International Conference On Materials and Energy – ICOME 16 

Idchabani et al;, 55 

Figure 3 

 Influence of an overhang with varying projection 

factors (PF) on the heating energy demand in 

kWh/(m².year) as function of orientation. 

It is noted that for the base case, the heating needs 

are more important for the North direction (about 

30kWh/m².year), they are reduced by a third for the 

East and West direction, whereas for the South 

orientation, they are only about 10kWh/m².year. 

These heating requirements tend to increase using 

overhangs especially at the South orientation, SE and 

SW. 

Cooling Demand as Function of PF 

Overhang 
The figure 4 sum up the results for cooling demand 

as function of projection factor for overhangs with 

set points of 26°C expressed in kWh/(m².year). 

For the base case, the maximum cooling 

requirements are registered at the direction E, W, SE 

and SW (56-60kwh/m².year). The orientation that 

records the less cooling demand is North (N) 

followed by the South (S), given that the use of 

overhangs has more impact at the last orientation. 

Figure 4 

 Influence of an overhang with varying projection 

factors (PF) on the cooling energy demand in 

kWh/(m².year) as function of orientation. 

Heating Demand as Function of PF Fin 
The following diagram (figure 5) sum up the results 

for heating demand as function of projection factor 

for fins with set points of 20°C expressed in 

kWh/(m².year). 

Figure 5 

 Influence of a side fin with varying projection 

factors (PF) on the heating energy demand in 

kWh/(m²a) as function of orientation. 

The thermal behavior of the building according to the 

orientation follows the same logic as in Figure 3 

(case of influence of an overhang), except that the 

impact of the fins is reduced comparing it to 

overhangs effect particularly for the South 

orientation. 
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Cooling Demand as Function of PF Fin 

The figure 6 sum up the results for cooling demand 

as function of projection factor for fins with set 

points of 26°C expressed in kWh/(m².year). 

Figure 6 

 Influence of a side fin with varying projection 

factors (PF) on the cooling energy demand in 

kWh/(m²a) as function of orientation. 

Comparing to the figure 4, the fins have less effect 

than the overhangs on reducing cooling 

requirements. The most significant reduction is 

recorded for directions NE and NW. 

After simulating the effect of exterior shading by 

Overhangs and Fins on heating and cooling energy 

demand, we focused on cooling, because the city of 

Marrakech has more requirements on cooling than on 

the heating. For this end, we defined the shading 

factors. 

The “shading factor” is the ratio of cooling energy 

reduction and base case cooling energy demand. This 

leads to the following tables. 

Table1 

Overhang Shading Factors 

Table2 

Fin Shading Factors 

These tables may be used as rough estimate of 

shading effects. However, it should be noted that 

heating energy demands go up with these measures. 

Therefore caution is necessary in heating dominated 

areas. 

CONCLUSION 
In recent decades, the traditional architecture has 

been abandoned for modern methods of construction 

that are not necessarily adapted to the Moroccan 

climate. It’s the case of the city of Marrakech which 

was known by overhangs made with local materials 

(tiles). This study focus on the effect of exterior 

shading by Overhangs and Fins, on building heating 

and cooling energy demand in this city. Furthermore, 

practical tables to determine rates of cooling energy 

reduction by using overhangs were established. 
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ABSTRACT 
Energy efficiency requirements in buildings focus upon building envelope including elements, such as, walls, 

roofs, doors, windows. This concept plays a large role in energy efficiency standards. In addition, building 

orientation also plays a critical role on the thermal comfort of occupants. A review of the literature showed that 

there is an absence of a direct mathematical formulation for the optimal calculation of the building orientation, 

owed essentially to the large number of parameter to be considered, and it directs us to the methods based on 

the machine learning. We developed a system, which detects optimal calculation of the buildings orientation, 

based on the choice of the customer (Wall Area, Roof Area, Overall Height, Glazing Area, Glazing Area 

Distribution, Heating Load, and Cooling Load). 

In order to find the most adapted algorithm to our problem, we conducted a comparative study between several 

classification algorithms (Bayesian Network, Neural network, Random forest…); But none of these algorithms 

gave a correct prediction of the orientation, which is why we opted for a hybrid system based on the reduction 

of the parameters with PCA and a classification system based on Random Forest K-means clustering. 

INTRODUCTION  
Since the implementation of the first measures in 

favor of energy savings after the oil crises, then with 

the fight against climate change, the question of the 

energy efficiency of buildings was always in the 

heart of the politics energy-climate, at an 

international level. Reports realized on the energy 

and climatic future; integrate all recommendations 

concerning the improvement of the energy efficiency 

in housing.  

Energy efficiency requirements in buildings focus 

upon building envelope including elements, such as, 

walls, roofs, doors, windows) design. This concept 

plays a large role in energy efficiency standards. In 

addition, building orientation also plays a critical role 

on the thermal comfort of its occupants [1]. Good 

orientation, combined with other energy efficiency 

features, can reduce or even eliminate the need for 

auxiliary heating and cooling, resulting in lower 

energy bills, reduced greenhouse gas emissions and 

improved comfort. It takes account of summer and 

winter variations in the sun’s path as well as the 

direction and type of winds, such as cooling breezes. 

Building orientation refers simply to the way a 

building is situated on a site and the positioning of 

windows, rooflines, and other features [2]. It is often 

considered to optimize the sun’s capacity for daylight 

and heat gain in winter. Therefore, each orientation 

should be treated differently to optimize the result. 

For example, windows facing north and south 

generally have good access to daylight, should be 

encouraged whilst windows facing west generally 

have excessive solar heat gain, and therefore should 

be minimized. Selecting the most optimal building 

orientation is one of the critical energy efficient 

design decisions that could have impact on building 

envelope energy performance, as it can be used to 

minimize the direct sun radiation into the buildings 

[3]. 

In recent years, there has been a movement to 

promote greater energy efficiency for buildings. 

Several works had been done on building energy 

efficiency. Lam et al [4] reported a study that 

investigated the impact of façade’s surfaces 

orientation on the intensity of the direct and indirect 

solar radiation; findings from this study showed that 

the north has the lowest solar intensity. On the other 

hand M. Al-Tamimi et al [3] investigation describes 

the effect of building orientation in regards of solar 

radiation absorbance in exterior walls. The results 

show that eastern windows have more noticeable 

effects on increasing indoor air temperature than 

western windows; this can be applied to both 

ventilated and unventilated rooms. Moreover the 

objective of the work of K. M. Odunfa et al [5] was 

to investigate the effect of building orientation on 

mailto:so.kaloun@uca.ma
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energy demand in buildings. They analyzed energy 

efficiency through different building orientations. 

The study established North/South building 

orientation as the best option for the building energy 

efficiency. This building orientation also ensures 

maximum ventilation and natural light in all climatic 

conditions which invariably provides comfortable 

living conditions inside the building. La Roche and 

Liggett [6] expressed in their work, as well as the 

others, that a climate responsive building design is 

important not only because of the comfort and 

because of the energy saving implications for its 

users, but also because it helps preserve valuable 

resources on our planet.  

A review of the literature showed that there is an 

absence of a direct mathematical formula that’ll 

allow us to optimally calculate the building’s 

orientation, which is owed to the large number of 

parameter to be considered, and that leads us to use 

the methods based on machine learning.  

On the basis of an experimental database, our goal is 

to develop a system that predicts the optimum 

orientation of buildings, based on the physical and 

energetic characteristics of the building and the 

clients choice of the minimum and maximum thermal 

loads. 

CLASSIFICATION ALGORITHMS 

As already mentioned the absence of a mathematical 

formalism, leads to no other choice but machine 

learning methods. We conducted a Data Mining study 

using the best-supervised learning classifiers 

(Bayesian networks, C4.5 decision trees, the Random 

Forest and neural networks).  

Bayesian Network: The Bayesian network is a 

classifier based on the modeling of uncertain 

knowledge by learning from data. Bayesian networks 

represent all relationships between attributes as 

graphs [7-8]. In practice to each variable, we 

associate a node. Moreover, for each dependency 

relation between two variables we associate an 

equation to calculate the joint probabilities. 

Decision Tree: The C4.5 algorithm is a supervised 

classification algorithm. A decision tree is a tree in 

the computer science sense it`s the graphical 

representation of a classification procedure [9]. To 

generate of a decision tree, three questions should be 

answered: 

1. Decide if a terminal node (leaf)

2. Select a test to be associated with a node

3. Assign a class to a leaf.
Begin

Initialize the empty tree;

Repeat

Decide whether the current node is 

terminal

If the node is then terminal

Assign a class

If not

Select a test and create the subtree

  EndIf 

Skip to the next unexplored node if 

one exists 

Until a decision tree 

End 

C4.5 use the training set to prune the resulting tree. 

The pruning criterion is based on a heuristic to 

estimate the actual error on a given subtree.  

Rnd Tree: Rnd tree or Random Forest uses 

decision trees, but takes a different approach [10-

11].   Rather than growing a single deep tree that is 

carefully managed by an analyst, Random Forest 

relies on aggregating the output from many trees 

generated randomly.  That means that: we use 

random variable selection and random record 

selection to generate many decision trees.  The 

output of the algorithm is the average output of all 

the trees.  

Neural Network: Based on a duplication of neural 

connection, Artificial Neural Network (ANN) 

present a distinctive classifier with the ability to 

learn and memorize data[12]. Considered as an 

heuristic algorithm ANN is easy to implement, we 

just need to fix a few parameters (number of layer, 

number of neuron in each layer, learning edges,..). A 

neuron is a tiny processor, capable of handling a 

simple function; a combination of a big number of 

neurons can be very powerful and can smoothly 

handle nonlinear problems. 

PROPOSED STUDY AND 

EXPERIMENTAL RESULTS 

The Dataset: The dataset was created by Angeliki 

Xifara and was processed by Athanasios Tsanas in 

Oxford Centre for Industrial and Applied 

Mathematics[ 13]. The assessing the heating load 

and cooling load requirements of buildings based on 

the building characteristic. In our work, we consider 

the heating load and cooling load as client choice 
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like (Surface Area, Wall Area or Roof Area) and we 

try to predict optimal orientation based this choice. 

The dataset contains eight attributes (or features, 

denoted by X1,X2,X3,X4,X5,X7,X8,y1,y2) and one 

responses (or outcome, denoted by X6). The aim is to 

use the nine features to predict the orientation X6.  

Specifically:  

Inputs: 

X1 Relative Compactness  

X2 Surface Area  

X3 Wall Area  

X4 Roof Area  

X5 Overall Height  

X7 Glazing Area  

X8 Glazing Area Distribution  

y1 Heating Load  

y2 Cooling Load  

Output: 

X6 Orientation  

Comparative Study: In this section we are going 

to evaluate the classification algorithms already 

presented (Bayesian networks, C4.5 decision trees, 

the Random Forest and neural networks) using the 

dataset to find the best classifier for our problem. 

In our first test, we considered all the attributes of the 

Dataset as the classifiers input and of course the 

building orientation as output.  

We used 90% of the data for learning and validation 

and 10% for testing. The following tables (1, 2, 3 and 

4) show the results obtained for each algorithm.

Table 1 

Classification rate for the Naive Bayes Classifier. With 

Lambda for laplacian = 0andHomoscedasticity 

assumption=1. Execution time 15ms 
Error rate 0.7461 

Values prediction Confusion matrix 

Value Recall Precisi

on 

O1 O2 O3 O4 Sum 

o1 0 1 o1 0 84 14 94 192 

o2 0.4427 0.747 o2 0 85 14 93 192 

o3 0.0781 0.7368 o3 0 84 15 93 192 

o4 0.4948 0.7467 o4 0 83 14 95 192 

Sum 0 336 57 375 768 

Table. 2 

Classification rate for the multilayer perceptron. With 

10 Neurons in the hidden layer, Validation set 

proportion 0.2, Learning rate 0.15, Stopping ruleMax 

iteration 100 and Error rate threshold 0.01 

Error rate 0.75 

Values prediction Confusion matrix 

Value Recall Precision o1 o2 o3 o4 Sum 

o1 1 0.75 o1 192 0 0 0 192 

o2 0 1 o2 192 0 0 0 192 

o3 0 1 o3 192 0 0 0 192 

o4 0 1 o4 192 0 0 0 192 

Sum 768 0 0 0 768 

Table 3 

Classification rate for the C4.5 algorithm. With Min 

size of leaves=5 and Confidence-level for 

pessimistic=0.25, Number of nodes=21 and Number 

of leaves=11. Execution time 62ms 

Error rate 0.7318 

Values prediction Confusion matrix 

Value Recall Precision O1 O2 O3 O4 Sum 

O1 0.9635 0.742 O1 185 4 2 1 192 

O2 0.0573 0.620 O2 175 11 5 1 192 

O3 0.0365 0.588 O3 179 6 7 0 192 

O4 0.0156 0.4 O4 178 8 3 3 192 

Sum 717 29 17 5 768 

Table.4  

Classification rate for the Random Forest algorithm. 

Execution time1ms. 

Error rate 0.5443 

Values prediction Confusion matrix 

Value Recall Precision o1 o2 o3 o4 Sum 

o1 0.9271 0.653 o1 178 7 5 2 192 

o2 0.3542 0.4237 o2 114 68 9 1 192 

o3 0.2969 0.3448 o3 112 23 57 0 192 

o4 0.2448 0.06 o4 109 20 16 47 192 

Sum 513 118 87 50 768 

Can Clearly notice that no algorithm can predict for 

shore the orientation. To choose the best 

performance was done using Random Forest with an 

error rate of 54.43%. 

View the results obtained in this part, the second 

step was to analyze the attributes and check their 

impact on the output. 

Data analysis 
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We chose to work with the Principal Component 

Analysis (PCA) to analyze the entered data to find 

the entered, which composes the main axes found by 

the PCA[14-15] 

The following table shows the main axes and their 

contribution decision. 

Table 5.  

PCA analyze of the dataset 
A is Eigen 

value 

Difference Proportion 

(%) 

Histogram Cumulativ

e (%) 

1 5.2224 3.6887 58.03 %         58.03 % 

2 1.5336 0.3149 17.04 % 75.07 % 

3 1.2187 0.4136 13.54 % 88.61 % 

4 0.8051 0.6426 8.95 % 97.56 % 

5 0.1625 0.1295 1.81 % 99.36 % 

Note that the first two axes represent 75.07% of the 

data to be extracted from the Dataset. In addition, the 

use of three components allows Treaty 88%. The 

following table shows the composition of each main 

component. 

Table 6 

Input contribution in each PCA axis 

Attribute Axis_1 Axis_2 Axis_3 Axis_4 

X4 0.981 0.028 0.101 0.064 

X5 0.981 -0.003 -0.103 0.057 

Y2 0.922 0.291 -0.012 0.059 

Y1 0.919 0.337 0.032 0.071 

X2 0.886 0.448 -0.101 0.003 

X1 0.864 -0.468 0.106 0.005 

X3 0.243 0.847 -0.413 -0.126

X7 0.106 0.378 0.713 0.570 

X8 0.035 0.233 0.704 -0.670

Var. 

Expl. 5.222 1.534 1.219 0.805 

The table shows the correlations and accumulated 

correlations for each attribute in relation to four main 

components axis. 

Relying to the downgrading of the histogram of 

Eigen values, we will only consider the first three 

axis; sure, we only take into account 88% of 

available inertia. However, we do not want to get a 

comprehensive view of the data but only build on 

sufficient information to produce a typology that is 

relevant and interpretable 

By considering the first three axis, the attributes 

(X4, X5, Y2,  

Y1, X2, X1, and X3) have a correlation 

accumulation that exceeds 93%.  

 Proposed algorithm: On the basis of these 

results we decided to eliminate the X7 and X8 

attributes and resume classification calculations. 

• We will add the three main axes extracted

from the principal component analysis, as additional 

entries. 

• To increase the degree of separation we

applied a clustering algorithm on the orientation 

column he divided the data into two classes (class 1 

composed of o1 and o2 orientation and a class 

composed of two orientations and o3 o4. And we 

added the orientation class column as additional 

input 

The following table shows the results obtained by 

the Random Forest algorithm applied to the 

improved data set: 

Table.7 

Classification rate for the Random Forest 

algorithm applied to the improved dataset. 

Execution time= 15ms. 

Error rate 0.2995 

Values prediction Confusion matrix 

Value Recall Precision o1 o2 o3 o4 Sum 
o1 0.854 0.3518 o1 164 28 0 0 192 
o2 0.536 0.2137 o2 89 103 0 0 192 
o3 0.895 0.3509 o3 0 0 172 20 192 
o4 0.515 0.1681 o4 0 0 93 99 192 

Sum 253 131 265 119 768 

First, we can notice we have lower Error rate of 

0.299, second all confusion appear on elements of 

the same class of orientation o1 with o2 or o3 with 

o4. 

So what we can do is to consider two class of 

orientation class 1(o1+o2) and class two (o3+o4). In 

the first step,we look for the class of orientation 

(class1 or class2)as the output, and then we apply 

the classifier again to separate o1 from o2 or o3 

from o4. Table 8 the separation rate between o1 and 

o2. 
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Table. 8 

Classification rate for the Random Forest 

algorithm applied to separate between o1 and o2. 

Error rate 0 

Values prediction Confusion matrix 

Value Recall 1-Precision o1 o2 Sum 

o1 1 0 o1 192 0 192 

o2 1 0 o2 0 192 192 

Sum 192 192 384 

Finally, the separation between o1 and o2 or o3 

and o4 was done perfectly with an error rate of 0%. 

Figure.1: proposed method 

CONCLUSIONS 
In this paper, we propose a machine learning 

approach to predict building orientation based on 

client choices. The proposed system seems to be very 

effective. The only inconvenient is that we always 

need new data for new geographic location.   

KEYWORDS 

Energy Efficiency, building envelope, building 

Orientation, classification method, 
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ABSTRACT  
This work aim to optimize the design of an air-conditioned multi-zone house integrated PCMs considering real-

life conditions and under north Moroccan climate conditions.  The objective of this optimization is to minimize 

heating and cooling loads. The methodology of this optimization is based on coupling between Energyplus® as 

a dynamic simulation tool and GenOpt® as an optimization tool. The results show that the obtained optimal 

design allows minimizing the energy consumption regarding to reference house without PCM. 

Keywords : PCM, House multi-zone, simulation based optimization, energy performance. 

NOMENCLATURE 

PCM    Phase change material 

IEE Index of energy efficiency 

HVAC  Heating ventilation air-conditioning 

W         watt 
Q       Energy consumption 

Ref     Reference 

Opt      Optimal  

ACH  Air change per hour 

P.A  Period activity 

 INTRODUCTION  
Building sector is one of the major energy 

consumers in the world, according to the 

international energy agency (IEA), Buildings 

represent about 32% of total final energy 

consumption [1]. In the last years, the most 

countries in the world has realized the importance 

of  energy efficiency improvements in buildings by 

reduction of energy costs as well as integration of 

renewable energy systems in building .  

In Morocco as in other countries, it has been to 

introduce progressively the concept strong concepts 

and techniques to a better energy efficiency in 

building sector, therefore a better   management of 

energy consumption  and reducing energy costs. 

Among the new technologies that aim to better 

optimize energy consumption in building, it is well 

known that building envelopes incorporated PCM 

could increase significantly thermal inertia, and 

limits the temperature fluctuations in the building  

indoor environment, thus reducing energy 

consumption for air conditioning. 

Several research studies have clearly shown that the 

PCM can improve energy performances of buildings 

by reducing  heating and cooling loads with an 

energy consumption reduction rates between 5 to 

30% [2] [3]. Through an experimental study, 

Bouzlou and al [4] conclude that PCM is effective 

for storage of heating gains, and improvement of 

thermal comfort in cubicle room located in 

Casablanca   in Morocco. Furthermore, it is clear 

that the integration of PCMs in building requires an 

additional Investment. The cost-effectiveness of this 

Investment depends obviously on the quantity of 

energy saving through integration PCM in building 

envelope. In fact , the integration of PCM in the 

building depend on multiple factors, such  as 

melting temperature, the quantity of the used PCM , 

and others factors that concerning global design of 

building (Orientation, glazing area , infiltration rate 

,…etc) [5]. 

In this context, finding an optimal design of a 

residential building incorporating PCM  is still a 

complex task because we have to take into account 

many parameters that allow us to describe a more 

accurately the thermal performance of building. The 

combination of a dynamic simulation building tool 

and an optimization tool can help to find optimal 

design with more efficient and faster ways [5]. 

By the way we aims to optimize the design of PCM-

enhanced house envelope. the objective of this 

optimization is to maximize the energy performance 

of the house by minimizing energy consumption for 

heating and cooling. A parametric study is also 

presented to illustrate the impact of each variable 
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variation on the thermal performance of optimal 

design obtained . 

METHODOLOGY 

A simulation-based optimization was carried out by 

combining Energyplus®  and GenOpt® tools  to 

find the optimal design solution  for a PCM-

enhanced house. The optimization concerning a set 

of a predefined variable which are: 

 The orientation of the house «α».

 The PCM melting temperature «Tm».

 The PCM layer thickness «emcp».

 The glazing windows type «Wtype».

 The rate of glazing area «Rgla».

 The air infiltration rate  « Rinf».

 Solar absorbance coefficient of the outside

surface of the external wall «Ca».

Simulation software Overview: The simulation 

was carried out by using Energyplus®   software. It 

is a thermal dynamic simulation tool and building 

energy analysis and it allow calculating the indoor 

air temperature and energy requirements for heating 

and cooling to maintain a building in specified 

temperature conditions [6]. 

Optimization tool: GenOpt® (Generic Optimization) 

[7] is an optimization program for the minimization

of an objective function (HVAC energy demands)

evaluated by an external simulation software such

as Energyplus®(see Figure 1). It allows determining

the optimal value of each optimization variable

introduced in the study. The figure 1 shows how

Energyplus®( is coupled with this optimization

programmer. After each iteration, Energyplus® is

regularly restarted by a batch file (*.bat) embedded

in GenOpt®.

DESCRIPTION OF CASE STUDY: 

House prototype: the optimization was carried out 

for a multi-zone familial house with a surface of 

64m². Six thermals zone (see figure 2) was 

considered in the simulation, the bedroom1, 

bedroom2, living room, kitchen, the entry, and the 

bathroom. Table 1 illustrates the structure of the 

external wall. The house includes 3 fenestrated 

facades, and the orientation of house is defined by 

the surface azimuth angle α (Figure 2). 

The indoor air temperature is controlled by an Ideal 

HVAC system with 100% convective air system and 

100% efficiency. The air set-point   temperature is 

fixed between 21°C and 23°C activated during the 

occupied period.  The house is equipped with lamps 

and a set of electric   equipment’s. The internal loads 

and heat gains due to people activity, equipment and 

lighting devices are reported in table 2. 

 

Figure 2: 2D Floor plan  

Optimization variables: The variables of 

optimization has been defined in order to identify 

quality and quantity of the appropriate PCM  to 

integrate into house envelope structure. Four PCM 

qualities with different melting temperatures(Tm).
(20 ˚C, 22 ˚C, 24 ˚C, 26 ˚C) were used.  The 

thickness of the PCM (emcp) layer is comprised

between 0.5 cm to 2 cm. Furthermore four other 

variables related to design building parameters has 

been introduced which are able to define the energy 

performance of the house .  

Table 3 below summarizes all of the optimization 

variables considered in this study. 
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Material 

(layer) 

Thickness 

  (𝐜𝐦)  
Heat capacity   
(j/kg °C) 

Thermal conductivity   
(W/m °C) 

Density  (kg/m3) 

 

Cement 1,5 1000 1,15 1700 

Hollow brick 20 804 0,2 2732 

PCM Layer 0,5 - 2 1132-15200 0,18-0,22 1400 

Plasterboard 1 650 0,4 1200 

 Lights Electric 

equipment’s 

People 

occupation 

HVAC 

activation 

 P.A 

(Hour) 

Energy 

(w/m2) 

P.A 

(Hour) 

Energy 

(w) 

Person 

number 

P.A 

(Hour) 

Energy 

(w/person) 

P.A 

(Hour/day) 

Bedroom 1 10 5 2 140  2 10 120 24 

Bedroom 2 10 5 2 660  2 10 120 24 

Kitchen  6 5 24    600 1 6 120 12 

Living room 4 5 4 660  4 4 120 12 

Entry  8 5 - - - - - 12 

Optimization variable Unit Value/ designation 

α Orientation house (Azimuth surface angle)   (˚) -90/-45/0/45/90 

𝐓𝐦 PCM Melting temperature  (˚C) 20/22/24/26 

𝐞𝐩𝐜𝐦 PCM layer thickness (cm) 0,5/1/1,5/2 

𝐑𝐠𝐥𝐚𝐢 The rate of glazing area (%) 10/15/20 

𝐖𝐭𝐲𝐩𝐞 The glazing windows type - Double galzing/ simple glazing 

𝐑𝐢𝐧   The air infiltration rate   (ACH) 0 ,1/0,4/0,7/1 

 𝐂𝐚  

 

Solar absorptance coefficient of the outside  

surface of the external wall 

- 0,2 /0,4 /0,6/ 0,8 

Initialization file Command file Configuration to Energyplus EnergyPlus input 
(Template) 

GenOpt 

Energyplus Output files Energy plus 

Output file 

Input files EnergPlus 

Optimisation 

Simulation 

Figure 1: Coupling principle between GenOpt and EnergyPlus 

Table 1: External wall structure 

Table 2: Internal heat gains and HVAC system activation schedule 

Table 3: Optimization variable 
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PCM characteristics: Based on the physical 

proprieties of the Dupont ENERGAIN® PCM 

product [8] , four hypothetical PCM where selected 

PCM_20, PCM_22,PCM_24, PCM_26  with the  

melting temperature,20°C,22°C,24°C,26°C  

Respectively. Figure 3 present the enthalpy-

temperature curve for these hypothetical PCM 

products. 

RESULTS AND DISCUSSION 

The optimization results are shown in the table 

below. 

According to these results, the optimum PCM 

melting temperature is 20˚C. It would be adequate 

to minimize the heating and cooling demand for the 

moderate Mediterranean climate that distinguishes 

the northern region of Morocco (climate zone 

selected for our study). 

Figure 4 shows a comparison between energy 

performance of optimum design obtained for a 

PCM-enhanced house and the energy performance 

of a reference house  without PCM. The rate of 

reduction of energy consumption which is evaluated  

with the  index of energy efficiency (IEE)  

(equation 1) shows clearly that the energy saving 

achieved through this optimum design  allow  to 

decrease significantly heating energy demand during 

the-the cold and swing seasons( From November to 

may). While, is still not significant during the 

heating season. In fact, it is found that from June to 

October, the index of energy efficiency  (IEE) has a 

negative value  which means that the PCM-

enhanced house  is  characterized by cooling 

demands higher regarding to the reference house 

(without PCM) . 

The global annual index of energy efficiency (IEE) 

is 3.34% which is particularly due to reduces in 

heating energy demand. 

𝐼𝐸𝐸(%) = (1 −
Qtot,Ref

Qtot,opt
) × 100       (1) 

 

The figure (5a, 5b, 5c, 5d, 5e, 5f) shows a 

parametric evaluation of the impact of the variation 

of each variable on the thermal performance of the 

optimal design obtained. 

In figure (5a), it's clear that the annual heating and 

cooling demands increase progressively with the 

increase of PCM melting temperature. The same 

observation is valuable for the variation of the 

glazing area (5c), the infiltration rate (5e), and the 

solar absorbance of the outside surface of the 

external wall (5f). In fact, the low infiltration rate 

allows to limits the heat exchange between the 

indoor air and outdoor environment and therefore 

Description variable Valeur/Désignation 

α 0 
𝐓𝐦 20˚C 
𝐞𝐩𝐜𝐦 2 cm 
𝐑𝐠𝐥𝐚 10 % 

𝐖𝐭𝐲𝐩𝐞          Double glazing 
𝐑𝐢𝐧 0,1 
 𝐂𝐚 0,2 

Table 4: Optimal design variable 

Figure 4: Monthly HVAC energy consumption for the 

optimal design PCM-enhanced house and the reference house.  

Figure 3: Enthalpy-Temperature curve 
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reduces heat loss in winter and the overheating in 

summer. The solar absorbance of the outside surface 

of external the wall (cement) is related to colour 

that covers this surface. A light colour with a low 

solar absorbance is more appropriate to improve the 

thermal performance of the house. Furthermore, the 

increase the PCM thickness layer allows decreasing 

the annual heating and cooling demands (figure 5b). 

CONCLUSIONS 

In conclusion, the optimization methodology based 

on the coupling of the Genopt optimization tool and 

the building simulation tool EnergyPlus represents an 

efficient way  to optimize the design of a building 

integrated PCM with a less time-consuming. In this 

study, we have chosen to limit ourselves to some 

variables that have a great influence on the energy 

performance of a house incorporating a PCM (The 

PCM temperature melting, The PCM thickness layer; 

the type of glazing, the glazing area rate; the air 

infiltration rates; solar absorption coefficient of the  

 

outer layer of the habitat). The results show the 

improvement of the energy performance for a house 

by integration the PCM and by adopting an optimal 

design to define the adequate quality and quantity of 

the incorporated PCM as other parameters of design 

(The type of glazing, the glazing area rate; the air 

infiltration rates; solar absorption coefficient of the 

outer layer of the house).  
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Figure 4: Impact of the variation of (a) PCM melting temperature  (b) Thickness of the PCM layer (c) Rate of glazing  area 

(d) Surface azimuth angle (e) Air infiltration rate (f) Solar absorbance of the outside surface of the external wall : on the

annual HVAC energy consumption of the PCM-Enhanced house

(a) (b) 

(c) 

(d)  (e)  (f)  
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ABSTRACT 
Natural ventilation in buildings can create a comfortable and healthy indoor environment, and save energy 

used in the mechanical ventilation systems, have an important role on the balance between heating and cooling 

needs, It is also necessary to study the possible combinations with natural resources. 

With natural ventilation the internal building structure is cooled through open windows and/or air vents, in 

order to provide a wind induced flow or stack effect. It is dependent on natural forces to move air through a 

building: so the disadvantage is that there is no direct control of the ventilation, but on the other hand it 

delivers low running costs and low energy usage by reducing the electrical energy used for air-conditioning. 

The building design must implement simple principles based on common sense and have proven their 

effectiveness in traditional constructions. It must be adapted to seasonal needs (warm in winter, cool in 

summer) and promote maximum passive solar gain and minimize losses 

In the first part of this article, the building geometry, its operation and the thermo-aerodynamics numerical 

model are developed under the TRNSYS-CONTAM environment are presented. In the second part, the 

simulation is performed for both cases; with ventilation natural night and without natural ventilation. The study 

will ensure the night ventilation door and window of the cell which are open from 20 pm until 8 am. 

KEYWORDS 

INTRODUCTION 
The natural ventilation and infiltration of a building 

are driven by the pressure difference across the 

building structure between the inside and outside; 

this pressure difference is a result of temperature 

difference between inside and outside which cause a 

difference in air density (stack effect). With stack 

effect, the movement of the air is due to the 

temperature difference between the inside and the 

outdoor. The air flow is vertical along the path of 

least resistance [1]. In this way when the inside 

temperature is higher than the outside, the warmer air 

rises through the building and flows out at the top, 

while the colder outside air comes to the bottom to 

replace the warmer air which is rising up through the 

structure. The wind pressure on buildings surfaces 

depends on several factors, such as wind direction, 

speed shape of building, location, local environment 

and so on. Generally the pressures are higher on the 

windward side and lower/negative on the leeward. 

In general a global effect of natural ventilation is a 

combination between stack effect and wind effect 

and it has to be supported by motorized vents to 

guarantee different air flows in the different periods 

of the days. This also depends on building height, 

local terrain, internal resistance to vertical air flow 

and flow resistance characteristics. In natural 

ventilation, low energy usage imposes restrictions 

on the shape of the building. The ventilated spaces 

have to be within a relatively small distance from an 

external wall. Moreover some drawbacks can 

happen. For the opening windows, such as security 

issues, noise and pollution are not always sufficient 

to ensure a ventilation rate [1]. The design phase has 

a fundamental importance for the building have to 
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be designed to provide natural ventilation, 

considering all the factors that affect it. 

In summer, it is sometimes possible to enjoy the night 

cooling outside air to cool the building. The scenario 

of ventilation can evacuate the heat stored during the 

day in building materials (walls, furniture). In 

general, free cooling in the building should be done 

through natural ventilation, by large openings in the 

front surface, that is to say, a priori, the windows 

(one cannot imagine having to drill holes in the 

building vertical surfaces and floors) [1] .the free 

night cooling must be automated (automatic 

openings), regulated depending on the indoor and 

outdoor temperature to be effective. It is difficult to 

estimate the real gain through free night cooling. It 

depends on the building structure, ventilation mode, 

the size of the openings and the outside temperature 

[2]. 
The mass of the building is used for storing heat 

during the day to prevent overheating. This heat is 

then emits during the night can be achieved by 

increasing the airflow rate of cooler night time air 

through the building due to the stack effect, and the 

heat gain of the night-time air from heat exchange 

with the storage in mass, a high airflow rate. This 

approach basically lowers the peaks of heat gains on 

warm summer days [3].  

NUMERICAL MODELLING COUPLING 

TRNSYS-CONTAM 
The major task in completing the simulation of the 

buildings and the airflow was the integration of the 

TRNSYS building model and the CONTAM airflow 

model. Numerical simulations of this project were 

performed using the coupling between the 56 types 

(thermal model of the building) and 97 (air flow 

model) TRNSYS 17 This type uses input climate data 

and air temperatures of the various areas provided by 

the type56 and determine the different rates required 

for the type to 56 each time. We have chosen to use 

the ventilation CONTAM model. 

Figure 1 

Coupling TRNSYS-CONTAM 

This tool allows modeling the exchange 

ventilation in a building. The building is represented 

as a network of nodes which are representing a 

building area. The external environment is also 

represented by an area [4], [5]. 

Each network node is characterized by its 

pressure and temperature. The possible paths of air 

between the different nodes are represented by the 

connections between these nodes, corresponding to 

the leak occurring through the aeraulic components: 

door and opened and closed windows, cracks in the 

walls, inlets, etc [2]. The various flow rates are 

calculated by expressing the mass conservation 

equation at each of the network nodes. 

The conservation of mass is satisfied for each of the 

areas of the building. The temperature, and the 

density of the air, is known by coupling with the 

type56 which receives as input the flow rates 

calculated by CONTAM (type97). Type 97 uses a 

file that contains a description of areas and 

ventilation of the building component connections. 

This file is generated by CONTAM. The Type 56 

calculates the temperature of the air from inside 

knowledge of the thermal characteristics of the 

building loads and ventilation rates and infiltration, 

type 97 evaluates meanwhile airflows between the 

inside areas and out from the external stresses and 

knowledge of internal temperatures. The flow rates 

of infiltration and natural ventilation are induced by 

the wind and thermal draft [4], [5]. 
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PRESENTATION AND BUILDING 

MODELLING 

The building climate is hot and dry in the summer 

with temperatures variation between a maximum of 

around 45 °C and a minimum of 20 °C, thus giving a 

large temperature swing. Winter temperatures vary 

between a maximum of 24 °C and a minimum of 0 

°C. Its normal temperature in January is 10.4 °C and 

36.3 °C in July.  The average annual range is about 

12.2 ° amplitudes of monthly average temperatures. 

They are more moderate in winter than in summer 

(average 11° in winter cons 13.5° in summer). The 

monthly maximum amplitudes are larger in summer 

than in winter fluctuates around 20 °C. Solar 

radiation is intense throughout the year with a 

maximum of 700 Wm-2 in winter and 1000 Wm-2 in 

summer, measured on the horizontal surface [6]-[10]. 

The study was carried out on a building in 

Ghardaïa. The exterior envelope, apart from 

contributing to the energy savings during the building 

life by controlling the energy exchange between 

indoor space and environment developed a 

comfortable indoor environment [6]-[10]. Fig. 2 is a 

schematic outline of apartment building, the house 

has a net area of 71.3 m2, and wall heights are equal 

to 2.8 m while the other dimensions are shown in 

detail in Fig. 2. The flooring is placed on plan ground 

to lodge the ground floor. The concrete of the 

flooring is directly poured on the ground thus 

minimizing losses. Floor tiles are end coating 

resisting to corrosion and chemical agents. The roof 

is composed of cement slabs and concrete slab made 

so that it handles the load and be economical. A roof 

sloping of 5° allowed water evacuation through 

several openings. The flat roofs are considered the air 

infiltration in it as architectural solution. Windows 

and doors contribute significantly to the energetic 

balance. Their contribution however depends on 

several parameters as: local climate, orientation, 

frame, relative surface (window-flooring), and 

concealment performance during night and sunny 

days. In this case focus is made particularly on 

windows and doors dimensions and all are made of 

woods. The apartment has a surface of 95.74 m2 with 

an occupied space of 71.3 m2.  

Figure 2 

The house plan 

In our model, the openings are on both north and 

south surface for the building with a main door on 

the East side, during the day the temperature of the 

outside air is greater than that of the interior. To 

eliminate the exchange ventilation with outdoor air, 

the windows and the door will be closed during the 

day, opened the night (the window and the door will 

be closed is the time or Tai <Tao and be opened Tai 

>Tao) [11]. By numerical simulation of the model is

determined corresponding to each case. For better

ventilation of the interior during the night, the door

and the window will be on two different opposite

wall, it is necessary to seek their guidance for

minimized heat gain. During the day the windows

and the door will be closed. heat transfer is carried

out as the case of an opaque member. To calculate

the temperature in the inside face of the window and

the door, the same method and the same steps in the

case of wall are followed [6]-[10].

BUILD ENERGY MODEL IN TRNSYS 

The thermal simulation of the building was 

performed by coupling a thermal model developed 

under TRNSYS and ventilation via the CONTAM 

software model. As illustrated in Fig. 3, the building 

is modeled as a single-building area in a 

"ventilation" model which calculates the ventilation 

rate and the air permeability through the casing [12]. 
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Figure 3 

Airflow and pressure distributions in the six-zone 

calculated by CONTAM 

To calculate the dynamic air infiltration rates, 

CONTAM is used to create the multi-zone model for 

the case study building. To build  the multi-zone 

model  in CONTAM, one needs  to  zone  the 

building  reasonably  to  the  level  that  it  is  not  too  

complicated  while  not  affecting  the  accuracy  of  

results.  Second, we calculate the wind pressure 

coefficient on each surface. To  calculate  the  wind  

pressure  coefficient  of  each surface,    Urban  

context  plays  a  very important  role  in  wind  

pressure  profile  calculation [12] . 

PRESSURE COEFFICIENT MODEL 

The wind effect on the building is calculated in a 

multi-zone ventilation model using the wind pressure 

coefficient Cp. In order to convert wind speeds to 

pressures on the exterior surface of a building being 

analysed, CONTAM uses wind pressure coefficients 

[12]-[13]. 

These coefficients, typically designated as pC , are 

related to the wind pressure on the exterior surface of 

the building wp  in (1). 

2

w p

 v
p  = C  

2



(1) 

Where
pC is the wind pressure coefficient 

(dimensionless) which is a function of wind 

direction and location on the exterior surface,   is

the air density (kg/m3) and v is the wind speed (m/s) 

at the building height. 

Values of the pressure coefficient depend on the 

building shape, the wind direction, the environment 

(nearby buildings and vegetation) and the specific 

location on the building surface (height and distance 

from the middle) (ASHRAE, 2005). They rely on 

inter- or extrapolation of generic knowledge and 

previously measured data in wind tunnel studies and 

full-scale experiments. 

This correlation is based on a number of studies 

and yields wind pressure coefficients over a building 

surface as a function of wind direction. This 

correlation takes the form 

2 3

p p

2 2 2

C  = C  ln (1.2480.703sin ( / 2) -1.175 sin ( )- 0.131sin  +

 0.769 cos ( / 2) +0.07G sin ( / 2) + 0.717 cos ( / 2)

 

   (2) 

Where 
0pC  is the wind pressure coefficient on the 

surface towards which the wind blows in a normal 

direction )0(    ,  is the wind direction measured 

normal to the wall, and G is the natural log of the 

ratio of the length of the wall to the length of the 

adjacent wall. To use this correlation, one needs a 

value for
0pC . Some relevant information for 

determining 
0pC is given in the ASHRAE handbook 

chapter and other sources [4].The correlation in (2) 

is the basis of the wind pressure profile libraries 

presented in Appendix B and described briefly. 

Wind pressure coefficients on the envelope is 

determined for each wall depending on the angle of 

incidence of the wind thereon according to the 

model proposed by Swami et al, as shown in Fig. 4 

each orientation [12]-[13]. 



Hamdani  et. al 75 

International Conference On Materials and Energy – ICOME 16 

Figure 4 

Plot of Wind Pressure Profile for the four wind 

directions 

Fig. 5 shows the temperatures in the Open Space 

for summer days from the current model. We also 

note that the indoor temperature is higher than the 

outside at night with a difference up to 2.5 ° C. 

The interest of the night ventilation is to use this 

temperature difference to create an aspiration of fresh 

air into the building to cool the building during the 

night to avoid overheating during the day effect. To 

assess the impact of the phenomenon, it is first 

necessary to study the physics of the phenomenon 

involved is commonly called the stack effect. 

Natural ventilation gives excellent results in terms 

of summer comfort. The study shows that it would be 

wise to use this process during the summer months 

especially as it requires no cooling energy. The 

variation in the size of the opening would also 

improve thermal comfort. 

Figure 5 

Comparison of indoor temperatures in scenarios 

with different ventilation 

CONCLUSION 
Thermo- aeraulic modeling is essential for 

establishing overall thermal performance values and 

understand how different assembly designs perform 

under different interior and exterior climate 

conditions. This tool is used to evaluate the 

performance of a proposed architecture for a real 

building located in a very hot climate. The object of 

the Natural night ventilation is to discharge a 

maximum during the night, the heat accumulated in 

the building material and for strong absorption of 

heat during the day this is especially building energy 

management regulated depending on weather 

conditions. It is timely today. Free cooling, which is 

to refresh the local at night to avoid air conditioning 

expenditures, provides another illustration Thus, 

with simulation tools.  

The models are made using TRNSYS coupling 

with CONTAM. Four ventilation scenarios are 

studied to know the most thermal comfort scenario. 

From the perspective of thermal engineering, 

windows are a special gate in the building envelope 

too. Their global heat transfer coefficient is typically 

3 to 10 times higher than the equivalent for the 

opaque envelope. Therefore, they let the heat flow 

more easily between the indoor and the outdoor. In 

buildings located in climates with cold winters, the 

heat loss through windows can be quite significant. 

However, windows are also permeable to the 

penetration of solar radiation. Thus, if properly 

orientated, they can also contribute with a “free 

heating energy” in winter time. In the summer time, 

http://scholar.google.fr/scholar?q=Comparison+of+indoor+temperatures+in+scenarios+with+different+ventilation&hl=en&as_sdt=0&as_vis=1&oi=scholart&sa=X&ved=0CB8QgQMwAGoVChMIucK5lOS1yAIVguQaCh1tdgey
http://scholar.google.fr/scholar?q=Comparison+of+indoor+temperatures+in+scenarios+with+different+ventilation&hl=en&as_sdt=0&as_vis=1&oi=scholart&sa=X&ved=0CB8QgQMwAGoVChMIucK5lOS1yAIVguQaCh1tdgey
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however, the penetration of solar radiation may be a 

concern and contribute to overheating or increased 

energy demand for cooling. In the opposite trend, 

windows can contribute to cool the building through 

ventilation free-cooling, including night ventilation 
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ABSTRACT  
Solar radiation is a renewable non polluting energy source which can be used in buildings through various 

systems technologies. Thermal radiation, absorbed or transmitted by the walls and windows, creates a 

solar gain which has a direct impact on the thermal behavior in the building. Most existing thermal 

models neglect the effect of the evolution of the sun patch position on the heating floor which can have a 

great impact on the indoor thermal comfort. 

In this paper, we present a 3D model to calculate the transient sun patch position and its influence on the 

heating floor model in order to evaluate its impact on the heating floor operating conditions and on the 

indoor thermal comfort under the climatic conditions of Oran City in Algeria. The sun patch is calculated 

using FLUENT tool whereas the room and the solar heating floor are modeled with TRNSYS software. 

Using literature data, the 2 proposed models are validated and used to simulate the cases with different 

window orientations. Our results suggest that the displacement of the sun patch on the heating floor may 

lead to a superheating of the irradiated zone and it impacts the indoor thermal comfort. 

Key words: 

1. INTRODUCTION

To reduce the problems related to pollution by 

greenhouse gas emissions, the use of solar energy 

based systems for heating is an undeniable interest to 

address this issue. 

Solar radiation depends on the position of the sun 

(altitude and azimuth). This position varies 

throughout the year and the day. According to this 

context, Athienitis et al. [1] developed a method  to 

determine the solar radiation intensity absorbed by 

the inside wall surfaces of the room. They studied the 

influence of latitude, room geometry and the surface 

of the window. 

Wall [2] presented the effect of solar radiation 

distribution in a room with a large glazed surface on 

its southern wall. They compared the results of four 

different softwares and showed that in the case of 

large window areas heating requirement will be 

underestimated in some programs. This is   mainly 

due to an inadequate consideration of the solar 

radiation through the window. 

The presence of the solar patch on the floor has an 

impact on the thermal comfort because of local 

overheating over the portion receiving the direct 

solar beam (Trombe et al.) [3]. For this purpose 

Boukhris et al. [4] used a zonal method to analyze 

the influence of the sun patch on the calculation of 

the radiant temperature in two adjacent rooms. The 

glazing of the first room is located on the south wall 

whereas the window of the second room is located 

on the west wall. The results show a non-

homogeneous temperature distribution in the region 

where the sunspot is located (in the first room). The 
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air temperature near this region is equal to 17.75◦C 

while in the second room when there is no sun patch, 

the temperature is close to 15.5◦C. 

In an experimental study performed on the site of 

EDF R&D in South-West of Paris (France), Rodler  

et al. [5] studied the effect of the displacement of the 

sun patch on the walls and the floor in a well 

insulated room. Experimental data  was used to 

validate a 3D numerical model. 

In the case of a room equipped with a heating floor 

system, the entering solar radiation can generate a 

great level of thermal discomfort which is due to 

overheating. Most existing thermal models in 

buildings do not take into account this effect. We can 

cite the studies of H.Karabay et al. [6] and 

Khorasanizadeha et al. [7] which neglected the effect 

of the sun patch on the heating floor, they showed 

that when the temperature distribution on the floor is 

uniform, a better thermal comfort is provided. 

In this work we investigate the effect of a solar patch 

on the temperature and thermal comfort conditions in 

a room equipped with a heating floor system under 

Algerian climate. Knowing the exact position of the 

sun patch on the floor, the temperature of the 

irradiated area is computed and compared to that of 

the unexposed area. As our modelisation is in 3 

dimensions we visualize the behavior of the heated 

floor, and by calculating the temperature at different 

elevations in the room to get the level of thermal 

comfort. 

2. MODELING AND COUPLING

In the first case we use TRNSYS software to model 

room envelope and the heating floor system. In this 

case the temperatures of the room and the floor 

surface are considered without taking into account 

the overheating of the irradiated zone. 

To simulate the effect of the sun patch on air 

conditions over the heating floor we use FLUENT 

software which uses as initial conditions results 

obtained by TRNSYS tool. Zhai and Chen [8] 

classified the methods of coupling between the CFD 

and the ES simulation (Energy simulation) in three 

classes: static, dynamic and quasi-dynamic. A static 

coupling consists of “one-step” or in “two steps ” 

data exchange between softwares. A dynamic 

strategy of coupling consists in a continuous 

exchange of data for each time-step in the 

simulation.  

Referring to these coupling methods, Gowreesunker 

et al. [9] used a quasi-dynamic model in his study to 

couple TRNSYS and CFD code (Figure 1). 

Figure 1 

quasi-dynamic coupling between CFD-TRNSYS. 

Based on these principles, for our case we chose the 

static coupling method. Data exchange has been 

done from TRNSYS to FLUENT: The transformed 

variables are: the temperatures of walls, the 

temperature of the glazing and the convective heat 

transfer coefficient of the heating floor. Heat 

transfer by convection from an inner surface has a 

major effect on thermal comfort, K. Arendt et al. 

[10]. Following this hypothesis, the model 80 "Type 

80" on TRNSYS was used to obtain the convection 

coefficient of heating floor (Figure 2). 

Figure 2 

Illustration of the temporal coupling between 

TRNSYS and FLUENT.  

3. VALIDATION OF THE MODELS
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3.1 Validation of the model of the heating floor in 

TRNSYS.16 

To validate the model used in TRNSYS, we 

compared it to the work data given by Merabtine [11] 

who studied numerically and experimentally a 

heating floor under the weather conditions of Nancy. 

The outdoor temperature and the heating floor inlet 

temperature were measured and have been included 

in the simulation using TRNSYS type 9a (Figure 3). 

Figure 3 

 TRNSYS Interphase 

Figure 4 shows numerical results for the floor outlet 

temperature and compares them to experimental 

measurements. A good agreement is found between 

the curves. 

Figure 4. 

Validation of the model of heating floor for the 20 of 

december. 

3.2 Validation of the model of the sun patch in 

FLUENT: 

The model of the sunspot established with FLUENT 

(CFD) is validated by comparing it to the results of 

Boukhris et al. [4] and to Bouia et al. [12] for a 5 m 

× 3 m × 3 m room with two windows situated on the 

southern façade. The room is oriented in the north-

south direction. The validation of the model was 

made for two climatic conditions, Lyon and 

Marseille for different periods. 

Table 1 

Geographic coordinates. 

City Latitude Longitude 

Lyon 45,75° 4,85° 

Marseille 43,30° 5,40° 

Figure 5  

Shape and dimensions of the room 

21/06/2002 at 4 

pm  Lyon 

Bouia model 

[12] (IBPSA 

2002)

Boukhris model 

[4] in « ZAER

tool »

Sun patch model 

«FLUENT» 

21/12/2002 at 

noon Lyon 
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Bouia model [12] 
(IBPSA 2002) 

Boukhris model 

[4] in « ZAER

tool »

Sun patch model 

«FLUENT» 

21/12/2002 at  12 

pm Marseille 

Bouia model [12] 
(IBPSA 2002) 

Boukhris model in 

« ZAER tool » 

Sun patch model       

« FLUENT » 

21/12/2002 at 4 

pm Marseille 

Bouia tool 

[12](IBPSA 

2002) 

Boukhris model 

[4] in « ZAER

tool »

Sun patch model in 

« FLUENT » 

Figure 6 

 Validation of the model of the sun patch for Lyon 

and Marseille cities 

4. CASE STUDY FOR ORAN CITY

4.1 Simulation in Trnsys.16

The studied cell (Figure 7) is located at the university

of sciences and technology, Mohamed Boudiaf, in the

locality of the commune of Es-Senia of Oran, Algeria

(35.65° Northern latitude, 0.62° Western longitude).

It is composed of two identical rooms of 20 m² each.

They are oriented in the North-South direction and

have dimensions of 4.7 m × 3.7 m × 2.7 m. It has a

glazed surface of 1.2 m2 located on the southern

façade (Figure7).

Figure 7 

Geometric description of the cell 

The construction of the tested cell was made to be 

considered as an insulated building. The vertical 

walls, the ceiling and the floor composition are 

given in the following tables: 

Table 2

Composition of the vertical walls 

Material Thickness (cm) 

Cement plaster 1 cm 

Wall first Brick 10 cm 

Polystyrene insulation 3.2 cm 

Wall second Brick 10 cm 

Plaster coating 1 cm 

Table 3 

Composition of the ceiling 

Material Thickness(cm) 

The tightness 3 cm 

Forme de pente 2 cm 

insulation 2 cm 

Hollow floor (16 + 4) cm 

plaster  1.5 cm 

Table 4    

Composition of the floor 

Material Thickness 

(m) 

Conductivity 

λ 

(W/m°k) 

Capacity 

cp 

(J/Kg°C) 

Gerflex 

Coating 

0.003 0.31 1046 

Dallage 0.1 1.75 920 

Glass wool 0.04 0.038 1450 

Concrete 

slab 

0.1 1.75 920 

The heating is ensured by a Co-generator Eco-power 

e47 producing an electric power of 1.3 KW to 4.7 

KW and releasing a thermal power of 4 KW to 12.5 

KW. The heat provided by the Co-generator is stored 
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in a thermal stratification water tank with a capacity 

of 1500 liters.  

Figure 8 shows the evolution of the floor surface and 

air indoor air temperatures as simulated by TRNSYS 

for two days period in January for Oran city. We 

notice that the floor surface temperature ranges from 

23°C to 24.5°C and that of air from 20°C to 22°C.  

Figure 8

Simulation in TRNSYS 

4.2 Effect of the sun patch on the floor 

heating: Coupling Trnsys.16 – Fluent 

Our model has the particularity to locate the sun 

patch on the surface of the heating floor at different 

times, allowing to take into account the real 

distribution of the solar radiation entering in the cell. 

The chosen period for this simulation is January 12 at 

4 pm 

Table 5 

Boundary conditions (12 January at 4 pm). 

at 4 pm 

Wall Temperature Convection 

heat Coefficient 

(w/m2.K) 

North Wall 22.08 / 

South Wall 22.45 / 

Eat Wall 21.72 / 

West Wall 21.79 / 

Floor 24.29 2.55 

Ceiling 21.58 / 

Glazing 8.78 / 

In the figures below, we represent the influence of 

the displacement of the sun patch on the thermal 

behavior of the heating floor. The passage of the sun 

patch generates a rise in temperature showing local 

floor overheating (Fig 9.a). The temperatures of the 

floor surface and indoor air remain homogeneous 

until the appearance of the sun patch on the floor. 

From there, the heterogeneities of temperature 

appear on both temperatures. 

At the floor surface level, the temperature of the 

solar irradiated zone reaches a maximum of 36 °C 

(Figure 9 b) against a temperature around 25 °C for 

the shaded zone which is a difference of 11°C.  

The indoor temperature is maintained at 24 °C (Fig 

9.c) in the shaded zone. This temperature is greatly

influenced by the passage of the sun patch and it

reaches a maximum value of 27°C (Fig9.c) which is

3°C difference compared to the shaded zone.

(a) 

(b) 

(c) 

Figure 9 

Effect of the sun patch on the thermal behavior of 

heating floor (12 January at 4 pm) (Along the X 

axis). 

5. CONCLUSION:

This paper presents the effect of  solar patch on the 

thermal behavior of a heating floor under the 
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weather in the city of Oran (Algeria). For this 

purpose, a floor heating model was established in 

TRNSYS and validated with the results found in the 

literature. 

The model of the sunspot is established with 

FLUENT software and makes it possible to locate the 

sun patch on the floor surface at various moments. In 

this case we can compare the temperature of the 

irradiated zone with that of the shaded zone. 

The results show that the presence of the sunspot on 

the heated floor during a sunny day has a significant 

effect on the indoor air and floor surface 

temperatures, generating heterogeneities in 

temperature distribution ranging from 3°C difference 

for the air temperature to 11°C difference for the 

floor surface temperature. This model will be used to 

study the effect of window orientation as well as its 

surface on the thermal behavior of the heating floor. 
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ABSTRACT 
The aim of this work is to study the unsteady thermal behavior of a bi-zone building exposed to sunshine 

under clear sky conditions. The walls in South and West frontages are equipped with a multi-alveolar 

structure with a variable insulation depending on the heat flow direction. The structure has blades which are 

inclined relative to the horizontal direction. The results show the effects of the optical properties of the 

inner surfaces of the alveolar structure, the position of the alveolar structure with regard to the stone layer 

and the occupant on the unsteady thermal behavior of the bi-zone building. 

Keywords Solar energy, bi-zone, occupant, building, alveolar structure, thermal inertia. 

NOMENCLATURE 

A      corporal surface  
2m

 S    thermal load of the human body  2. mW

M  metabolism  2. mW

K     conduction  2. mW

C    convection  2. mW

R     GLO radiation between occupant and inner 

environment         2. mW

Resp  respiration         2. mW

Evap  evaporation         2. mW

Ti     real-time temperature K

(mc)i heat capacity          1. KJ

Ci,j  conductive and/or convective coefficient

        between nodes i and j 
1. KW

 Ki,j radiative coupling coefficient       4. KW

 σ Stefan-Boltzman constant 5,610-8 W.m-2.K -4 

t density of global heat transfer  
2. mW

INTRODUCTION 
The control of the energetic consumption of 

buildings is a major priority. This control requires 

knowledge on the energy performance of the 

envelope of buildings and the knowledge of the 

effect of different parameters that permit to save 

energy. Many previous works concerning the 

study of the thermal behavior of mono-zone or 

multi-zone buildings have been carried out in 

recent decades. Many researchers are interested 

in thermal behavior of the alveolar structure. 

Among them are those who are involved in 

studying rectangular cavities. Their faces are 

tilted or not active against the gravity field, others 

are rather interested in inclined cavities. 

Taking into account the aero-thermal phenomena 

in the alveolar structure, D. Gutierrez [1] 

determined, temperature and speed fields in the 

alveolar according to different angles of 

inclination and report shape.  Seki and al [2] 

experimentally studied the heat transfer by 

natural convection in a cavity of size (H=72mm, 

L=50mm) performed with fluid of Prandtl 

number (air, distilled water, refined oil). The 

angle of inclination takes the values:0, ± 0,25, ± 

45, ± 60 and ±70 degree. The high and low 

passive walls (lamellas) are constituted by an 

insulating material. Chochung and Trefethen [3] 

showed the influence of the thermal boundary 

conditions in cavities on transfer by examining 

numerically various conductance between 

superimposed cavities. Bairi [4] experimentally 

studied the natural convection in the closed 

alveolar structure when the active walls remain 

vertical. He brought out correlations of type 

Nusselt number according to the Grashof number 

for different obtained configuration by varying 

the angle of inclination, the report of shape and 

the temperature difference ΔT between both 

warm and cold vertical walls. He also showed the 

influence of the thermal boundary conditions at 

the level of the passive walls (lamellas) on the 

convective transfer. Several studies considered 

the unoccupied building, but others have taken 

into account the presence of the occupant as an 

internal load. The calculations become much 

more complicated because the building has 

obviously a direct influence on the subject and, in 

return, it is involved in the heat balance of the 

environment and it is very important to know 

how the human body reacts. To refine the 

calculations, several human thermoregulation 
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models have been created since decades and they 

were coupled with thermal models of the building 

envelope like in the work of Thellier [5] who 

inserted a human thermoregulation model created 

by JAJ Sttolijk in TRNSYS habitat simulation 

program to characterize the impact of the 

atmosphere settings on the human physiological 

reactions and the influence of the presence of the 

occupant on the physical quantities characterizing 

the building as the rate of the relative humidity 

which allowed the prediction of thermal comfort. 

In this work, the calculation of the radiative 

exchange between the piece and a standing 

occupant was based on the method of MONTE 

CARLO to calculate view factors and the 

assessement of the impact of solar radiation on 

the thermal comfort was based on solar spot 

model and a view factors model developed by 

Mavroulakis et al. [6]. Serres et al. [7] studied the 

thermal supply to the human body consisting of 

flow absorbed by an occupant assimilated to a 

parallelepiped assembly, facing a bay and for 

different positions.  In the same context of 

thermal comfort study and dynamic thermal 

simulation, Tulumoglu et al. [8] analyzed the 

thermal behavior of the individual and its 

interaction with the environment; the model was 

coupled to the building neglecting thermal 

exchanges by conduction and evaporation.  

ANALYSIS AND MODELLING 

Position of the problem 

In this work, we are interested in studying the 

thermal behavior of bi-zone buildings in which 

walls of two zones (zone 1, zone 2) are identical 

(surface S = 30 m2 and volume V = 300 m3 with 

height, length and width of  3 m, 10 m, and 10 m 

respectively), and separated by a common wall 

on the eastern side. This wall is a polystyrene 

layer of 5,7 cm.  Vertical walls which are placed 

on the south and west facing sides are composed 

of multi-alveolar structures (inclination angle: 

60°, report shape: Rp=1) and a thick stone layer 

(Es=30cm)  (figure 1).  

Vertical wall which is placed on the Nord facing 

sides and roof are composed of a wood layer, a 

coating layer and a thin wool layer in the middle. 

Floor is composed of a concrete layer, a coating 

layer and a thin wool layer in the middle. The 

thermo-physical properties of walls are given in 

Table 1. To solve this problem, the 

thermoelectricity analogy method is used [9]. The 

bi-zone building is occupied by two individuals 

at rest and taking a standing position (one in each 

zone), so breathing ( espR ) contributes only with

10% to the global exchange, conduction (K) with 

only 1 % (given the very small contact surface of 

the feet with the ground [5], the metabolism is 

equal to 70 W·m
-2 [7]. 

Figure 1 description of the bi-zone building 

Material c(J/Kg.K) λ(W/m.K) ρ(Kg/m3) 

Polystyrene 1450 0.039 18 

Wood 2400 0.14 540 

Stone 1000 1.4 1895 

Wool 1000 0.04 30 

Coating 1000 0.57 1150 

Concrete 1000 1.7 2200 

Table 1 Thermo-physical properties of wall 

components 

Mathematical model 

This mathematical model is based on the balance 

equation which can be written as: 

)()(

)()()(

44
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,
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Where )(tS = )( CREM vap   and )(tPi  is 

the absorbed part of the incident direct and 

diffuse solar flux by element i at the time t. The 

solar flux which depends on many parameters as 

the solar height, azimuth, declination of the sun. 

It is calculated for the 15th day of each month 

using equations (2), (3) and (4) in [10]. 

 Global density of heat transfer inside alveolar:

We have opted for the correlation that includes

convection and radiation, determined

experimentally by Noureddine Boukadida and

Vullierme J. J [11] in case of an angle of

inclination equal to 60°C and a shape factor equal

to unity:

n
t T )(  with n=1.25,where  is 

Coefficient which depends on the  heat direction 
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and faces emissivity of the slats  (low or high 

emissivity). 

The working assumptions 

 The heat transfer is unidirectional.

 The air is considered a perfect transparent

gas.

 The thermo-physical properties of materials

are constant and identical for two zones.

 The air temperature inside the two zones is

uniform.

We take into consideration the participation 

energy of the occupant. 

For outdoor temperatures, we used in our 

calculations the average temperature per hour for 

the 15th day of each month of the year, taken from 

the weather station of the region of Sousse. 

Discretization of the model and solving method 

The numerical method retuned is nodal method 

which is frequently used to study the building 

thermal behavior, does not require a refined mesh 

and  integrate the concept of the fictitious node. It 

consists in splitting the system into multiple 

elements, each element is represented by a node 

which is affected by temperature and 

thermophysical properties of the element.  This 

model, divided into 81 nodes, includes 6 faces 

(south, east, west, north, roof and floor). For 

more details, lecturer can refer to [12]. 

RESULTS AND DISCUSSION 

Thermal behavior of multi-alveolar structures 

In this case, the building is assumed to be 

unoccupied and the temperature of the inside air 

is not imposed. Figure 2 shows the evolution of 

the temperatures of outer and inner faces of the 

multi-alveolar structures which is placed on south 

facing wall.  

When the multi-alveolar structures are placed in 

the inner side of the wall, the temperature of 

outer and inner faces have similar profiles and the 

temperature of the outer face takes the upper 

values compared to the inner face during the 

entire day. 

When the structures are placed in the outer side 

of the wall, the two temperature profiles are 

different: the profile corresponding to the inner 

face has an important damping and smaller 

amplitude. We also note that during the night 

time the temperature of the inner face takes 

higher values compared to the outer one and 

during the daytime period (presence of sunlight), 

profiles are reversed: the temperature of the inner 

face takes lower values compared to the outer 

face which is directly exposed to solar radiation. 

So we note that the location of the multi-alveolar 

structures on the inner side highlights the effect 

of the high thermal inertia of the stone wall, the 

radiation sun that  strikes the external surface is 

absorbed and converted into heat flux.  This latest 

is transferred by conduction through the stone 

block and reaches the multi-alveolar structures 

with low value which explains the amortization 

of temperature at its outer and inner faces. 

Figure 2 Evolution versus time of inner and outer 

faces temperatures 

Effect of multi-alveolar structures positions on 

the inside air temperature: 

Figure 3 shows that whatever the position of the 

multi-alveolar structures, the inside air 

temperature takes higher values compared to the 

temperature of the outside air over 24 hours and 

an identical phase shift of 3 hours (this is strongly 

linked to the high inertia of the wall). Both 

locations act differently on the values of the 

inside air temperature, the multi-alveolar 

structures located outside are more favorable 

during a cold period (January), the inner 

temperature varies slightly around 14°C, while it 

varies around 13°C when the structure is located 

inside. For the damping, the inside location of the 

structure gives a difference of 1°C between the 

minimum and the maximum of the inside air 

temperature, while the outside location gives a 

difference of 1.5°C. 

Figs. 4 and 5 show the average power required to 

maintain the inside air temperature to 19 °C over 

24 hours during January and the cold season. As 

shown, the energy consumption is lower if the 

multi-alveolar structures is placed outside (this 

saves around 400W during night time). We note 

that during the diurnal period there is a strong 

rapprochement of the two curves (between 8h 

and 14h) hence a low need for heating (figure 4). 
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Figure 3 Evolution versus time of the inside air 

temperature 

Figure 4 Evolution versus time of average heat 

power required in January 

Figure 5 Average power consumption in cold 

season 

Figure 6-a shows the evolution of: 

- The average annual meteorological temperature

of Sousse region,

-The average inside air temperature over one year

for the two locations of the multi-alveolar

structure (inner and outer side).We find that these

two positions are favorable for different periods,

the external position is effecient during the winter

(as shown in Figure 3), but during the summer,

the inner position becomes more efficient. So an 

optimal case which allows a desirable internal 

atmosphere is  needed.  

Changing the location of this structure is not 

possible once the wall is built, so the annual 

variation of the inside air temperature shows that 

for a cold climate, the location must be on the 

outer side and for a hot climate it must be on the 

inner side of the wall (figure 6-b and c). 

(a) 

(b) 

(c) 

Figure 6 Evolution versus time of annual inside 

air temperature   

Effect of optical properties 

Inside alveolar structure the main heat exchange 

takes place by radiation and convection. 

Radiation exchange on each vertical face depends 
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naturally on the emissivity of each face of the 

cavity. To calculate the global heat transfer 

coefficient inside each alveolar structure, we have 

opted for the correlation including convection 

and radiation, determined experimentally by N. 

Boukadida and J.-J. Vullierme [11]. Two cases 

are studied: 

Case 1 

The lower vertical face of each alveolar structure 

has an emissivity which is equal to 0.9 and all 

other faces (upper vertical face and the inclined 

lamellas) have an emissivity which is equal to 

0.075. 

Case 2 

The lower vertical face of the alveolar structure 

has an emissivity which is equal to 0.075 and all 

other faces (upper vertical face and the inclined 

lamellas) have an emissivity which is equal to 

0.9. 

Figure 7 shows that there is not a big difference 

between the temperatures associated to those two 

cases (a difference of 0.2°C). Optical properties 

of multi-alveolar structures faces slightly affect 

the internal ambiance of the structure.  

Figure 7 Evolution versus time of the inside air 

temperature with different optical properties of 

the multi-alveolar structure 

Effect of energy participation of occupant 

Figure 8 shows that during a winter day the 

individual's energy participation helps to increase 

the inside air temperature by 2°C (compared to an 

unoccupied building) over every 24 hours. Figure 

9 shows that average supplied power to maintain 

the air temperature at 19°C in case of the 

occupied building by two individuals consumes 

less energy, we note a difference of  400W over 

24 hours. 

Figure 8 Evolution versus time of the inside air 

temperature with and without occupant 

Figure 9 Evolution versus time of heat power 

required in January with and without occupant 

CONCLUSIONS 

We studied the effects of the position of multi-

alveolar structure and its inner faces optical 

properties on bi-zone building thermal behavior. 

The results show that the location of this structure 

(inner or outer side of the wall) has an influence 

on its thermal behavior and highlights the effect 

of the thermal inertia of the stone layer. The outer 

position of multi-alveolar structure is more 

favorable during a cold period and it reduces 

energy consumption. 

The emissivity of the inner faces of the multi-

alveolar structure affects slightly the inside air 

temperature. 

During a cold day the inside air temperature 

sensitively increases when the building is 

occupied by two individuals (one in each zone) 

and for an imposed temperature, the heating 

power decreases.  This work principally shows 

the importance of the position of the multi-

alveolar structure and the taking into account the 

presence of the occupant as an internal input. 
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ABSTRACT 
Saharan regions have a very harsh weather conditions especially during summer season which extends from 

March to October. An air conditioning system is essential throughout the day in order to achieve thermal 

comfort conditions. Courtyard houses as a passive configuration are known to have the capacity to improve 

thermal conditions and the comfort of the inhabitants. However, this passive architectural thermal regulator 

model has been abandoned for a more sophisticated and complicated slab model. The purpose of this study 

is to evaluate the ability of an evaporative system, i.e. a water fountain in a typical courtyard house in 

achieving indoor thermal comfort. Different design configurations and scenarios have been tested including 

dimensions, geometry, position and depth. The simulation tool used is Ansys Fluent CFD code, combined 

with the Mesh generator ICEM-CFD, the software evaluates the impact of water fountain in an unsteady 

state through the introduction of a User Defined Functions (UDF), which was compiled in C ++. 

Mathematical functions have been determined using Matlab to describe the trend of air velocity, 

temperature and relative humidity of a typical design day in Biskra, Algeria. It is clear from the results that 

the evaporative cooling in hot and arid zones is very useful in reducing heat in the courtyard and interior 

spaces. The study shows that a house with one floor with a square centered shape courtyard, can achieve an 

acceptable level of thermal comfort. The polygonal courtyard shape presents an optimal configuration for 

houses with two stories. 

Keywords: Sahara, CFD, Evaporative cooling, Courtyard, Fountains, Fluent. 

NOMENCLATURE 
k:  Turbulent kinetic energy. 

: The rate of dissipation of the turbulent kinetic 

energy. 

V: Velocity. 

H: Relative humidity. 

T: Temperature. 

INTRODUCTION  
In hot and dry locations, such as Saharan regions, 

annual and daily fluctuations of temperature are 

important.  The temperature amplitude between the 

coldest and warmest month exceeds 20°C. The 

Zibans region, particularly the city of Biskra (located 

about 400Km, Southeast of the capital Algiers), has a 

daily temperature range for the hot season, that 

nearby 22°C [1]. The use of an air conditioning 

system with high energy consumption is essential 

throughout the day in order to achieve thermal 

comfort conditions. The appearance of courtyard 

houses dating back to a distant past 6500 to 6000 

years BC in the old village of "Mehrgarh", India [2]. 

They represent an efficient passive cooling solution 

in these regions, and even more if they are associated 

with an evaporation system. [3] 

Given the growing interest in indoor thermal 

comfort in courtyard houses, various attempts have 

been made to study the impact of courtyards on 

natural ventilation, evaporative cooling and thermal 

comfort. A comparative study between the different 

passive cooling techniques, through numerical 

calculations, shows that the evaporation cooling is 

the most suitable technique to minimize the flow of 

heat in a hot climate. [3] 

This study aims to evaluate quantitatively the 

impact of a direct evaporative system, i.e. a water 

fountain in hot and dry conditions of Biskra, using 

different design configurations including courtyard 

dimensions, geometry, position and depth.  

Courtyard effects: 

A courtyard is an enclosed semi-outdoor space we 

can find inside the houses. “Courtyard” word has 

been used as a traditional element particularly in the 

design of houses.  

Recently it is considered a passive design strategy to 

moderate the climate.[4] During the hot season 
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courtyard provides natural ventilation, especially in 

hot climates. During the day, the air in courtyard 

becomes warmer, it rises and evacuates through the 

openings. Therefore, it allows good air circulation 

inside the adjacent building. [5] 

The courtyard has several effects on light and shade, 

energetic consumption and thermal comfort. In 

diverse climates, the patio can be used as a source of 

lighting in the morning, especially the deep parts of 

houses. During winter it serves to protect the building 

from weather conditions such as wind. [6-7-9]  

Muhaisen and Gadi demonstrated that a deep patio 

with different geometric shape could achieve 

maximum internal shaded areas during summer. 

During winter a shallow form seems to be 

advantageous to get more sun and light. [7] 

In energy terms, according to El-Deeb et al., 

reduction of energy consumed by courtyard houses is 

closely linked to the increase of the depth of these 

courtyards (see Figure 1), through a comparative 

analysis of several cities that are characterized by 

their hot climate, which are: Khargah , Cairo, 

Alexandria and the city of Berlin. [8] 

Figure 1 

The relationship between the ratio of height and 

depth of the patio of the house [8]  

For the thermal effect, Bahbudi et al. point out that a 

patio can be more effective for natural cooling 

through evaporation using vegetation and water 

fountains. [9] 

The study by Safarzadeh and Bahador reveals that 

courtyards alone cannot achieve a high level of 

thermal comfort in hot summer hours in Tehran, Iran. 

[10] Additional, cooling systems are needed such as

water fountains.

Water effects: 

Water has a primordial importance for passive 

cooling. The evaporative cooling is one of the most 

efficient techniques used in regions with hot and dry 

climate. The presence of a water basin in a 

courtyard is very important for the reflection of 

light, because water is a transparent element which 

plays an important role in the reflection of light 

towards different parts of the house.[11] 

Water is used as a direct and indirect evaporative 

cooling system in different manners. Ali established 

an analytical and experimental investigation to 

evaluate the effect of nocturnal passive cooling by 

the evaporation and convection of radiation in a 

non-isolated open tank filled with water and heat in 

hot regions and arid. [12] Experimental results of 

this study indicated that for a water depth tank 

ranging from 0.2 to 0.6 m, and the net passive 

cooling could as high as 19.7 MJ / m2. Temperature 

values of water are increase to 18.7 ° C.  

Pires and co-authors have made an experimental 

study on an innovative passive element to refresh 

buildings. This device has been integrated in the 

building envelope in order to reduce energy 

consumption and the use of air conditioning 

systems. The proposed device has a parallelepiped 

shape surrounded by external walls MDF which is 

resistant to water with wood beams and isolated by 

extruded polystyrene panels and consists of an inner 

panel made of mortar of cement with paraffin (see 

Figure 2).[12] 

Figure 2 

The proposed device components [12] 

The calorimetric results have shown the ability of 

that device to store heat during transition phase 
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(solid / liquid) of paraffin due to the beneficial effect 

of water. 

Overnight the presence of the evaporation process 

allows the cooling of the element core at 

temperatures well below the outside temperature 

through the night ventilation effect. [12] 

During summer, the traditional house of the Mzab 

region (located in the northern Sahara in Ghardaia, 

Algeria, 600 km south of Algiers) have porous water 

jars installed in patios, front of the dominant 

directions of cold air, this water evaporates and 

generates a good cooling in the interior of these 

homes.[13] 

Through these studies, we can deduce that water has 

the ability to create a microclimate in hot and arid 

regions. There are several methods to improve these 

conditions. 

ANALYSIS AND MODELLING 

The thermal performance characteristics of 

courtyards, with the presence of water fountains, 

were analyzed according to the following design 

parameters: dimensions, geometry, position and depth 

using Ansys Fluent CFD code combined to ICEM-

CFD as a mesh generator, under a typical design day 

representing the climatic conditions of Biskra.  

The city of Biskra is characterized by a hot and dry 

climate, with Saharan tendency, an average 

temperature of 22.8°C and an average air speed of 

4.4 m/s in Northwest/Southeast direction. The annual 

average rate of relative humidity is about 40%, while 

the precipitation rate is decreased and rare. 

Simulation models: 
The following criteria have been used in order to 

determine the typical house model: shape, 

orientation, construction materials and openness 

(shown on Table 1). 

Generally, courtyard houses are built with heavy 

materials (Stone or Mud-Brick) to store heat and 

reduce temperature fluctuations to ensure good 

thermal inertia. [14]The optimal orientation in Biskra 

region is North-South, with an optimum percentage, 

about 20% of openness. An investigation by Hakmi, 

aims to define the dimensions and the optimal shape 

of the courtyard houses in Middle East, which meet 

the social and bioclimatic needs of their occupants, 
and he checked the performance of several models. 

He found that square and rectangle are the optimal 

shape for a single courtyard house. [15] 
Table 1 

Typical house model 

Parameters 

Shape and dimensions Rectangular, 12X 16 m 

Floors Number One and Two levels 

Construction 

materials 

Mud-Brick walls (0.5m) 

Orientation North-South 

Opening (Windows) 20% of the main facade 

For the courtyards shape, Petruccioli, has classify 

courtyard houses in several types according to the 

functions and human needs, and grouped them into 

four main groups according to: a typology with one 

floor (DRC), a second with several floors, a third 

with occupancy multiple (interior balconies) and a 

final typology with additional modules. [16] The 

patio shapes used are: square, rectangular and 

polygonal, that could be located in the house center, 

or placed in an eccentric position in one of the four 

corners.( see Table 2) 

Table 2 

Matrix of simulated models 

The courtyard surface area respects the percentage 

(16 to 30%) of the total typical house area [14]. Full 

descriptions of the courtyards models dimensions 

are illustrated in Table 3.  

Table 3 

Courtyard’s dimensions 

Shape 

Position 

Square Rectangular Polygonal 

1 and 2 

Levels 

1 and 2 

Levels 

1 and 2 

Levels 

Centered 

Eccentric 
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Shape Square Rectangular Polygonal 
D

im
en

si
o

n
s 

Design day concept:  
Choosing a day simulation allows us to reduce the 

annual calculation of the phenomenon in one critical 

and representative day. In the region of Biskra, the 

21July presents the hottest day in the critical summer 

period. 

The climate data used corresponds to the typical 

meteorological year 2005 (TMY3 2005) created 

based on the measured data between 2000 and 2009 

proposed by the Meteonorm software. [17] 

To introduce the climatic data of the design day 

simulation, we have to create a User Defined 

Functions (UDF) compiled in C ++, in order to create 

an unsteady state in Fluent. Mathematical functions 

have been determined using Matlab (Matrix 

Laboratory) to describe the trend of air velocity, 

temperature and relative humidity through the 

followings polynomial functions:  

- Air velocity:

V(t) = 2.637277292e-8(t)8 - 2.353965207e-6 (t)7 + 

7.780890408e-5 (t)6 - 1.039604851e-3 (t)5 + 

3.876113535e-4(t)4 + 1.257433067e-1(t)3 - 

1.105592113 (t)2 + 3.001168339(t) + 0.343508488         

(1) 

- Temperature:

T(t) = -5.255e-6 (t)6+ 0.0004549(t)5-0.01459(t)4 + 

0.2067  (t)3-1.202(t)2 +2.739(t) +31.66 

(2)          

- Relative humidity :

H(t) =-6.567e-6(t)4+0.0004291(t)3-

0.008344(t)2+0.04482(t)+0.245           (3)                    (Eq.V.3) 

Simulation tools configurations:  

ANSYS FLUENT is CFD simulation software to 

model fluid flow, heat transfer, and chemical 

reactions in complex geometries.  

ICEM CFD, one of ANSYS Fluent components is an 

advanced extension for generating mesh and grid 

optimization that meets the requirements of all 

engineering applications such as computational fluid 

dynamics and analysis structures. 

In this study we have chosen a hybrid hexahedral 

mesh (mixed) that includes tetrahedral, pyramidal 

and prismatic elements, which agrees with the 

presence of a circular water fountain inside our 

simulated models. 

This mesh as shown in the figure 3 is extended 

throughout the area and refined in a hierarchical 

manner from the outer walls to the walls of the 

courtyard and fountain. 

Figure 3 

Hexahedral mesh of one level square centered 

courtyard model 

The turbulence model k-, one of the Reynolds 

Averaged Navier-Stockes (RANS) is used in this 

study. For the boundary conditions, as already 

mentioned, for a transient case, the introduction of 

an UDF function is necessary as Velocity inlet. The 

water fountain jet should be configured as Velocity 

inlet too with a velocity magnitude of 1.27m/s, and 

22°C temperature.  

The symmetric parts of the calculation domain are 

set to Symmetry, and the outlet of the domain has 

been adjusted on Pressure Outlet.  

RESULTS AND DISCUSSION 

Courtyard shape and position:  
We have decided to demonstrate the effect of water 

fountains only on some significant results. It’s clear 

that the square shaped centered courtyard house 

represents the optimal configuration (see Figure 4). 

A 3 to 6°C decrease in temperature have been shown 

in the surrounding spaces at 2:00 pm which 

represents the worst weather condition.  

In the rectangular shaped centered courtyard the 

water effect is less important (see Figure 5).  
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For the L-shaped centered, the evaporative cooling 

does not exceed patios walls (see Figure 6). 

Figure 4 

Velocity and temperature results in centered square 

courtyard with one story 

Figure 5 

Velocity and temperature results in centered 

rectangular courtyard with one story 

Figure 6 

Velocity and temperature results in centered 

polygonal courtyard with one story 

In the eccentric courtyards configuration, the 

evaporative cooling is reduced compared to the 

centered position. 

Courtyard depth effect: 
In term of depth, the “L” shaped eccentric 

configuration with two stories seems to give the best 

results.  

Figure 7 

Temperature results in eccentric “L” shaped 

courtyard with two stories 

CONCLUSIONS 
It is clear from the results that the evaporative 

cooling in hot and arid zones is very useful in 

reducing heat in the courtyard and interior spaces.  

The study shows that: 

- This cooling system is efficient both in one and

two stories, although a reduced effect can be

noticed.

- A house with one floor with a square centered

shape courtyard, can achieve an acceptable level of 

thermal comfort.  

- The polygonal “L” shaped courtyard presents an

optimal configuration for houses with two stories.
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ABSTRACT  
Due to climate changes which are growing through time, in addition to the building consumption that is 

considered to be the largest consumer of energy sector in the world, the kind of materials covering  the urban 

areas  (pavements, facades and roofs ), plays a leading role in the bill consumption and thermal ambience 

inside and outside the building depending on the climate. 

This paper presents a part of a study aimed to evaluate the effect of reflective coatings used in the building 

envelope on minimizing energy requirements and improving internal thermal comfort. 

In Skikda city, situated in North-East of Algeria, reflecting the Mediterranean climate, a parametric study 

was carried out on a building, by varying its orientation, solar reflectance of its walls, thermal mass and 

insulation of its vertical envelope. 

The results show that thermal insulation combined with high solar reflectance defined a good combination 

for high level comfort and decrease energy loads.  

Keywords: Solar reflectance, energy loads, orientation, thermal mass, insulation, thermal comfort 

INTRODUCTION  
Mineralization of urban spaces and the reduction of 

green areas which were replaced by roads, roofs and 

facades whose materials absorb heat and increase the 

discharges of long wavelength, cause the warming of 

these spaces, and generate what is called the urban 

heat island. 

To remedy this problem and try to mitigate its 

intensity, great interest was focused on surface 

materials, especially those that have a high 

reflectivity "high albedo" to minimize the absorption 

of solar radiation and therefore, reduce its restitution 

in long wavelength at night. 

Much research has proven the positive effect of 

reflective materials on the urban microclimate 

moderation, on mitigating the outside temperatures 

and the increasing degrees of comfort for pedestrians 

and users of outdoor urban spaces [1]. 

What about its effect on the indoor environment and 

energy consumption? 

Solar radiation incident on building envelope can be 

absorbed, reflected or transmitted. It influences 

exterior and interior surface temperature. Heat flux 

enters the building in several different modes, namely 

by conduction and convection through four walls, 

roof and floor, by convection in the form of 

ventilation and infiltration, and by direct gain 

through glazed area of windows. 

A multitude of research, old and new, experimental 

and numerical were conducted in this direction; 

showed the positive effect of reflective coatings on 

the mitigation of indoor temperatures and energy 

consumption of buildings. These solar reflective 

coatings can be applied to the horizontal wall "roof" 

by doing what is called "cool roof", or the vertical 

wall (facade), their application allows a reflect of 

maximum sunlight instead of absorbing it. This 

application reduces the outer surface temperature, 

decreases heat flow entering the building and 

therefore decreases the inner room temperature. 

Citing some work in this direction: Givoni and 

Hoffman [2] performed early experiments on small 

buildings with different exterior colors in Israel, 

They compared the resulting indoor temperature for 

unventilated buildings. They found that buildings 

with white-colored walls were approximately 3°C 

cooler in summer than when the same buildings 

were painted gray.  Reagan and Acklam [3] done a 

study that shows that while changing the roof color 

from dark (α=0.75) to light (α=0.35), it does greatly 

reduce the roof heat gain. The reductions were 6.4% 

and 4.8% in July day in Tucson, Arizona, for houses 

with ceiling thermal resistances of 2.50 and 
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5.88m²k/w respectively. Taha et al. [4] simulated 

building cooling load reduction of 18.9% for summer 

days in Sacramento, California, for an albedo 

increase of both roof and walls from 0.30 to 0.90. 

Ceiling and wall thermal resistances were 5.28 and 

3.35m²k/w respectively. Simulations for Sacramento 

indicate that whitewashing the building can result in 

direct saving of up to 14% and 19% on cooling peak 

power and electrical cooling energy, respectively. 

Modifying the overall urban albedo, in addition to 

whitewashing, can result in total savings of up to 

35% and 62 % respectively. Bansal et al. [5] have 

studied experimentally as well as theoretically the 

effect of external surface colour on the thermal 

behavior of a building, they found that the black 

painted enclosure recorded a maximum of 7°C higher 

temperature than the corresponding white painted 

enclosure during hours of maximum solar radiation. 

Taha at al. [6] found that white electrometric coatings 

with a reflectivity of over 0.72 could be as high as 

45°C cooler than black coatings with a reflectivity of 

0.08, in varying reflectivity materials used in urban 

surfaces. Parker et al. [7] monitored six homes in 

Florida before and after application of high-albedo 

coatings on their roofs. Reduction in air-conditioning 

electricity consumption was measured between 11% 

and 43% with an average saving of 9.2kwh/day, and 

reduction in peak power demand (occurs between 5 

and 6 pm) was 0.4–1.0kw with an average reduction 

of 0.7kw. Akbari et al. [8] monitored peak power and 

cooling energy savings from high-albedo coatings at 

one house and two school bungalows in Sacramento, 

California. They found savings of 2.2kwh/d for one 

house (80% of base case use), and peak demand 

reductions of 0.6 kw. In the school bungalows, 

cooling energy was reduced 3.1kwh/d (35% of base 

case use), and peak demand by 0.6kw. Simpson and 

McPherson [9], Reductions in total and peak air-

conditioning load of approximately 5% were 

measured for two identical white (SR≈0.75) 

compared to gray (SR≈0.30) and silver (SR≈0.50) 

roofed scale model buildings in Tucson Arizona. 

Shariah et al. [10] carried out a series of simulations 

for two mild and hot climates in Jordan. They found 

that, as the reflectance changes from 0 to 1, the total 

energy load decreases by 32% and 47% for non-

insulated buildings and by 26% and 32% for 

insulated buildings in Amman and Aqaba 

respectively. Cheng et al. [11] performed 

investigation with test cells about the effect of 

envelope colour and thermal mass on indoor 

temperatures under hot and humid weather condition. 

They showed that the maximum difference of inside 

air temperature between a black and a white cell was 

about 12°C for lightweight construction. Synnefa et 

al. [12] demonstrated that the use of reflective 

coatings can reduce a white concrete tile's surface 

temperature under hot summer conditions by 4°C 

and during the night by 2°C. They also studied [13] 

the impact from using cool roof coatings on the 

cooling and heating loads and estimated the indoor 

thermal comfort conditions of residential buildings 

for various climatic conditions. The results show 

that increasing the roof solar reflectance reduces 

cooling loads by 18–93% and peak cooling demand 

in air-conditioned buildings by 11–27%. Zinzi et al. 

[14] evaluated the solar properties of ecological cool

coatings and the benefit achievable for building

applications for different Mediterranean localities.

They showed that there is an influence of cool

materials on the energy performance in all zones

especially where higher insulation levels coupled

with solar control lead to strong energy reductions

and have consequent improvement of thermal

conditions inside the built environment. Uemoto et

al. [15] demonstrated that  the cool colored paint

formulations produced significantly higher near

infrared radiation reflectance than conventional

paints of similar colors, and that the surface

temperatures were more than 10°C lower than those

of conventional paints when exposed to infrared

radiation. Shen et al. [16] performed an experimental

study on the impact of reflective coatings on indoor

environment and building energy consumption. They

found that exterior and interior surface temperatures

can be reduced by up to 20°C and 4.7°C respectively

using different coatings, depending on location,

season and orientation. The maximum reduction in

globe temperature and mean radiant temperature was

2.3°C and 3.7°C in that order. For the conditioned

case, the annual reduction in electricity consumption

for electricity reached 116kwh. For their part,

Bozonnet et al. [17] studied the impact of cool roofs

on building thermal response in French context

through experimental study which was completed by

dynamic simulations. They found that cool roof

decreases the mean outside surface temperature by

more than 10°C, with low differences for lower

temperatures, but a strong impact on the highest

temperatures. The difference for the highest indoor

temperature is not negligible, this is mainly due to

the strong insulation consistent with building

standards in France for all new building. Thus, the

indoor temperature differences are very clear for the

non insulated building.
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ANALYSIS AND MODELLING 
To estimate the effect of the reflectivity of materials 

(albedo) combined with other factors (orientation, 

Thermal mass and thermal insulation) on the annual 

energy needs for heating and cooling and thermal 

comfort, a parametric study was carried out on a 

building reference situated in Skikda city, in North-

east of Algeria (latitude 36.54°N and a longitude of 

6.52°E). This building represent the most common 

type of buildings in the region in a Mediterranean 

climate context ( hot and humid in summer and mild 

with low amplitudes in winter). The simulations of 

this study are performed for 02 years by the mean of 

TRNSYS17 [18] “Transiant System Simulation”, 

with a time step of one hour. 

The building used in this study which represents a 

reference case is a parallelepiped of 10m lenght, 7m 

width and 3m hight, it consists of cinderblock walls 

with flat roof (not accessible). We considered for 

these simulations that the reflectivity of the roof is 

fixed to a value of 0.5 but the reflectivity of the walls 

is changed between 0.1 and 0.9 (knowing that a 

perfectly reflecting or absorbing material does not 

exist in reality). The building orientation is varied in 

the range (90, 270) towards the south with step of 

45°. The roof has a fixed u-value of 2.42, but wall 

facades are varied of 1.57 for cinderblock wall, and 

1.69 for concrete wall, the two main materials used in 

the region. Simulations are performed with and 

without insulation of an air void layer of 5cm thick. 

The first simulations are performed for opaque walls 

in order to deduce their effect, then repeated by 

introducing a glazed surface of 6m² to the south side 

of the building (percentage given by the 

recommendations of Mahoney tables) [19], to deduct 

the influence of penetration of solar radiation on the 

energy needs. 

The window has a wooden frame with single glazing 

of 4mm thick, and g-value of 0.87. 

Set point temperatures are 20°C and 26°C for heating 

and cooling respectively. Moreover, internal gains of 

human that define the conditions of comfort such as 

"clothes" and "metabolic activity" are taken from 

ISO7730. 

Infiltration and ventilation are considered null to 

deduct the net effect of the reflectivity of the opaque 

walls on actual energy needs and the inner ambience 

in the absence of air sweeping. 

The same simulations were repeated under free 

floating conditions to estimate the effect of change 

solar reflectance on comfort conditions in the 

building. 

The characteristics of the different envelopes and the 

conditions of dynamic thermal simulation are 

summarized in the following table: 

Table 1 

Summary of the different parameters considered in the 

simulation 
Building  Characteristics 
Element  Solar  Orientation U-value

  reflectivity  (w/m².k) 

Concrete wall  0.1-0.9  90-270  1.69  

Cinderblock wall  0.1-0.9  90-270  1.57 

Building surface  70m² 

Building volume  210 m3 

Set cooling   temperature     26°C 

Set heating temperature       20°C 

RESULTS AND DISCUSSION 
The analysis of the results of all these simulations 

allowed us to highlight the effect of the reflectivity 

(albedo) of the opaque vertical wall on energy 

requirements and thermal comfort, as well as 

modification of this effect once the glazing 

introduced. 

Energy loads 
The analysis of the parametric study results is 

expressed by the following graphs according to 

various different parameters: 

Solar reflectance effect: 

Figure1 

Solar reflectance effect on annual energy loads for 

cinderblock insulated building oriented South  

According to the graph, we note that energy needs 

are inversely proportional to the values of the solar 

reflectivity. The reference building with a 

reflectivity of 0.5 presents an annual energy needs 

for heating of 37.81kwh/m².y, and cooling needs of 

56.36kwh/m².y, which will make a total of 

94.18kwh/m².y. When changing the coating of outer 
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surfaces of the walls by a reflective coating with a 

value of 0.9, the heating needs increase by 

8.65kwh/m².y with a percentage of 18.61%, the need 

for cooling decrease by 12.41kwh/m².y, making a 

percentage of 22%. Hence, the total needs decreased 

by 3.77kwh/m².y equivalent to a percentage of about 

4%. 

However, the allocation of a reflectivity value of 0.1 

(absorbing materials) for facade walls gives opposite 

results compared with the reference building. In fact, 

the heating needs decreased by 7.25kwh/m².y for a 

percentage of 19.17%. The cooling requirements 

increased by 13.44kwh/m².y, giving a percentage of 

19.25%, hence the total requirements increased by 

6.17kwh/m².y, where a percentage of 6.14%. 

We can therefore conclude that the external colour of 

a building affects the thermal performance of the 

building although its impact is little in our climate. 

Orientation effect:  
The effect of orientation shows very small nuances 

between the different simulated orientations, either 

for heating demand, air conditioning or total 

requirements. 

The better is the orientation 0 (South) with a 

minimum total annual demand of 94.18kwh/m².y. The 

one with the maximum demand is the orientation 45 

(South-West) with total needs of 95.96kwh/m².y 

which is not far from the South-East orientation (315) 

with a value of 95.94kwh/m².y, where as two 

remaining orientations 90 and 270 (East and West) 

have exactly the same needs for heating, cooling and 

total needs. 

Figure2 summarizes these results. 

Figure2 

Orientation effect on annual energy loads for building 

with cinderblock walls and solar reflectivity of 0.5  

It can be deduced that for cinderblock walls and solar 

reflectance value of 0.5, the orientation of the 

building plays a negligible role in mitigating the 

energy needs. 

Type of material and insulation effect: 

Figure3 

Type materials and insulation effect on annual 

energy loads for solar reflectivity of 0.5 and 

orientation 0 

The change in the constitution of the vertical wall of 

the building between the cinderblock wall and 

concrete wall gave approximately similar results. 

The heating requirements for buildings with 

cinderblock wall are 48.23kwh/m².year while for the 

concrete walls, they are 51.19kwh/m².y, hence an 

increase of 2.96kwh/m².y representing a percentage 

of 5.78%. The cooling needs are 55.84kwh/m².y for 

cinderblock walls and 54.63kwh/m².y for concrete 

walls, where the difference is 1.21kwh/m².y and the 

percentage is 2.16%. The total requirement in turn 

spend 104.07kwh/m².y for the first case to 

105.82kwh for the second case giving a difference of 

1.65%. This small difference is due to the thermal 

mass of the two materials which is almost nearly the 

same. 

The effect of the insulation is estimated by 

comparing the same type of wall with and without 

insulation. 

For the cinderblock wall, heating requirements when 

the insulation is applied are less by 10.42kwh to the 

needs obtained for a wall without insulation, with a 

percentage of 21.60%, whereas the cooling needs 

increased insignificantly. As consequence, the total 

needs decrease is 9.89kwh/m².y with a percentage of 

9.5%. 

For the concrete wall, the same trend is noticed, the 

heating needs for the insulated wall are lower than 

those of the uninsulated wall about 12.08kwh, where 

a percentage of 23.59%. The change in the field of 

cooling requirements is negligible, which results in a 
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reduction of the total needs of 11.29kwh with a 

percentage of 10.66% between the concrete wall with 

and without insulation. 

Furthermore, the change in the annual energy needs 

for heating, cooling and total requirements between 

the two walls when the insulation is applied show the 

same trends as the change between the 2 types of 

walls without insulation, i.e negligible results. 

This is due to the almost similarity of thermal mass of 

the two walls. 

After introducing a window in the south wall of the 

building, the energy needs have changed. 

For the cinderblock wall facing south, with a 

reflectivity of 0.5, there was a decrease in the heating 

needs of 6.14kwh/m².y i.e with a percentage of 

16.23%. While the cooling requirements have 

increased of 4.79kwh/m².y with a percentage of 

7.83% resulting in a decrease in total needs of 

1.35kwh/m².y, so a percentage of 1.43%. 

For the reflectivity of 0.1, the heating needs for the 

pierced wall decrease of 4.48kwh/m².y at a 

percentage of 14.65%. The cooling needs are 

increased by 3.87kwh/m².y, resulting in a percentage 

of 5.25% .This gives a negligible decrease in the total 

requirements. 

For the reflectivity of 0.9, the heating requirements 

decreased of 8.11kwh/m².y with a percentage of 

17.45%. The need for cooling increased of 

5.54kwh/m².y where a percentage of 11.19%, and 

total requirements decreased to a very low rate of 

approximately 2.84%, as it is showed in the following 

figure. 

Figure4 

Solar reflectance effect on annual energy loads for 

cinderblock insulated building oriented South with 

glazing  

We can conclude that introducing window in the 

south wall can dilute the benefit effect of the high 

reflectance of a building envelope on the energy 

demand.  

Thermal comfort 
To estimate the summer comfort inside the building, 

we repeated the same simulations without air 

conditioning (free floating conditions), we took a 

temperature threshold of 27°C, beyond which we 

will record the numbers of hours of discomfort. 

We will present the results obtained after the change 

in the reflectivity of the façade walls. 
The number of hours of discomfort for the reference 

building is from 3088 hours so a percentage of 35%. 

As expected, increasing the reflectivity of the wall 

cladding decreases the number of hours of 

discomfort. For example, for the reflectivity value of 

0.9, the number of hours of discomfort will be 

reduced to 2603 hours equivalent to a percentage of 

30%. 

And if we apply a coating with a reflectivity of 0.1, 

we note that the number of hours of discomfort 

increases to 3441 hours, resulting in a percentage of 

39%. 

We can conclude that the reflectivity of wall 

coatings materials plays a role in improving summer 

comfort conditions inside the building, beyond 0.5, 

the interior ambience is moderated by reducing the 

number of hours of discomfort. 

CONCLUSION 
The aim of this study is to estimate the effect of 

solar reflectivity (albedo) with other parameters on 

energy consumption and thermal comfort in 

Mediterranean climatic context. 

It was found that all the parameters play an 

important role when they are implemented. 

The best combination that could be obtained was the 

one with light colored coatings, applied on the outer 

walls of an albedo value greater than 0.5, combined 

with a thermal insulation. 

This study has as perspective the determination of 

database , with the right combination of insulation, 

orientation, thermal mass and of course the high 

reflectivity coatings of the outer shell of the 

building, useful for stakeholders (designers, 

architects, policy makers ... ect) to optimize the 

energy balance of the building throughout the year 

and its corollary thermal comfort. 
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ABSTRACT 
Large amounts of high quality energy are spent in the chemical process industry to convert raw materials into 

desired products. The turbulent diffusion flames can be found in a wide variety of thermal energy production 

systems. The burners operating with this type of flames are used for example in combustion chambers. The 

need to understand the structure of these flames has been our motivation to carry out a numerical study of the 

turbulent aero thermo-chemistry of C3H8 / Air diffusion flames in a burner by using numerical simulations. 

Such kind of problems induces strong variation in the concerned field and the analysis has to be well 

conducted to understand physical phenomena. In such way the entropy generation rate was introduced in the 

post processing. Due to the high temperature and velocity gradients in the combustion chamber; the effects 

of equivalence ratio and oxygen percentage in the combustion air are investigated for different situations. In 

each case, combustion is simulated for the fuel mass flow rate resulting in the same heat transfer rate. 

Numerical calculations are performed for all cases using computational fluid dynamics code (Fluent CFD 

code) with integrating specific routines. The results shown that the increase of equivalence ratio corresponds 

to a significantly decrease in the maximum reaction rates and the maximum temperature increase with the 

oxygen percentage. While total entropy generation rate decreases exponentially; the ratio of the rates useful 

energy transfer to irreversibility therefore improves as the oxygen percentage increases. Mixing hydrogen 

with propane causes considerable reduction in temperature levels and a consequent reduction of CO emission. 

KEYWORDS Turbulent diffusion, Entropy generation, Fluent CFD 

NOMENCLATURE 

Latin Symbols 

Be Bejan number 

CFD Computational  fluid dynamics 

Cμ, Cε1, 

Cε2 

Coefficients in k–ε turbulence 

model 

fk,j 

Gk 

Specific force of volume acting on 

the species K in the direction i 

The production of turbulent kinetic 

energy 

H Enthalpy 

hk Specific enthalpy of the species k 

hs,k Heat transfer coefficient,  

sensible enthalpy of species 

k Turbulent kinetic energy 

L Length of burner 

        LCV 

          P 

Lower calorific value 

Pressure 

         RNG Renormalization group 

r  Radial distance 

ir  Inner radius of air inlet 

0r Outer radius of air inlet 

genS Volumetric entropy generation rate 

T Temperature 

ui Velcoity in direction i 

Vk,i Velocity diffusion of the  species k 

in direction i 

Yk Mass fraction of  the species k 

Greek Symbols 

ij Kronecker delta 

ε turbulent energy dissipation rate 

∅ Equivalence ratio 

Φ Viscous dissipation 

𝜆 Air excess ratio 

μ dynamic viscosity 

𝜌 Density 

𝜃 Tangential direction 

ρk Density of  the species k 

σij Tensor of the constraint in plan i 

and the direction j 

k Production rate of the k species. 
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τij Tensor of the viscous constraints 

       Subscripts 

F Fuel 

K Species  

N Total number of species number 

o Oxydant

p At constant pressure 

s Sensibility (enthalpy) 

v At constant volume 

r Radial 

x Axial 

Heat Heat transfer 

Air Air 

eff Effective 

fric Friction 

f Fuel 

i,j Indices of tensor notation 

in Inlet 

INTRODUCTION 

 Entropy generation is one of the most significant 

problems to overcome to optimize a system / 

process and its performance, and this will 

unfortunately remain as a crucial problem to the 

next generation. In this regard, better understanding 

of the concept of entropy and its role among various 

classes of thermal systems and processes with a 

diverse coverage is crucial. Bejan [1] focused on the 

different reasons behind entropy generation in 

applied thermal engineering where the generation of 

entropy destroys the available work (exergy) of a 

system. Therefore, it makes good engineering sense 

to focus on the irreversibility of heat transfer and 

fluid flow processes, and to try to understand the 

function of associated entropy generation 

mechanisms. Bejan [2] also conducted an extensive 

review on entropy generation minimization. 

Mahmud et al [3],  Sahin [4,5], Yilbas et al [6], 

Shuja et al [7], Demirel et al [8] , Bouras et al [9, 10] 

performed many studies on second law analysis and 

the entropy generation due to the heat transfer and 

fluid friction in duct flows under various conditions. 

Research into transport phenomena in energy 

systems and applications has substantially increased 

during the past a few decades due to its diversity in 

applications. This makes the special issue a most 

timely addition to existing literature. It includes 

recent major developments in both the fundamental 

and applications, and provides a valuable source to 

researchers dealing with analysis of entropy 

generation in thermal systems and processes. 

     Combustion includes thermal, hydrodynamic, 

and chemical processes [11]. It starts with the 

mixing of fuel and oxidant, and sometimes in the 

presence of other species or catalysts. The fuel can be 

gaseous, liquid, or solid and the mixture may be 

ignited with a heat source. 

When ignited, chemical reactions of fuel 

and oxidant take place and the heat release from the 

reaction creates self- sustained process. Turbulent 

combustion of hydrocarbon fuels and the 

incineration of various industrial by products and 

wastes are an integral part of many segments of the 

chemical process and power industries. 

     The main objectives in burner design are to 

increase combustion efficiency and to minimize the 

formation of environmentally hazardous emissions, 

such as CO, unburned hydrocarbons (HC) and NOx. 

Critical design factors that impact combustion 

include: the temperature and residence time in the 

combustion zone, the initial temperature of the 

combustion air, the amount of excess air and 

turbulence in the burner and the way in which the 

air and fuel streams are delivered and mixed [12]. 

     This work considers the combustion of propane 

with air and the local entropy generation rate due to 

the high temperature and velocity gradients in 

combustion chamber using a single burner element. 

In order to investigate the effect of Therefore, CFD 

codes can serve as a powerful tool used to perform 

low cost parametric studies. The CFD codes solve 

the governing mass, momentum and energy 

equations in order to calculate the pressure, 

concentrations, velocities and temperatures fields. 

MATHEMATICAL MODEL 

     The purpose of this simulation is to estimate 

numerically the rate of local entropy generation and 

the effect of oxygen percentage on the combustion 

in the combustion chamber of a burner. For this 

case, the combustion of fuel with air is examined at 

various oxygen percentages in the air by using 

Fluent CFD code in the combustion chamber of a 

burner. For this case, the combustion of propane 

(C3H8) with air, in a burner was considered. The 

two-dimensional axisymmetric model and 

geometric configuration of the burner are shown in 

Figure 1. As apparent from this figure, the fuel and 

air inlets are coaxial and merge downstream. It is 

assumed that the burner wall is under ambient 

conditions and that the walls near the air and fuel 

inlets are isolated. The model used for the numerical 

calculations include the RNG(renormalization 

group theory) k–ε for turbulent flow however for 

chemical species transport and reacting flow, the 

http://www.eoearth.org/article/Heat


International Conference On Materials and Energy – ICOME 16 

Morsli et al;, 103 

eddy-dissipation model with the diffusion energy 

source option is adopted. The mixture (propane-air) 

is assumed as an ideal gas; no-slip condition is 

assumed at the burner element walls. 

 
Figure  1 

Geometry of the burner 
 

The governing equations for mass, momentum 

and energy conservation, respectively, for the two-

dimensional steady flow of an incompressible 

Newtonian fluid are:  
 

Governing equations 
                  

The mass conservation equation and species 

transport is defined: 
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And the mass conservation equation for k species is 

written as follows:  
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We defined also the momentum conservation 

equation 
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    The energy conservation equation is defined as: 

 

, ,

1

( )

( )

s
i s T

i i i

N
j

ij k i k s k

ki i

H DP T
u h Q

t x Dt x x

u
V Y h

x x


  

 


   
     

   

 


 


    

(5)          

Two additional equations for the RNG k–ε 

turbulence model- The turbulence kinetic energy,k, 

and the dissipation rate, ε, are determined using the 

following transport equations, respectively: 
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This model, based on the work of Magnussen and 

Hjertager, called the eddy-dissipation model. The 

net rate of production of species i due to reaction r, 

Ri,r, is given by the smaller  of the two expressions 

below: 
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COMBUSTION AND REACTION 

MECHANISM 

 

     The simplest description of combustion is that it 

is a process that converts the reactants available at 

the beginning of combustion into products at the end 

of the process. The most common combustion 

processes encountered in engineering are those 

which convert a hydrocarbon fuel (which might 

range from pure hydrogen to almost pure carbon 

(C), e.g. coal) into carbon dioxide (CO2) and water 

(H2O). In this study, the combustion of fuel with 

propane is modeled with a one-step reaction 

mechanism (NR=1).The reaction mechanism takes 

place according to the constraints of chemistry, and 

is defined by: 
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Entropy generation rate 
     

   In fluid flow, irreversibility arises due to the heat 

transfer and the viscous effects of the fluid. In these 
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systems, when both temperature and velocity fields 

are known, the volumetric entropy generation rate 

genS at each point in the system can be calculated as

follows [1], 

   gen gen genheat fric
S S S     (10) 

Where  gen heat
S and  gen fric

S  represent the 

entropy generation rates due to heat transfer and 

fluid friction, respectively, and are defined as: 
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The total entropy generation rate over the volume 

genS


 can be calculated as follows: 

''' . .gen genS S d dr dx


   (13) 

Bejan number, Be, which compares the magnitude 

of entropy generation due to heat transfer with the 

magnitude of the total entropy generation, is defined 

by: 

gen gen

heat

S SBe
  

 
 

  (14) 

When 0.5Be , irreversibility due to heat transfer 

dominates, while for 0.5Be the irreversibility 

due to viscous effects dominates. For 0.5Be  , 

entropy generation due to heat transfer is almost of 

the same magnitude as that due to fluid friction. 

COMPUTATIONAL TOOLS 

Fluent 6.3.26 [13] was chosen as the CFD 

computer code which uses a finite-volume 

procedure to solve the Navier–Stokes equations of 

fluid flow in primitive variables such as velocity, 

and pressure. It can also model the mixing and 

transport of chemical species by solving 

conservation equations describing convection, 

diffusion, and reaction sources for each component 

species The RNG model was used as a turbulence 

model in this study [14]. While the inlet velocities 

of air are presented in table I. The solution method 

for this study is axisymmetric. In order to achieve 

higher-order accuracy at cell faces, second-order 

upwind is selected. 

Table1. 

Inlet velocities of air for 2.247 /fU m s  and 

𝑄̇ = 1000W 

 U air [m/s] 

 % 0.5  0.7  1 

 10 56.436 40.312 20.218 

20 28.614 20.439 14.307 

30 19.340 13.814 9.670 

NUMERICAL RESULTS 

Grid independency 
 

     Grid tests were adopted to ensure grid 

independence of the calculated results. So, the total 

cell number of 15000 cells was adopted. The grid 

distributions are uniform within each region. 

RESULT AND DISCUSSION 

Reactions rates 

     Figure 2 show the contours of reactions rates in 

the combustion chamber for the cases of of φ = 0.5, 

0.7, 1.0, and oxygen percentage in air these figures. 

We can see that with the increase of γ these γ =10, 

20 and 30% respectively. The effect of reactions is 

apparent from regions contract in the axial direction 

however they expand in the radial direction; So, the 

reaction rate    decreases significantly with the 

increase of φ. 
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TEMPERATURE DISTRIBUTION 

    When entropy is created, a part of mechanical 

energy is necessarily converted into heat [15]. 

According to Gouy–Stodola theorem, the rate of the 

available work dissipation is proportional to the rate 

of internal entropy generation [1].  

Knowing that the heat, which is released in the 

chemical reaction and transferred into the flowing 

gas including the reactant and product molecules 

[16], increases the temperature of this gas. In order 

to view the temperature distribution, the variations 

of temperature along the axis of burner are plotted 

in    figure 3. 

It is very important to notice that the increase of φ 

significantly reduces the gradients so, larger 

temperature gradients occur in the axial direction 

(especially between x = 0 and about 0.20 m). The 

heat calculations performed for the each fuel case 

bring out that in the case of φ  <1, the total heat per 

unit mass released in the combustion.  

     Consequently, the results obtained from this 

figures show that in the cases of φ < 1, complete 

combustion occurs, while in the case of φ = 1 it is 

very close to the complete combustion state. 

ENTROPY GENERATION AND BEJAN 

NUMBER 

Figure 4 presents the volumetric local entropy 

generation rate for different φ and γ, they are 

plotted as the logarithmic contours; high entropy 

is generated in the region in which the reaction 

rates are effective, and in which the large positive 

and negative temperature gradients occur in the 

axial and radial directions. It is apparent from that 

figure that the variations of φ and γ have an 

irregular effect on the volumetric local entropy 

generation rate distribution. These values bring out 

that the volumetric local entropy generation rates 

decrease about 10 and 5 % in the cases of φ = 0.5, 

0.7 and 1 Respectively, with an increase of γ from 

10, 20 to 30%. 

     Figure 5 shows the Bejan number contours, it 

was clearly seen that the Bejan number (Be), is very 

close to 1, and this, therefore, means that the 

irreversibility as a result of the heat transfer 

dominates; it’s due to the lower value of the entropy 

generation rates by reason of the fluid friction 

respect to those due to the heat transfer. 

  For (ϕ = 0.5 and γ =10%)  For (ϕ =0.5 and γ =30%) 

 For (ϕ =0.7 and γ =20%) 

 For (ϕ =1.0 and γ =10%) 

For (ϕ = 1.0 and γ =20%)  For (ϕ = 1.0 and γ =30%) 

  Figure  2  

  Contours of reactions rates for different values of  

   equivalence ratio ϕ and oxygen percentage in air. 
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For (ϕ = 0.5 and γ =10%)        For (ϕ =0.5 and γ =20%)   For (ϕ =0.7 and γ =30%) 

        For (ϕ =1.0 and γ =10%)  For (ϕ = 1.0 and γ =20%)  For (ϕ = 1.0 and γ =30%)

  Figure  3  

      Temperature distribution for  ϕ  = 0.5 , 0.7 and  ϕ  = 1.0 at different values of γ. 

For (ϕ = 0.5 and γ =10%) For (ϕ = 0.5 and γ =20%) For (ϕ = 1 and γ =10%)

  For (ϕ = 1 and γ =20%) For (ϕ = 0.7 and γ =20%) For (ϕ = 0.7 and γ =30%)

 Figure 4 

 Logarithmic volumetric local entropy generation rate contours. For ϕ = 0.5, 0.7 and ϕ = 1.0 

 at different values of γ. 
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CONCLUSION 

 The combustion of propane with air in a burner was 

considered and the effect of the equivalence ratio 

and oxygen percentage in air was investigated, for 

different numerical values. The resulting local 

entropy generation rates due to heat transfer and 

fluid friction contributions were computed. The 

main conclusion is that: 

. 
 The increase of ϕ reduces significantly the

reaction rate levels.

 In the case of ϕ < 1, the complete

combustion occurs, and the combustion

in The case of ϕ = 1 is very   close to the

complete combustion state

 The maximum temperatures in the

combustion chamber increase with the

increases of γ (from 10 to 30%) and φ

(from 0.5 to 1.0), respectively.

 In all investigated cases, the Bejan

number is very close to 1 (about 0•996).

Therefore, the irreversibility due to the

heat transfer dominates.
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ABSTRACT  
This article highlights results of an investigation which was set to determine the effects of residential buildings 

typology on the consumption of energy for heating and cooling under the specific climatic conditions of hot and 

arid regions. Five typologies similar in characteristics and living space layouts have been simulated using 

TRNsys version 17 code. The typologies are representative of actual urban developments constructed during 

the 80s in Biskra, Algeria. 

The results showed that compactness, orientation have a great impact on building energy consumption in 

cooling and heating. In addition, the slab configuration and semi attached one seem to reduce drastically the 

energy loads.  

KEYWORDS 

Energy Consumption, Typology, Building Form, Compactness, Residential Building, TRNsys, Hot and Arid 

Regions. 

INTRODUCTION 
Building form, orientation, compactness, dimensions, 

geometry and construction materials has a substantial 

effect on energy consumption for heating and cooling 

in buildings. Ruano has reported that building 

configuration in form and orientation can reduce 

energy loads up to 40% [1]. Depecker [2], E.Gratia 

and A.De Herde [3] have stressed the fact that energy 

consumption is proportional to building compactness, 

recent research; Ross [1], showed that tall buildings 

tend consume more energy than low rise buildings for 

the same floor area and that compactness 

window/wall ratio and glazing type are the main 

factors that have greater influence on building energy 

consumption Al Anzi [4].  

Otherwise, according to the National Agency for the 

Promotion and Rationalization of Energy Use 

(APRUE), the final energy consumption in Algeria 

has reached 8.5Mtoe in 2012. And the electricity 

consumption of the residential sector has reached 

1414 Ktoe. It represents 40% of total electricity 

consumption, making it the largest consumer of 

electricity on the national level [5]  

ANALYSIS AND MODELLING 

The case-study: Building shape and layout considered 

in this paper were based on an analysis made to bring 

out the most common typologies of residential 

apartment in average size building. The analysis 

revealed that 64% of these cities include slab 

configuration, 30.6% of them contain L floor layout, 

27.4% have pavilion configuration and 12.9% 

contain U floor layout buildings, while buildings 

with courtyard represent only 3.2%. 

The slab configuration has been defined as a 

reference for its common use in the considered 

urban area. Four common typologiess have been 

studied: the pavilion, the L, the U, the courtyard 

shape. All these typologies are similar in 

characteristics: glazing area, construction materials, 

living space layouts and east/west main orientation. 

The characteristics of all typologies are summarized 

in the following table: 

Table 1 

Characteristics of different Typologies 

Typologies 

Living 

Space 

(m3) 

Envelope 

area 

 (m2) 

Built 

area 

(m2) 

Building 

Height 

(m) 

Slab 4011,519 2077,98 397,85 10,8 

Pavilion 4011,519 1905,93 198,92 21,6 

L shape 4011,519 2314,39 397,85 10,8 

U shape 4011,519 2631,22 411,05 10,8 

Courtyard 4011,519 2937,39 424,25 10,8 
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We used Google sketch up plug-in to model of five 

configurations. 

Figure 1 

The slab typology modeled under trnsys3d. 

 Figure 2 

Typologies modeled under trnsys3d. Pavilion, L, U, 

and courtyard shape building.  

Building description: The building set as reference is 

four stories building situated in "HAY EL AMEL" in 

the west side of Biskra, with four apartments by story 

and two separate accesses.  

Figure 3 

The reference building. 

The main spaces of the apartment are: a living room, 

two bedrooms, a kitchen, a courtyard, a lobby, a 

toilet, a bathroom, balcony and an entrance "sas". 

With the total area of 92.13m2 and a ceiling height of 

2.70m.  

Figure 4 

The ground floor layout. 

The simulation procedure: In our study the 

TRNSYS code, version 17 was used as a tool for 

investigating the energy consumption. This program 

was developed by Solar Energy Lab (SEL), 

University of Wisconsin–Madison in unites state. 

TRNSYS is a dynamic simulation program used to 

simulate the behavior of transient systems: thermal 

and electrical energy simulation including the multi-

zone buildings, it is used also to model other 

dynamic systems such as traffic flow, or biological 

processes [7]. The use of this program requires a 

data set, such as building proprieties and simulation 

conditions. These inputs must be included to 

simulate the models. 

As mentioned above, the zoning of building is 

similar to the apartment layout. The required 

scenario "regime" in the program corresponds to a 

family of four persons (parents and two children). A 

complete weather data set of biskra for the year 2005 

was used.  

https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&cad=rja&uact=8&ved=0ahUKEwiczaDcwJDLAhWECBoKHYbcBzIQFggdMAA&url=http%3A%2F%2Fsel.me.wisc.edu%2Ftrnsys%2F&usg=AFQjCNEWFqE7M7rguO6AjuuGez_zPj78Pg


International Conference On Materials and Energy – ICOME 16 

Tibermacine et. al 111 

The calculation procedure using TRNSYS version 17 

was applied for five buildings configurations for 

spaces with cooling and heating devices: the living 

room and two bedrooms. The number of all simulated 

zones is equal to "240 zones."  

The heating and the cooling control was set to 17 c° 

and 27 c°. 

RESULTS AND DISCUSSION 

Impact of building typology on energy 

consumption:  The energy consumption for each 

hour of the year was calculated automatically by 

TRNSYS v17, which give hourly results. The Excel 

program was used to calculate the annual energy 

consumption of heating and cooling for each zone, 

then for each building typology. 

Figure 5 

Annual Energy Consumption of different typologies. 

After analyzing five typologies, the results show that 

the most efficiency typology are the slab and pavilion 

configurations. Whereas, the L, the U shapes and 

courtyard configuration are the most consumers on 

energy for heating and cooling. 

It is noted that the slab configuration consumes 

"14788.33kWh/year" less than building with 

courtyard configuration.  

To find the characteristics of different studied 

typologies, the impact of the following factors on 

energy consumption has also been investigating: 

 The compactness factor.

 Building layout "mitoyenneté".

 South surface to West surface ratio.

 Roof surface to wall surface ratio.

Effect of compactness factor on energy consumption: 

The studied typologies show different compactness 

values. The most compact configurations are the 

pavilion and the slab configurations. While the L, 

the U shapes and the courtyard configuration are the 

most dispersed forms.  

A difference of 0.25 is found between the factor of 

the most compact configuration and the factor of the 

dispersed configuration. 

Figure 6 

Compactness values of studied typologies. 

Figure 7 

Compactness and global energy consumption plots. 

While comparing between compactness factor and 

annual consumption plots, we found that 

compactness of shapes is important factor to 

increases or decreases the annual consumption in hot 

and arid regions. 

In fact, an inteval of 0.25 between the pavillon 

configuration and the courtyard configuration 

corresponds to "14183.63 kWh/year", which 

represents about 15.3% of reduction. 

Low compactness reduce the exposition of building 

envelope to solar radiation and hot winds in summer, 

therefore, the cool loads decreases significatilly. In 

addition, compact configurations are less exposed to 

air infiltration into building in winter, which also 
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minimise the heat loads to set the inner comfort 

conditions .  

Effect of building layout factor on energy 

consumption: 

Figure 8 

The number of exterior faces of studied typologies 

The number of exterior faces allows to determine the 

number of faces counted as deperditif.  

The results showed that the building with courtyard is 

the most deperditif configuration and the slab one is 

the most protected. The interval between the two 

configurations is equals to 24 faces. 

Figure 9 

Building layout and global energy consumption plots. 

The energy consupmtion is proportionnaly changed in 

fonction of the number of faces exposed to the 

outside. Sign of a relationship between these two 

factors. 

The interval of «24 faces» represents an increase of 

16% in energy consumption.  

Effect of south surface to west surface ratio on energy 

consumption: This ratio was manually calculated by 

devising the south walls area on the west walls area. 

The figure 9 summarizes the obtained results.  

Figure 9 

South surface to West surface ratio results 

This factor showed that the slab configuration has 

the biggest area oriented forwards south with a ratio 

of 1.8. The interval is about 0.8 between the slab 

configuration and the L configuration.  

Figure 11 

South surface to west surface ratio and global energy 

consumption plots. 

A reduction of 16% on energy consumption has 

been noticed between the slab configuration and the 

L configuration. 

From the figure 11, we can observe that important 

south walls area decreases the energy consumption, 

and important west walls area increases the energy 

consumption significantly. Indeed, building 

orientation forwards south can reduces the need to 

the heating and cooling advices because it takes into 

account the seasonal variations in the sun’s path as 

well as wind direction. 

Effect of roof to wall ratio on energy consumption: 

The ratio was calculated by devising the roof area on 

the exterior walls area. In general, high buildings 

have a small roof to wall ratio.  
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Figure 12 

Roof surface to wall surface ratio results 

The biggest ratio was found appertains to the slab 

configuration, it is about 0.19. While the smallest 

ratio is about 0.1 appertains to the pavilion 

configuration.  

The inteval between these two configurations is 0.09.  

Figure 13 

Roof/wall ratio and annual energy consumption plots. 

The correlation between annual consumption and 

roof to walls ratio is not perfect. However, the energy 

consupmtion increases when "roof to walls" ratio is 

important in the most cases.  

Buildings which have big horizontal surfaces “roof 

and ceilling” are the most exposed to the climatic 

variation. That is why, configurations with important 

roof to walls ratio are the most consomers on energy 

consumption for heating and cooling.  

CONCLUSIONS 

The results from recent research showed that compact 

forms are recommended in hot and arid regions to 

achieve significantly energy efficiency in buildings. 

However, compactness could not be the only design 

factor used by architects to reduce energy 

consumption and loads. Many other factors are taken 

into consideration while designing in different 

environments and different climate condition such as 

orientation, height, building envelope configuration 

and layout for getting the optimal solution. 

The present research showed that building slab 

configuration and attached building forms which in 

fact represent merely 64 % of residential sector in 

Biskra are the best option for a sustainable buildings 

form.   
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ABSTRACT 

The present paper talk about, the thermal and luminous efficiency analysis of the windows components in the 

building design. The case study is an educational space (The room's workshop of Oran architecture school -

Sciences and Technologies University; Mohamed Boudiaf - Algeria). This work raises the question of the 

window's conceptual design impact on indoors temperatures and lighting levels. Several parameters were 

considered (orientation, position, size of the windows ... etc.) to see their impact on the ambiance quality. An 

investigation followed on site, allows us to know the occupants (architecture students) appreciations in terms of 

thermal and visual comfort. To confirm the collected statements, case study simulations were done using one 

hand for the DIALux software for the lighting and the daylight factor calculation, and secondly the TRNSY 

software for indoors temperatures evolution. The comparison between the simulated rooms proves well that a 

rigorous conceptual study of openings (the size, the shape, the position) can have a real impact on the 

improvement of the levels of illumination and indoor thermal comfort. 

NOMENCLATURE 
Lighting ( lux) 

INTRODUCTION  
during the last years ,  Algeria had lead a construction 

policy, where the quality is often lacking, making our 

buildings energy efficient. Topped the list with the 

residential-commercial sector, in fact in 2005 this 

sector accounted for 43% of final energy consumption 

[1]. This latter is distributed as follows: 49% 

electricity, 41% product gas, 10% oil products. 

Ensuring the lighting needs, heating and refresh the 

indoor environments. while the window is an interface 

element between the external environment and the 

internal environment of the building, so it is a nerve 

center of the building. It is a way to capture the sun's 

rays, which allow us to introduce light and heat, 

however it can also be seen as critical of any 

insulation, this makes it a key part of our energy 

consumption. 

If the habitat account as an excellent place for the 

research on comfort, workplaces remains important, 

particularly educational areas. These require a 

minimum level of visual comfort and heat necessary to 

the accomplishment of the task. Especially as regards 

the visual comfort, indeed in the furniture is fixed 

workspaces, tasks demanding concentration and 

support evil glare, plus a minimum illumination of 

500lux on the work plan must be insured [2]. 

To perform this work we chose to study the levels of 

illumination and interior temperatures at  the 

architectural school, the aim is to check the guidelines 

in our latitudes avoided, recommend, and what impact 

plays window on visual and thermal comfort. 

ANALYSIS AND MODELLING 
In this study, we choose two workshops from different 

configuration and orientation, we analyze the design of 

the window in three reports: glasses Area / exteriors 

walls area, height bay / Local depth, 

Area glasses / Area floor. 

Table 1 : 

window geometrical study in the selected 

workshops 

1st Local 2nd Local Ideal 

case 

Glass area 

(m²) 

north 11 west 25.1 

south 4.0 

floor area 

(m²) 
162.00 123.00 

Height bay 

(m) 
2.45 

2.85 

2.80 

Local depth 

(m) 
10.30 11.20 

Exteriors 

walls area 

(m²) 

131.00 121.70 

Glass area / 

Floor area 
0.07 0.24 

0.20[3] 

Local depth / 4.20 3.92 1.50 to 2 
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Height bay 3.97 [4] 
Glass Area / 

Exteriors 

walls area 

8.4% 23.90% 

≤30% 

[5] 

After studying the workshops openings conceptual 

design, we carry on some simulations. The study of 

luminous comfort is done with DIALUX software, 

using the daylight factor method that allowed us to 

assess the levels of illumination; while simulations 

indoor temperatures are made using TRNSYS, 

respecting building materials and rooms occupancy. 

We present the results of simulations [6] for the day of 

21st June and 21st December as they represent critical 

days and correspond to workshop occupation periods.  

Table 2 :  

Simulation results for the two workshops for the 

21st June  
 

 Lighting 

Average 

12pm( lux) 

Daylight 

factor 

T min 

(K) 

T max 

(K) 

1st Local  142 0.7 249.18 296.69 

2nd Local  392 2 294.75 301.81 

 

Table 3 :  

Simulation results for the two workshops for the 

21st December  
 

 Lighting 

Average 

12pm( lux) 

Daylight 

Factor 

% 

T min 

(K) 

T max 

(K) 

1st Local  74 0.7 285.45 287.40 

2nd Local  204 2 285.93 291.70 

 

The simulation results clearly indicate that the lighting 

levels are insufficient in the first local, as to the second 

local, even if the light levels are correct in the second 

case, there is a risk of overheating in summer. These 

results confirm the results of the investigation. 

To know the window's impact on the thermal and 

visual comfort. We offer two solutions for each local. 

Given that the first place is marked by a low level of 

illumination we suggest to increase the glass surface in 

the first option will be exclusively oriented north, in 

the second part will be oriented north west another. 

In the second room, he saw a danger of overheating, it 

is suggested to decrease the glass surface and the 

spread differently on both south and west facades. 

 

 

 

 

 

RESULTS AND DISCUSSION 
Table 4 : 

window geometrical study  

1st Local  and the two solutions 

 

 1st Local  1st Solution  2nd Solution 

Glass area 

(m²) 
north 11 north 32 

north 21 

west 11 

floor area 

(m²) 
162.00 162.00 162.00 

Height bay 

(m) 
2.45 3.40 3.45 

Local depth 

(m) 
10.30 10.30 

10.30 

15.00 

Exteriors 

walls area 

(m²) 

131.00 131.00 131.00 

Glass area / 

Floor area 
0.07 0.20 0.20 

Local depth 

/ Height bay 
4.20 3.00 

3.00 

4.35 

Glass Area / 

Exteriors 

walls area 

8.4% 24.4% 24.4% 

 
Table 5 :  

Simulation results of 21st June 

1st Local  and the two solutions 
 

 Lighting 

Average 

12pm( lux) 

Daylight 

Factor 

% 

T min 

(K) 

T max 

(K) 

1st Local  142 0.7 21.18 23.69 

1st Solution  383 1.8 21.36 24.81 

2nd Solution 442 2.1 21.57 25.70 

 

Table 6 :  

Simulation results of 21st December 

1st Local  and the two solutions 
 

 Lighting 

Average 

12pm( lux) 

Daylight 

Factor 

% 

T min 

(K) 

T max 

(K) 

1st Local  74 0.7 285.45 287.40 

1st Solution  200 1.8 285.35 287.99 

2nd Solution 231 2. 285.44 288.60 

 
The results in table 4,5 and 6 show clearly that it is 

possible to improve light levels in the room, while 

respecting the thermal comfort zone. also it seems that 

the most appropriate option is the second one ( bilateral 

lighting) , because it allows a significant improvement 

in illumination levels, and the closest indoor 

temperatures of thermal comfort zones. 
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Table 7 : 

window geometrical study  

2nd Local  and the two solutions 

2nd Local 1st Solution 
2nd 

Solution 

Glass area 

(m²) 

west 25.1 west 15 west 10 

south 4. 0 south 10 south 15 

floor area 

(m²) 
123.00 123.00 123.00 

Height bay 

(m) 

2.85 2.70 2.70 

2.80 2.45 2.65 

Local depth 

(m) 
11.20 11.20 11.20 

Exteriors 

walls area 

(m²) 

121.70 121.70 121.70 

Glass area / 

Floor area 
0.24 0.20 0.20 

Local depth / 

Height bay 
3.91 

4.14 4.14 

4.60 4.60 

Glass Area / 

Exteriors 

walls area 

23.90% 20.50% 20.50% 

Table 8 :  

Simulation results of 21st June 

2nd Local  and the two solutions 

Lighting 

Average 

12pm( lux) 

Daylight 

Factor % 

T min 

(K) 

T max 

(K) 

2nd Local 392 2 294.75 301.81 

1st Solution 480 2.3 294.65 300.31 

2nd Solution 623 3 294.57 299.6 

Table 9 :  

Simulation results of 21st December 

2nd Local  and the two solutions 

Lighting 

Average 

12pm( lux) 

Daylight 

Factor % 

T min 

(K) 

T max 

(K) 

2nd Local 204 2 285.93 291.70 

1st Solution 250 2.3 286.13 291.62 

2nd Solution 325 3 286.26 292.05 

The results in table 7,8 and 9 revealed that the second 

solution( glasses area 10m² west & 15m²) offer the 

most comfortable indoor temperatures, so we can see 

that in summer the gap's maximum temperatures 

between the original local and the 2nd solution is more 

than 275 K, unfortunately in winter this improvement 

is less marked, also this solution had the advantage to 

offer us the best lighting levels. 

CONCLUSIONS 
This study shows that the increase in glass surfaces has 

a greater impact on the lighting levels than on the 

interior temperatures, contrary to the direction which 

influences the temperatures, in this sense in our 

latitudes west orientation is avoided because it presents 

a risk of overheating and glare. 

In the case of educational areas that require significant 

levels of illumination, the depth ratio of local / height = 

1.5 to 2 play an important role, particularly in local 

background. We advise to opt for a bilateral lighting or 

for shallower possible spaces. 

Finally we can conclude that improved lighting levels 

do not necessarily induces a less comfortable room 

temperature, just choose to select the appropriate 

orientation, in order to get a compromise between 

thermal and visual comfort) 
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ABSTRACT  
Simulation of Heat, Air and Moisture (HAM) transfers in building envelope is a practice which is becoming 

increasingly popular. This is due to the impact of moisture transfer on the energy performance of the envelope 

and indoor air quality as shown in the latest studies related to this subject. In this context we designed a new 

experimental setup which reproduces wide range of hygrothermal solicitations in building. It has a various 

physical measurements, which allows the understanding of hygrothermal phenomena and provide sufficient 

data to validate HAM models. This article present the qualification of the device and its use to understand the 

behavior a highly hygroscopic thermal insulating material which is fiber wood. The results highlighted heat 

and mass coupling effects especially the contribution of latent heat in the overall energy balance for different 

type of loading. 

INTRODUCTION 
Very hygroscopic materials such as wood and its 

derivatives, allow to reduce energy consumption of 

buildings [1]. They have also a strong capacity to fix 

CO2 present in the air [2]. They would constitute a 

very good candidates to meet the goals and 

commitments of the Grenelle Environment Forum.  

 

Numerical modeling of Heat, Air and Moisture 

(HAM) transfer for this type of material becomes 

important. This is due to strong coupling between 

physics and to the impact of water transfers on the 

energy performance for highly hygroscopic 

envelopes as shown in some studies on that subject 

[1], [2], [3].  

 

Validation of HAM numerical simulation codes is 

therefore essential as these materials exhibit complex 

behavior and strong heterogeneities. In this context 

we propose to design a new experimental device for 

the study of hygrothermal transfers. 

 

Different experimental benches for the study of 

hygrothermal transfers exist. Most of them, although 

allowing varied boundary conditions, focus on the 

study at the material scale [4], [5], or on the study of 

the storage/release of water [6], [7]. At the wall scale, 

we can cite the work of [8], [9] where the 

hygrothermal loading is limited to the control of a 

single side and [10] where no mass flux is measured. 

Other, focus on the building scale where the 

boundary condition are not fully mastered [11], [12]. 

The objective of this article is to present an 

experimental device that goes beyond the scale of the 

material while offering the same opportunities in 

terms of hygrothermal stresses. It may thus consider 

multilayer walls with a surface of 1 m² with natural 

or even forced convection under laboratory 

conditions.  

 

 
 

Figure 1 

Picture of the experimental device 

 

The experimental results ensuing come meet the need 

of the community for this type of data. This work was 

developed in the frame of the ANR project HYGRO-

mailto:abdelkrim.trabelsi@univ-lyon1.fr
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BAT whose objective is to put in place a 

methodology for good building hygrothermal design. 

EXPERIMENTAL DEVICE DESCRIPTION 
The proposed device reproduces hygrothermal 

constraints encountered in building. It was designed 

on the basis of the existing experimental benches 

[13]. It has a rich instrumentation permitting the 

measurement of water and thermal fluxes. It is 

designed to provide an experimental observation for 

a better understanding of the hygrothermal 

phenomena and have sufficient data for validation of 

HAM models or even the characterization of transfer 

properties at the wall scale. 

 

 
 

Figure 2 

Descriptive scheme of the experimental device 

 

Specifications: To characterize the behavior of 

buildings walls [different wall thicknesses, different 

materials] with regard to coupled heat and moisture 

loading, the proposed experimental device meets the 

following requirements: 

 Having two compartments regulated in 

temperature and relative humidity separated by 

the wall to be studied.  Thus we can consider 

different hygrothermal loads (constant, step...). 

 Measuring the temperature and humidity fields in 

the two compartments [air + surface] to monitor 

and check the boundary conditions [stability, 

homogeneity contribution of the long wave 

radiations...].  

 Measuring the temperature and humidity of fields 

on the surface and in the volume of the wall in 

order to have the response of the wall with regard 

to the applied loads and to check the 

unidirectionality of the transfer 

 Measuring mass flow through the wall as well as 

the amount of water stored.  This will achieve an 

overall water balance and deduce the buffering 

capacity of the wall. 

 Measuring the heat flux at the outer surfaces and 

thus know the powers involved in the transfer. 

 Measuring the difference in pressure between the 

two compartments in order to have the 

contribution of convection. 

 Measuring the speed and condition of the air 

inlet and outlet of the vein to measure the water 

vapor flows. 

 

The proposed device is shown in Figures 1 and 2. It 

helps to have the response of the wall facing static 

and dynamic hygrothermal loading in natural and 

forced convection. It is composed of two 

compartments with a volume of 0.5 × 1 × 1 m3. It has 

more than 60 measurement points. The chosen 

sensors for the measurement of temperature and 

relative humidity inside the wall are SHT75. They 

have been tested to verify their durability under 

aggressive conditions and drift in time. They show a 

very good behavior even after condensation. Figure 3 

shows the positions of the sensors inside the test wall 

and in the compartments of the device. 

 

 
Figure 3 

Cross-section of the device showing the position of 

the sensors 

 

The first compartment is regulated in humidity 

through a Saturated Salt Solution (SSS) and in 

temperature using a fluid-air exchangers connected to 

a temperature control unit. It consists from the 

outside to the inside of: 
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 An external part 

 A polystyrene insulation layer having a thickness 

of 60 mm 

 4 heat exchangers connected to a temperature 

control unit. 

 An internal part with a volume of 0.5 m3 and an 

exchange surface of 1 m² 

 

The two heat exchangers are arranged in counter-

current for a better uniformity of temperature in the 

compartment.  In this configuration the temperature 

differences are substantially constant along an 

exchanger. 

 

The second compartment consists of internal and 

external parts allowing to have a thermal guard. It has 

two operation modes in natural and forced 

convection. The first mode is obtained with the 2 

elements where the relative humidity regulation is 

achieved using SSS and temperature regulation 

through a climatic chamber [in remote mode] 

controlling the temperature in the thermal guard. The 

second mode is obtained directly with the external 

part and the climatic chamber that pulse conditioned 

air in parallel to the studied wall with an airflow 

control. Compartment 2 consists from the outside 

to the inside of: 

 

 Thin multilayer insulation 24 [thermo-reflective 

insulation] 

 2 layers of hemp wool insulation with a thickness 

of 40 mm. 

 An external compartment connected to the 

climate chamber by isolated air ducts [glass wool 

insulation of 50 mm thickness] 

 An internal part similar to the compartment 1 

internal part. 

 

Heating and cooling powers of regulation systems are 

sufficiently large to allow to quickly reach the 

desired temperature.  The vapor stream obtained by 

the SSS are limited.  The mass of the used SSS for 

relative humidity control is about 2.5 kg and its 

exchange surface area is about 0.46 × 0.3 m².  Fans 

are used to homogenize the humidity and temperature 

in each compartment. 

 

Tests for the qualification of the bench: the 

qualification of the bench is a necessary step because 

it allows to give the uncertainty of all possible 

measures on this bench. This qualification has 

brought on the calibration of sensors, verification of 

humidity and temperature regulation systems, 

checking balances drift, the estimation of air 

tightness, the estimation of the uncertainty on the 

position, the verification of the unidirectionality of 

the transfer.  

 

This article only presents tests on regulation and the 

tightness of the compartments as well as the 

summary of the uncertainties of the measurements on 

the bench. Other qualification tests are on [14]. 

 

Table 1 

Boundary conditions of the tests for the qualification 

of the bench 

 

Compartment 1 Compartment 2 

Temperature 

[°C] 

Relative 

Humidity 

[%] 

Temperature 

[°C] 

Relative 

Humidity 

[%] 

5 43 35 76 

 

In order to achieve regulation and air tightness tests, 

we have put a moisture insulated wall through a 

vapor barrier between the two environments with the 

hygrothermal conditions presented in table 1. The 

measures of interest are the effective conditions in 

terms of temperature and relative humidity as well as 

the SSS mass. 

 

 
 

Figure 4 

Evolution of temperature and relative humidity in 

compartment 2 

 

Regulation system: for the sensors installed at 

different positions especially in height, a good 

homogeneity and stability of the measured values 

was observed. Over the last 48 hours the standard 

deviation of the two compartments does not exceed 

0.06 °C for temperature and 0.14% for relative 

humidity.  Note that the difference between the 

measured relative humidity and that displayed by the 
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SSS tables in this case is less than 2%.  Figure 4 

display temperature and relative humidity in one of 

the compartments. 

 

Air tightness: to estimate the magnitude of leaks we 

put a vapor barrier on both sides of the wall to avoid 

water vapor transfer between the ambient air and the 

wall.  The monitoring of the mass of the SSS and the 

relative humidity allowed us to estimate the 

magnitude of the leak.  

 

 
 

Figure 5 

Evolution of the mass of the saturated salt solution 

for compartment 2. 

 

During the first 20 hours [see Figure 4 and 5] there is 

a great evolutions of relative humidity and mass of 

evaporated SSS. The latter evaporates to balance the 

relative humidity of the ambient air [at t = 0, RH = 

42%] until to reach equilibrium at 78%. After 70 

hours, despite a stable ambient air conditions, the 

SSS always evaporates without affecting the relative 

humidity of the atmosphere. This steam flow cannot 

be explained by the balances drift since this point has 

been checked. Actually, it represents the leakage of 

the compartments for the given operatory test 

conditions. It is of the order of 0. 033 g/h for the 

compartment 2 and 0.004 g/h for the compartment 1. 

 

Table 2 

Domain and measurements uncertainties 

 

Measurement Domain Uncertainty 

Temperature (SHT75) [5-45] °C 0,17°C 

Relative humidity 

(SHT75) 
[40-90] % 2 % 

Temperature (Pt100) [5 à 45] °C 0,15°C 

Temperature 

(thermocouples) 
[5-45] °C 0,16°C 

 

Summary of the measurements uncertainties: 

table 2 gives a summary of hygrothermal operating 

domain of the experimental device and the 

uncertainties on the temperatures and relative 

humidity’s according to the type of sensor. 

 

STUDY OF A STRONGLY HYGROSCOPIC 

WALL 
As an example we present results for isothermal 

loading. This case study allow to highlight the effects 

of vapor transfer on the thermal behavior of a wall 

when latent heat effects are predominant. 

 

The study is conducted on an 8 cm thickness wood 

fiber insulation. This material was characterized by 

different laboratories in the framework of 

HYGROBAT project [ANR-10-HABISOL-005-01 

[15]]. Its physical properties are presented in table 3. 

Note that this material has a high storage capacity and 

a strong dependence of thermal conductivity to relative 

humidity showing 12% variations in the hygroscopic 

field unlike a non-hygroscopic material where its 

variation is negligible in the hygroscopic field such as 

brick [2]. On the other hand, this material has a high 

vapor diffusion coefficient. This indicates that water 

vapor passes through this material almost as easily 

than in the air. 

 

Table 3 

Hygrothermal properties of the tested wood fiber 

insulation 

 

Bulk density 0.144g/cm3 

Porosity 90-99% 

Water vapor permeability 

[kg/[Pa.m.s] 

 dry cup 

1,43×10-10 

wet cup 

3,62×10-11 

Thermal conductivity  

[mW/m.K] 

14,8+40 

[ : Volumetric water 

content %] 

 

To see the effect of mass transfer on the heat transfer 

we realized a test under isothermal conditions at 20 °C 

with a relative humidity of 73% in the outside and 

52% in the inside one.  Figure 6 shows the boundary 

conditions to which the wall is subjected.  Again a 

good stability of the boundary conditions is noted.  

The water vapor steady state is slower to reach 

because of the significant vapor flow needed.  We had 

to intervene regularly to regenerate the SSS. 
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Figure 6 

Temperature and humidity changes at the boundaries 

of the wall 

 

RESULTS AND DISCUSSION 
Figure 7 shows the evolution of the water vapor 

concentration in the wall at x = 0, 2, 4, 6 and 8 cm.  

This curve was obtained from the temperature and 

relative humidity measurements for different positions 

in depth of the wall.  It can be seen that the wall start 

from a constant water vapor concentration of the order 

of 7 g/m3 and evolves over time.  The evolution of 

water vapor concentration over time is due to the 

boundary conditions that creates a difference between 

the two sides of 3.7 g/m3.  This gradient induces a 

water vapor flux through the wall which has been 

measured through the monitoring of the mass of SSS. 

 

 
 

Figure 7 

Evolution of the water vapor concentration in the 

wall at different positions 

 

We can see in figure 8 the evolution of the mass of the 

SSS depending on the time in the compartments 1 and 

2. The slopes of the curves allow to have the flow of 

moisture at the input and output of the wall. Note that 

the water flux based calculated over the last 24 hours 

is 1.15 g/h at the external side and 1.2 g/h at the inside. 

The difference between the two measurements is about 

4.3%. It can be concluded that a pseudo-permanent 

regime is reached. 

 

The algebraic sum between the two curves is the 

amount of stored water. The tested wall stores a large 

amount of water during the first 50 hours estimated to 

156 g. After 12 days, this amount reaches the 327 g. 

Given the porous nature of the wall, the stored water 

cannot only be in vapor form. It is largely in a 

condensed form. 
 

 
 

Figure 8 

Evolution of the mass of the saturated salt solution in 

the two compartments 

 

Figure 9 presents the evolution of the temperature in 

the wall over time. It may be noted a sudden increase 

in temperature on the outside (at 4 cm and 6 cm from 

the edge close to HR = 70%). The temperature reaches 

its maximum value after 5 hours. The magnitude of the 

elevation is 1.7 °C. The increase in temperature is 

explained by the condensation which is accompanied 

by a release of heat. This heat is diffused through the 

wall which causes dephasing found on temperatures at 

different positions. 

 

 
 

Figure 9 

Temperature evolution at different position in the 

wall submitted to isothermal conditions with a vapor 

concentration gradient 

 
The experimental results for this highly hygroscopic 

wall are a benchmark for validation of HAM transfer 

models. 
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CONCLUSIONS 
This paper presents experimental device for the study 

of hygrothermal transfers in the walls of buildings. It is 

a laboratory device that allows the measurement of a 

large number of variables including water vapor flux in 

dynamic regime. It can also reproduce varied loads in a 

single tool. His qualification allowed us to show its 

capacity of hygrothermal regulation and assess the 

uncertainty of the measurements on this bench.  

 

The case of a single-layer wall in wood fiber submitted 

to thermal solicitations allowed to show the interest to 

take into account water transfers in the study of the 

heat balances for a highly hygroscopic wall. Indeed, 

because of the latent effects of condensation of water 

in the wall, showed a rise in temperature that goes 

beyond the degree Celsius. 
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ABSTRACT 

In this study we examines the effect of a giving wall thermal resistance on an inside temperature under 

dynamic regime. Our computational study is conducted to establish, for a giving wall thermal resistance, how 

the inside temperature is influenced by the thermals characteristics, locations and thicknesses for the different 

materiel constituting a building wall. Comparative results for three walls having identical thermal resistance are 

presented under Fes weather conditions.

 

 

KEYWORDS 

Thermal resistance, Dynamic regime, building, 

Weather conditions 

 

NOMENCLATURE 

C Thermal capacity (kJ/kg K) 

h Convective heat exchange coefficient (W/m2 K) 

m The mass of the layer (Kg) 

Uv Global exchange coefficient (W/m2 K) 

t Time, (min) 

a Absorption coefficient (%) 

J Number of days  

R Thermal resistance (°C m2/W) 

S Wall surfaces, (m2) 

T Temperature, °C 

 

INDICES / EXPOSITS  

Ex Exterior 

Int Interior 

ME EST wall 

cim cement 

 

INTRODUCTION 

Evaluation of building heat loss is generally based 

on steady stat model. Consequently the thermal 

inertia of walls is not been considered. 

Givoni [1] suggest that inertia is a necessary 

recommendation for construction in warm climate to 

large range. Narayan [2] validate the effectiveness of 

the inertia under cold climate in the creation of 

thermal comfort and reducing energy consumption. 

Other studies such as Solange [3], state that thermal 

inertia may also be useful in the hot and humid 

climate. 

This research is attempted to show interest of 

considering energy storage in room walls. So, the 

comparative results of room walls, with and without 

energy storage at the wall, are presented for three 

types of walls having the same heat resistance. 
 

DESCRIPTION OF THE BUILDING STUDIED 

A 15 m² room located in Fez, whose south wall, 

East, North and ceiling are exposed to sunlight. Taking 

into account weather condition of Fez, the overall 

radiation incident on the vertical and horizontal walls 

was calculated numerically and the radiation 

transmitted by the glazing according to their 

orientation. This first result is validated by [4-5]. The 

south wall has a 1.68 m² surface of window and door 

surface 2.68 m² to the west wall, the thermo-physical 

properties of these materials were taken by referring to 

the TRNSYS library [6] and literature [7]. 

 

ANALYSIS AND MODELLING 

The numerical study is based on solar and thermal 

models. The incident radiation on the walls is 

evaluated using equations reported in [8]. The 

following hypothesis was used: 

 

- The day relative humidity is assumed to be 

constant and equal to 50%, 

- The atmospheric turbidity B is equal to 0.1 

- The steam saturation pressure of water is 

evaluated for a constant temperature room, 

- The heat transfer in the wall is one-dimensional,  
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- The internal irradiative heat exchange is neglected, 

- The convective heat transfer coefficients are 

constant. 

The 16 heat balance equations concerning the case 

without energy storage at the building walls room are: 
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 Glazing transmitted flux  
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 Indoor Air 
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In study with energy storage at the composite wall, 

the equations of heat balance are established for each 

layer of the wall. Hence, 4 equations are established for 

each wall. 

 

RESULTS AND DISCUSSION 

Constitution and the thermo-physical properties of 

the various walls considered are summarised on tables 

1 and 2. 
 

Table 1: Thermo-physical properties of externals walls 

components  

 Thickness 

 (cm) 

Thermal  

capacity  

(kJ/kg K) 

Thermal  

conductivity  

(W/m K) 

Density  

(kg/m³) 

Polystyrene 2-12 1.380 0.04 35 

Cement mortar 1.5 1 1.15 1700 

Brick 20 0.878 1.15 1800 

 
Table 2: Thermo-physical properties of roof components 

 Thickness  

(cm) 

Thermal  

capacity  

(kJ/kg K) 

Thermal  

conductivity  

(W/m K) 

Density 

 (kg/m³) 

Floor tile 2 0.7 1.75 2300 

Mortar 10 1 1.15 1700 

Concrete 4 0.65 1.75 2100 

Concrete 16 1 1.23 1300 

Plaster 2 1 0.4 1500 

 
The presented results are obtained for 1 June taken 

as the day type of this study. Figure 1 shows the 

distribution of the radiation on the various orientations 

of the room's walls. 

 

 
Figure 1: Incident radiation for different orientation walls 

(Fez 1june)  

 

 
Figure.2: Variation of internal temperature with various 

insulation thicknesses and with no wall energy storage 
 

As shown in figure 2 the internal temperature at 

mid day corresponding to 12 cm isolation was reduced 

about 8 °C compared to the case with 2 cm 

insulation. Additionally, we note that the internal 

temperature was insensitive to growth of insulation 

thicknesses over 12 cm (no represented). 

 

 
Figure.3: Variation of internal temperature with various 

insulation thicknesses and with wall energy storage 
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Figure.4: Dynamic regime effect on the internal 

temperature 
 

Otherwise figure 3 attest that the maximum of 

internal temperature under all isolation thickness was 

less by 3 to 7 degrees if the energy storage in wall is 

considered. Under dynamic regime a 2 cm isolation 

thickness permit a reduction of 9 °C and 2 hours 

phase shift in comparison with the steady state case 

(figure 4). 

 

 
Figure.5: Internal temperature variation with different 

arrangement of layers of the outer wall  

 
Table 3: Constitution and the thermo-physical properties of 

the others walls layers 

 Thickness 

(cm) 

thermal 

capacity 

(kJ/kg K) 

Thermal 

conductivity 

(W/m K) 

density 

(kg/m³) 

Polystyrene 2 1.380 0.04 35 

Polyurethane 2 0.84 0.04 45 

Plaster 20 1.00 0.40 1500 

 

Study of three walls with a fixed thermal 

resistance and different layers arrangement (table 3) 

shows principally a 100 minutes phase shift of the 

internal temperature maximum in case of plaster 

(figure 5). Note that the EPS and polyurethane have 

the same thermal resistance so they emplacement in 

the wall provide the same effect. In comparison with 

the plaster layer a 20 cm thickness mast be use to 

have an identical thermal resistance. So in this case 

the thickness of wall is bigger and here thermal 

inertia is greatest.  

CONCLUSION 

In the present work we have conclude that: 

 Under steady stat regime, the change of layers 

position with the conserving of the total thermal 

resistance gives the same result, 

 Optimum insulation is obtained with a 

thickness of layer insulating equal to 12 cm, 

 The internal temperature variation is moderated 

under dynamic regime,  

 Under dynamic regime a 2 cm isolation 

thickness permit a reduction of 9 °C and 2 hours 

phase shift in comparison with the steady state case 
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ABSTRACT 
Porous media possess a complex structure on a microscopic scale and present strong heterogeneities, which 

makes their precise description extremely complex. The macroscopic behavior of these media is strongly 

dependent of mechanisms that act to the scale of these constituents. In this present work we are interested in 

the development of a macroscopic model of heat transfer by conduction and convection with a heat source 

in the porous materials. This model is established by periodic homogenization of energy conservation 

equations written on a microscopic scale in each phase (solid, liquid and gas). Expressions the different 

input parameters of model were obtained. Numerical calculations of the homogenized thermal conductivity 

tensor are performed on a representative three-dimensional elementary cell of the porous medium. Finally, a 

sensitivity study of this tensor depending of the variation of the water content of the elementary cell 

concerned has been performed. 

Keywords Heat transfer, porous building materials  

NOMENCLATURE 
𝐶 volumetric heat capacity [𝑗 𝑚3𝑘⁄ ] 
ℎ𝑙 specific enthalpy of the liquid [𝐽 𝐾𝑔⁄ ] 
ℎ𝑙𝑣 specific enthalpy of vaporization [𝐽 𝐾𝑔⁄ ] 
𝐼 identity matrix 

𝐿 characteristic macroscopic length [𝑚] 
𝑙 characteristic microscopic length [𝑚] 

𝑛𝑖𝑗  normal unit vector directed from the 

domain 𝛺𝑖 toward the domain 𝛺𝑗 

𝑛𝑖 volume fractions of the materials i  
𝑃𝑐 capillary pressure [𝑃𝑎] 
𝑇 temperature [𝐾] 
𝑡 time [𝑠] 
𝑣 velocity [𝑚 𝑠⁄ ] 
𝑋 dimensional space variable [𝑚] 
𝑥 macroscopic dimensionless space 

variable 

𝑦 microscopic dimensionless space variable 

 

Greek Letters 

 

𝛤 interface between two different phases 

𝜀 scale separation parameter 

𝜆 thermal conductivity [𝑊 𝑚 𝐾⁄ ] 
𝜆ℎ𝑜𝑚 macroscopic conductivity tensor 

[𝑊 𝑚 𝐾⁄ ] 
𝜌 density [𝐾𝑔 𝑚3⁄ ] 
𝜔𝑙𝑔 liquid-gas interface velocity [𝑚 𝑠⁄ ] 

𝛺 period 

𝛺𝑖 part of the period occupied by the pores 

by mediums 𝑖 [𝑚3] 
 

Subscripts 

  

𝑠 solid  

𝑙 water liquid 

𝑔 gas  

𝑟 reference variable 

  
∗  dimensional variable 

𝛼 = 𝑠, 𝑙 and 𝑔 
 

INTRODUCTION 
In order to reduce energy costs and 

environmental impacts related to buildings, 

several organizations and research laboratories 

have focused on the physical study of the 

building and its energy behavior [1]. Most 

materials used in building construction are porous 

materials with a complex structure and exhibit 

strong heterogeneities on the microscopic scale. 

Moreover, most of the phenomena involved at the 

microscopic scale are the origin of the 

phenomena presented on the macroscopic scale: 

the macroscopic behavior of material is strongly 

dependent mechanisms acting at the scale of 

these constituents. It is then necessary to dispose 

of macroscopic laws that allow us to take into 

account the heterogeneity and complexity of 

porous media and describe their overall behavior 

on a large scale. 

One possible solution to describe these highly 

heterogeneous on the pore scale is to assimilate 

them to the equivalent continuous media on a 

macroscopic scale, with the same average 

behavior, using homogenization methods, also 

called scaling method or micro-macro transition. 
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The effective medium is then characterized by 

effective transport properties, or macroscopic 

coefficients reflecting physics at the pore scale. 

The periodic homogenization method is among 

the most well-known and rigorous scaling 

methods available in literature allowing obtaining 

pertinent model. It is mainly based on the method 

of asymptotic expansions [2]. This method 

assumes that the microstructure of the 

macroscopic medium is constituted of a periodic 

repetition of basic elementary cells. In this work, 

we propose to establish the periodic 

homogenization of heat transport equations on 

the microscopic scale for the different phases of 

the real porous media, the recourse to the 

periodic homogenization well known by its 

reliability to achieve relevant and pertinent 

macroscopic models. Then, numerical 

simulations on a representative elementary cell of 

the microstructure of the studied porous medium 

are investigated, in order to calculate the 

homogenized tensor of thermal conductivity. 

 

MICROSTRUCTURAL DESCRIPTION 

OF PERIODIC MEDIUM  
 

The internal elements of the material structure 

constitute the microstructure that affects 

significantly the properties of macroscopic 

materials. At the macroscopic scale, many 

materials present a homogeneous geometry but 

they are in reality highly heterogeneous on a 

microscopic scale, especially when considering 

the cementitious material. Indeed, the 

macroscopic behavior of materials is strongly 

dependent on the mechanisms involved at the 

microscopic scale.  

Figure 1 shows an example of an X-ray 

tomography image of cementitious material 

representing the heterogeneity of such material; it 

contains aggregates in white, cement and sand in 

gray and voids in black. 

 
Figure 1: tomographic image obtained by X- rays 

of the concrete (resolution 60 𝜇𝑚) [3] 

 

Considering a porous medium having a 

microstructure constituted of periodical repetition 

of an elementary cells (see Figure 2). Each cell is 

composed of a solid phase 𝛺𝑠
∗, a liquid phase 𝛺𝑙

∗ 

and a gaseous phase 𝛺𝑔
∗ . The interfaces between 

these various phases are 𝛤𝑙𝑔
∗ , 𝛤𝑠𝑔

∗  et 𝛤𝑙𝑠
∗; they 

represent the gas-liquid, gas-solid, and liquid-

solid interfaces, respectively.  

 
Figure 2: Example of a periodic microstructure 

partially saturated 

 

MICROSCOPIC DESCRIPTION OF 

HEAT TRANSFER EQUATIONS:  
 

Considering the conduction and convection heat 

transfer, the conservation of energy [4] in each 

phase can be written respectively 

 

𝜌𝑠
∗𝑐𝑠

∗
𝜕∗𝑇𝑠

∗

𝜕𝑡∗
− 𝑑𝑖𝑣∗(𝜆𝑠

∗. 𝑔𝑟𝑎𝑑∗𝑇𝑠
∗) = 0       in 𝛺𝑠

∗ 
(1) 

𝜌𝑙
∗𝑐𝑙

∗
𝜕∗𝑇𝑙

∗

𝜕𝑡∗
− 𝑑𝑖𝑣∗(𝜆𝑙

∗. 𝑔𝑟𝑎𝑑∗𝑇𝑙
∗) 

+𝜌𝑙
∗𝑐𝑙

∗𝑣𝑙
∗. 𝑔𝑟𝑎𝑑∗𝑇𝑙

∗ = 0       in 𝛺𝑙
∗ 

 
(2) 

𝜌𝑔
∗ 𝑐𝑔

∗
𝜕∗𝑇𝑔

∗

𝜕𝑡∗
− 𝑑𝑖𝑣∗(𝜆𝑔

∗ . 𝑔𝑟𝑎𝑑∗𝑇𝑔
∗) 

+𝜌𝑔
∗ 𝑐𝑔

∗𝑣𝑔
∗. 𝑔𝑟𝑎𝑑∗𝑇𝑔

∗ = 0       in 𝛺𝑔
∗  

 
(3) 

The boundary conditions at the various interfaces 

are given by:  

Gas-liquid:  𝑇𝑔
∗ = 𝑇𝑙

∗                on 𝛤𝑔𝑙
∗  (4) 

−𝜆𝑔
∗

𝜕∗𝑇𝑔
∗

𝜕𝑦∗
𝒏𝒈𝒍

∗ = −𝜆𝑙
∗

𝜕∗𝑇𝑙
∗

𝜕𝑦∗
𝒏𝒈𝒍

∗  

+𝑞𝑔𝑙
∗  𝒏𝒈𝒍

∗       on 𝛤𝑔𝑙
∗    

 
(5) 

Gas-solid : 𝑇𝑔
∗ = 𝑇𝑠

∗               on 𝛤𝑔𝑠
∗  (6) 

𝜆𝑔
∗

𝜕∗𝑇𝑔
∗

𝜕𝑦∗
𝒏𝒈𝒔

∗ = 𝜆𝑠
∗

𝜕∗𝑇𝑠
∗

𝜕𝑦∗
𝒏𝒈𝒔

∗              on 𝛤𝑔𝑠
∗    

(7) 

 
Liquid-solid : 𝑇𝑙

∗ = 𝑇𝑠
∗                    on 𝛤𝑙𝑠

∗ (8) 

𝜆𝑙
∗

𝜕∗𝑇𝑙
∗

𝜕𝑦∗
𝒏𝒍𝒔

∗ = 𝜆𝑠
∗

𝜕∗𝑇𝑠
∗

𝜕𝑦∗
𝒏𝒍𝒔

∗                on 𝛤𝑙𝑠
∗ 

(9) 

 

These terms (equations 4 to9) represent the 

continuity of temperatures and heat flows on the 

interfaces 𝛤𝑔𝑙
∗ , 𝛤𝑔𝑠

∗  et 𝛤𝑙𝑠
∗. 

In addition to the conduction and convection 

terms, the consumption or energy production 

(term source or sink) due to the phase change are 

added to the balance energy. In the present case 

this term qgl
∗  : is a heterogeneous source of heat 

[5, 6] at the liquid-gas interface:  

𝑞𝑔𝑙
∗ = 𝜌𝑔

∗ ℎ𝑙𝑣
∗ (𝑣𝑔

∗ − 𝜔𝑙𝑔
∗ ) (10) 
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On the other hand, the time average of each 

balance equation term in the phase “𝑖” is given 

by: 

〈
𝜕∗𝑇𝛼

∗

𝜕𝑡∗
〉𝑖 =

𝜕∗

𝜕𝑡∗
〈𝑇𝛼

∗〉𝑖

−
1

|𝛺|∗
∫ 𝑇𝛼

∗𝜔𝑙𝑔
∗ 𝒏𝒍𝒈

∗ 𝑑𝛤∗

 

𝛤𝑙𝑔
∗

 

(11) 

With:     𝛼 = 𝑠, 𝑙 and 𝑔 

 

DIMENSIONAL ANALYSIS OF 

EQUATIONS 
 

The dimensionless physical data are defined by 

dividing each variable by its characteristic value. 

These variables are estimated in terms of the 

parameter ε which represents the ratio between 

the characteristic microscopic length “𝑙”, and the 

characteristic macroscopic length “𝐿”. The 

perturbation parameter ε, verifies the scale 

separation condition and the existence of an 

equivalent medium: 

𝜀 =
𝑙

𝐿
≪ 1 

(12) 

By introducing in the previous equations 

(1 to 11) the dimensionless variables following: 

Where 𝑦 represents the microscopic space 

variable, and 𝑥 the macroscopic space variable. 

The variables indexed by “𝑟” are the reference 

ones, supposed known. The sign  ∗ denotes the 

dimensional variables, and the new variables 

appeared without star ( ∗) are dimensionless.  

Replacing the dimensionless variables defined 

into the previous equations of transport 

(equations 1 to 11), we obtain a new 

dimensionless  energy conservation equations: 

𝛲𝑠𝐶𝑠

𝜕𝑇𝑠

𝜕𝑡
− 𝑑𝑖𝑣(𝜆𝑠. 𝑔𝑟𝑎𝑑𝑇𝑠) = 0        in 𝛺𝑠 

(13) 

𝛲𝑠. 𝐶1. 𝐶𝑙

𝜕𝑇𝑙

𝜕𝑡
− 𝜆1. 𝑑𝑖𝑣(𝜆𝑙 . 𝑔𝑟𝑎𝑑𝑇𝑙) 

+𝑃𝑙  𝐶𝑙 𝑣𝑙𝑔𝑟𝑎𝑑𝑇𝑙 = 0       in 𝛺𝑙 

 

 

(14) 

𝛲𝑠 . 𝐶2. 𝐶𝑔

𝜕𝑇𝑔

𝜕𝑡
− 𝜆2. 𝑑𝑖𝑣(𝜆𝑔. 𝑔𝑟𝑎𝑑𝑇𝑔)                 

+𝑃𝑙  𝐶3 𝑣1 𝐶𝑔 𝑣𝑔𝑔𝑟𝑎𝑑𝑇𝑔 = 0         in 𝛺𝑔 

 

 

(15) 

With: 𝐶𝛼
 = 𝜌𝛼𝑐𝛼 

The boundary conditions on the various 

interfaces become: 

Gas-liquid : 𝑇𝑔
 = 𝑇𝑙

                    on 𝛤𝑔𝑙
  (16) 

 𝜆3𝜆𝑔
 

𝜕𝑇𝑔
 

𝜕𝑦  
𝒏𝒈𝒍

 = 𝜆𝑙
 

𝜕𝑇𝑙
 

𝜕𝑦  
𝒏𝒈𝒍

  

+𝑁𝑙𝑣𝑞𝑔𝑙
  𝒏𝒈𝒍

        on 𝛤𝑔𝑙
   

 

 

(17) 

Gas-solid: 𝑇𝑔
 = 𝑇𝑠

                       on 𝛤𝑔𝑠
  (18) 

𝜆2𝜆𝑔
 

𝜕𝑇𝑔
 

𝜕𝑦  
𝒏𝒈𝒔

 = 𝜆𝑠
 

𝜕𝑇𝑠
 

𝜕𝑦  
𝒏𝒈𝒔

             on 𝛤𝑔𝑠
   

(19) 

Liquid-solid: 𝑇𝑙
 = 𝑇𝑠

              on 𝛤𝑙𝑠
  (20) 

 𝜆1𝜆𝑙
 

𝜕𝑇𝑙
 

𝜕𝑦  
𝒏𝒍𝒔

 = 𝜆𝑠
 

𝜕𝑇𝑠
 

𝜕𝑦  
𝒏𝒍𝒔

               on 𝛤𝑙𝑠
  

(21) 

The average of the time derivative of each 

equation then becomes: 

〈𝐶𝛼
 

𝜕𝑇𝛼
 

𝜕𝑡  
〉 = 𝐶𝛼

 
𝜕

𝜕𝑡  
〈𝑇𝛼

 〉 −
ℛ𝑇

|𝛺|
∫ 𝑇𝛼

 𝜔𝑙𝑔
 𝒏𝒍𝒈

 𝑑𝛤

 

𝛤𝑙𝑔
 

 
(22) 

The following dimensionless numbers 

characterizing the various transfers appear 

naturally after the dimensional analysis of the 

microscopic transfer equations: 

𝛲𝑠 =
𝐶𝛼

𝑟𝑙2

𝜆𝑠
𝑟𝑡 

𝑟
 𝑃𝑙 =

𝐶𝑙
𝑟𝑣𝑙

𝑟𝑙

𝜆𝑠
𝑟  𝐶1 =

𝐶𝑙
𝑟

𝐶𝑠
𝑟 

𝐶2 =
𝐶𝑔

𝑟

𝐶𝑠
𝑟  𝐶3 =

𝐶𝑔
𝑟

𝐶𝑙
𝑟  𝜆1 =

𝜆𝑙
𝑟

𝜆𝑠
𝑟 

𝜆2 =
𝜆𝑔

𝑟

𝜆𝑠
𝑟   𝜆3 =

𝜆𝑔
𝑟

𝜆𝑙
𝑟  𝑣1 =

𝑣𝑔
𝑟

𝑣𝑙
𝑟 

𝑁𝑙𝑣 =
𝑙

𝜆𝑙
𝑟 𝑞𝑔𝑙

𝑟  ℛ𝑇 =
𝑡𝑟𝜔𝑙𝑔

𝑟

𝑙
 

 

All these appeared parameters characterizing the 

various transfers considered in porous media are 

dimensionless number, as examples: the inverse 

of the number Fourier Ρs, the Peclet number Pl, 

the ratio of thermal conductivities λ1,  λ2,  λ3, the 

ratio of thermal capacities C1, C2,  C3. To be 

reduced to a dimensionless one scale problem, we 

express the dimensionless numbers depending on 

the perturbation parameter 𝜀. Taking into account 

the characteristic values and different physical 

phenomena and for homogenisables problems. 

The orders of magnitude of dimensionless 

numbers corresponding are then given by: 

𝛲𝑠 = 𝒪(𝜀2) 𝑃𝑙 = 𝒪(𝜀  ) 𝐶1 = 𝒪(1) 

𝐶2 = 𝒪(𝜀) 𝐶3 = 𝒪(𝜀) 𝜆1 = 𝒪(1) 

𝜆2 = 𝒪(𝜀) 𝜆3 = 𝒪(𝜀) 𝑣1 = 𝒪(𝜀  ) 

𝑁𝑙𝑣 = 𝒪(𝜀2) ℛ𝑇 = 𝒪(𝜀  )  

 

MACROSCOPIC MODEL  
 

The classical periodic homogenization [7-9] 

procedure consists to replace the orders of 

magnitude of the dimensionless numbers in the 

dimensionless equations (13 to 22). Then, the 

unknowns variables of the problem are searched 

in the form of an asymptotic development 

𝑦 =
𝑦∗

𝑙
 𝑥 =

𝑥∗

𝐿
 𝑡 =

𝑡 
∗

𝑡 
𝑟
 

𝜔𝑙𝑔 =
𝜔𝑙𝑔

∗

𝜔𝑙𝑔
𝑟  𝜌𝛼

 =
𝜌𝛼

∗

𝜌𝛼
𝑟  𝑣𝛽

 =
𝑣𝛼

∗

𝑣𝛼
𝑟 

𝑇𝛼
 =

𝑇𝛼
∗

𝑇𝛼
𝑟 𝐶𝛼

 =
𝐶𝛼

∗

𝐶𝛼
𝑟 𝜆𝛼

 =
𝜆𝛼

∗

𝜆𝛼
𝑟  

𝑞𝑙𝑔 =
𝑞𝑙𝑔

∗

𝑞𝑙𝑔
𝑟  
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depending on the perturbation parameter ε as 

following:  

𝑇𝛼(𝑥, 𝑦) = 𝑇𝛼
(0)(𝑥, 𝑦) +  𝜀𝑇𝛼

(1)(𝑥, 𝑦) 

+𝜀2𝑇𝛼
(2)(𝑥, 𝑦) + ⋯ 

 
(23) 

Note that all the terms 𝑇𝛼
𝑖 in Equation (23) are 

y-periodic. The variables x and y are linked by 

𝑥 = 𝜀𝑦 

The derivation operators grad and div are 

written:  

𝑔𝑟𝑎𝑑 = 𝑔𝑟𝑎𝑑𝑦 + 𝜀𝑔𝑟𝑎𝑑𝑥 =
𝜕

𝜕𝑦
+ 𝜀

𝜕

𝜕𝑥
 

(24) 

𝑑𝑖𝑣 = 𝑑𝑖𝑣𝑦 + 𝜀𝑑𝑖𝑣𝑥 (25) 

By equating to zero the factors of successive 

powers of ε, we obtain the coupled problems 

𝒫0, 𝒫1, 𝒫2 … 
The flow of the liquid is governed by the Darcy 

law at the macroscopic scale [10, 11]:  

𝑣𝑙
 
 

= −𝛬𝑙𝑙𝛻(𝑃 − 𝑃𝑐) (26) 

Where 𝛬𝑙𝑙 represents the Darcy tensor defined by 

the expression:  

𝛬𝑙𝑙 =
𝐾𝑟𝑙𝐾𝑙

𝜇𝑙
 

(27) 

𝐾𝑟𝑙 is the relative permeability of the liquid 

phase, 𝐾𝑙 is the intrinsic permeability of the 

material and 𝜇𝑙 is the fluid viscosity. 

The total pressure of the gas phase is considered 

constant, and the capillary pressure 𝑃𝑐 is a 

characteristic of the porous medium, dependent 

on temperature, which allows us to write: 

𝛻𝑃𝑐 = (
𝜕𝑃𝑐

𝜕𝑇
) 𝛻𝑇 

(28) 

The homogenized equation of heat transfer in 

porous media is given by: 

(𝑛𝑠𝐶𝑠 + 𝑛𝑙𝐶𝑙)
𝜕𝑇

𝜕𝑡
− 𝑑𝑖𝑣𝑥(𝜆𝑠

ℎ𝑜𝑚 + 𝜆𝑙
ℎ𝑜𝑚)𝛻𝑇 

+𝑑𝑖𝑣𝑥𝜌𝑙ℎ𝑙𝛬𝑙𝑙
ℎ𝑜𝑚 (

𝜕𝑃𝑐

𝜕𝑇
) 𝛻𝑇 − ℎ𝑙𝑣𝑚𝑔 = 0 

 

 

(29) 

Where ℎ𝑙
 
: is the specific enthalpy of liquid. 

ℎ𝑙𝑣𝑚𝑔 : is the macroscopic phase change rate 

and ℎ𝑙𝑣 : is the specific enthalpy of vaporization. 

𝑛𝑠 and 𝑛𝑙 are the volume fractions of the solid 

and liquid phases: 

𝑛𝑠 =
|𝛺𝑠|

|𝛺|
 and 𝑛𝑙 =

|𝛺𝑙|

|𝛺|
 

Then we have:  

𝐶ℎ𝑜𝑚
𝜕𝑇0

𝜕𝑡
− 𝑑𝑖𝑣𝑥(𝑎𝑡𝛻𝑇) − ℎ𝑙𝑣𝑚𝑔

= 0      

(30) 

Thus, 

𝐶ℎ𝑜𝑚 = (𝑛𝑠𝐶𝑠 + 𝑛𝑙𝐶𝑙) (31) 

𝑎𝑡 = 𝜆ℎ𝑜𝑚 − ℎ𝑙
 𝜌𝑙

 𝛬𝑙𝑙
ℎ𝑜𝑚 (

𝜕𝑃𝑐

𝜕𝑇
) 

(32) 

𝑚𝑔 =
1

|𝛺|
∫ 𝜌𝑔(𝑣𝑔 − 𝜔𝑙𝑔

 )

 

𝛤𝑙𝑔
 

𝒏𝒍𝒈𝑑𝛤 
(33) 

𝐶ℎ𝑜𝑚: is the macroscopic heat capacity, 𝑎𝑡: 

Corrected thermal conductivity, 𝑚𝑔 : represents 

the mass evaporation rate. It is to notice that the 

term of phase change is a function of the velocity 

of the gas-liquid interface 𝜔𝑙𝑔. If this parameter 

decreases, the available interface liquid-gas for 

the phase change also decreases. 

𝛬𝑙𝑙
ℎ𝑜𝑚 =

1

|𝛺|
∫ 𝛬𝑙𝑙 (

𝜕𝜒𝑙

𝜕𝑦
+ 𝐼)

 

𝛺𝑙

𝑑𝛺 
(34) 

𝜆ℎ𝑜𝑚 =
1

|𝛺|
∫ 𝜆𝑠 (

𝜕𝜒𝑠

𝜕𝑦
+ 𝐼)

 

𝛺𝑠

𝑑𝛺 

+
1

|𝛺|
∫ 𝜆𝑙 (

𝜕𝜒𝑙

𝜕𝑦
+ 𝐼)

 

𝛺𝑙

𝑑𝛺 

 

 

(35) 

The homogenized thermal conductivity tensor is 

strongly dependent on the porous structure 

through local variables 𝜒𝑠 and 𝜒𝑙, determined by 

solving the local boundary value problem in the 

porous medium. 

Where: 𝜒𝑠 is periodic, of zero average on 𝛺𝑠; and 

 𝜒𝑙 is periodic, of zero average on 𝛺𝑙. The 

solutions are obtained by solving on the period, 

the local boundary value problem is:  

𝑑𝑖𝑣𝑦 (𝜆𝑠 (
𝜕𝜒𝑠

𝜕𝑦
+ 𝐼)) = 0        in 𝛺𝑠 

 

𝑑𝑖𝑣𝑦 (𝜆𝑙 (
𝜕𝜒𝑙

𝜕𝑦
+ 𝐼)) = 0        in 𝛺𝑙 

 

𝜆𝑠 (
𝜕𝜒𝑠

𝜕𝑦
+ 𝐼) . 𝒏𝒈𝒔 = 0             on 𝛤𝑔𝑠 

(36) 

𝜆𝑙 (
𝜕𝜒𝑙

𝜕𝑦
+ 𝐼) . 𝒏𝒈𝒍 = 0             on 𝛤𝑔𝑙 

 

        𝜆𝑙 (
𝜕𝜒𝑙

𝜕𝑦
+ 𝐼) . 𝒏𝒍𝒔 

                = 𝜆𝑠 (
𝜕𝜒𝑠

𝜕𝑦
+ 𝐼) . 𝒏𝒍𝒔   on 𝛤𝑙𝑠 

 

 𝜒𝑙 = 𝜒𝑠             on 𝛤𝑙𝑠      
〈𝜒𝑠〉 = 0   〈𝜒𝑙  〉 = 0 

 

 

 

NUMERICAL APPLICATION 
 

In this part, we concentrate on the main input 

parameter of the heat transfer model. Regarding 

the obtained model, the macroscopic thermal 

conductivity depends on the microstructure of the 

considered porous medium via the thermal 

conductivity (𝜆ℎ𝑜𝑚) tensors calculated in the 

previous section. Here, we calculate this obtained 

by the periodic homogenization method. 

Numerical solution for an elementary cell 

of three-dimensional geometry 
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Let us consider a porous medium whose 

microstructure consists in a periodic repetition of 

a three-dimensional unit cell. The studied consists 

of two spheres of radius 𝑟𝑐1 = 0.3805 and 𝑟𝑐2 =
0.3899 located in the center of the unit cell, and 

eighths of spheres of radius 𝑟𝑠 = 0.36 located at 

the corners of the cell, and quarters of spheres of 

the same radius, located on each side of the cell 

(Figure 3). 

 

 
 

Figure 3: Elementary cell of periodic medium 

The domain in green represents the liquid phase. 

This water layer adsorbed on the solid phase is of 

very small thickness ( 𝑒𝑙 = 0.0094), which lays 

to a water content of 1.5%, that corresponds to a 

constant relative humidity in the hygroscopic 

region.. 

By solving the local boundary value (84), the 

homogenized thermal conductivity tensors was 

calculated to determine the variables 𝜒𝑠 and 𝜒𝑙 . 
These local boundary value problems are solved 

by the finite element method by using COMSOL 

Multiphysics. 

Resolution of the local boundary value 

problem on the period  

 

Thermal conductivity tensor homogenized 
The local boundary value problem to be 

solved in this case is: 

𝛥𝑦𝜒𝑠𝑖
= 0      (𝑖 = 1,2,3)              in 𝛺𝑠 

𝜕𝜒𝑠𝑖

𝜕𝑦
. 𝒏 = 𝑛𝑖                                    on 𝛤𝑠𝑔 

𝜕𝜒𝑠𝑖

𝜕𝑦
. 𝒏 =

𝜆𝑙

𝜆𝑠
(

𝜕𝜒𝑙𝑖

𝜕𝑦
) 𝑛𝑖

− (1 −
𝜆𝑙

𝜆𝑠
) 𝑛𝑖      on 𝛤𝑙𝑠 

𝜒𝑠𝑖
= 𝜒𝑙𝑖

                                        on 𝛤𝑙𝑠 

< 𝜒𝑠𝑖
>𝛺𝑠

= 0 

 

 

 

 

 

(37) 

𝛥𝑦𝜒𝑙𝑖
= 0      (𝑖 = 1,2,3)              in 𝛺𝑙 

𝜕𝜒𝑙𝑖

𝜕𝑦
. 𝒏 = 𝑛𝑖                                     on 𝛤𝑙𝑔 

𝜕𝜒𝑙𝑖

𝜕𝑦
. 𝒏 =

𝜆𝑠

𝜆𝑙
(

𝜕𝜒𝑠𝑖

𝜕𝑦
) 𝑛𝑖

− (1 −
𝜆𝑠

𝜆𝑙
) 𝑛𝑖      on 𝛤𝑙𝑠 

 

 

(38) 

𝜒𝑙𝑖
= 𝜒𝑠𝑖

                                           on 𝛤𝑙𝑠 

< 𝜒𝑙𝑖
>𝛺𝑙

= 0 

Remind that on the solid-solid and liquid-liquid 

interfaces, the conditions of periodicity are 

applied for each component of χs and χl. 

After the numerical resolution, the obtained 

homogenized thermal conductivity tensor is the 

following:  

𝜆ℎ𝑜𝑚 = 𝜆𝑠 [
0.76421 0 0

0 0.76421 0
0 0 0.76421

] 

+𝜆𝑙 [
0.01056 0 0

0 0.01056 0
0 0 0.01056

] 

This unit cell considered is realistic in terms of 

geometric representation of the medium studied, 

and it also allows us to obtain a low porosity 

corresponding to these porous media. It is clear 

that the tensor homogenized of thermal 

conductivity is characterized by the same value in 

the three main directions, and this is due to the 

isotropy and symmetry of the considered 

material.  

Sensitivity of the diffusion coefficient 
 

Generally the water content affects all the 

hygrothermal transfer parameters [12]. These 

parameters include the thermal conductivity 

coefficient. It informs us directly on the kinetics 

of the transfer within the porous medium, it 

therefore has a major role in the prediction of 

thermal exchanges. 

This sensitivity study allows showing the impact 

of varying the water content on the homogenized 

thermal conductivity tensor calculated in the 

previous section. 

In this part, the homogenized thermal 

conductivity tensor is calculated numerically by 

varying the water content of 0% to 2.5%.With 

𝜆𝑠 = 2.1 𝑊 𝑚 𝐾⁄  [12] and 𝜆𝑙 = 0.6 𝑊 𝑚 𝐾⁄ . The 

results are illustrated in the following figures: 

 
Figure 4: Variation of homogenized thermal 

conductivity depending on the water content 𝜃𝑙 
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Figure 4 represents the evolution of homogenized 

thermal conductivity tensor deduced from 

numerical simulations based on the volume of 

water contained in the representative unit cell. 

These figures show that the moisture has 

significant influence on the homogenized thermal 

conductivity tensor of the studied material: more 

the material is wet, the greater its isolation power 

is low. Indeed with increasing relative humidity, 

the water replaces the air, which reduces the 

thermal conductivity of the medium. 

 

CONCLUSIONS   
 

The implementation of the multiscale 

homogenization technique, allowed us to 

elaborate, from the equations written at the pore 

scale of the porous medium, a pertinent 

macroscopic model of heat transfers. The 

homogenization method used is based on 

dimensional analysis of the equations of 

conservation of energy at microscopically scale. 

The macroscopic parameters of the developed 

model are so defined. This method assumes that 

the microstructure of the porous medium consists 

of a periodic repetition of a certain elementary 

cell, called basic cell. A representative elementary 

cell of the porous medium was chosen in order to 

numerically determine the homogenized tensor of 

thermal conductivity. This latter depend on the 

geometrical properties of the cell. Finally, a 

sensitivity analysis has allowed us to highlight 

the influence of the water content of the material 

on the evolution of the homogenized thermal 

conductivity tensor. It proved that the 

homogenized thermal conductivity tensor is 

sensitive to variations of the water content of unit 

cell.  
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ABSTRACT 
A new kind of phase change humidity control material (PCHCM) was prepared by using phase change material 

(PCM) microcapsules and different hygroscopic porous materials. The PCHCM composite can regulate the 

indoor hygrothermal environment by absorbing or releasing both heat and moisture. The PCM microcapsules 

were synthesized with methyl triethoxysilane by the sol–gel method. The vesuvianite, sepiolite and zeolite 

were used as hygroscopic materials. The scanning electron microscopy (SEM) was used to measure the 

morphology profiles of the microcapsules and PCHCM. The differential scanning calorimetry (DSC) and the 

thermal gravimetric analysis (TGA) were used to determine the thermal properties and thermal stability. Both 

the moisture transfer coefficient and moisture buffer value (MBV) of different PCHCMs were measured by the 

improved cup method. The DSC results showed that the SiO2 shell can reduce the super-cooling degree of 

PCM. The super-cooling degrees of microcapsules and PCHCM are lower than that of the pure PCM. The 

onset temperature of thermal degradation of the microcapsules and PCHCMs is higher than that of pure PCM. 

Both the moisture transfer coefficient and MBV of PCHCMs are higher than that of the pure hygroscopic 

materials. The results indicated the PCHCMs have better thermal properties and moisture buffer ability. 

INTRODUCTION 
Climate change is happening; and it is mainly caused 

by the increase of greenhouse gas emissions. Since 

most of this emission increase is a result of burning 

fossil fuels for energy, it's critical to improve the 

energy efficiency to tackle the climate change. Many 

technologies are utilized to reduce fossil energy 

consumption. For example, the development of green 

energy, improving energy efficiency and the use of 

innovative passive materials are feasible methods [1-

3]. The energy consumption of the heating, 

ventilation and air conditioning (HVAC) system 

accounts for 1/3 of building energy consumption. So 

it’s essential to improve the building energy 

efficiency and reduce the energy consumption of 

HVAC systems. Using new type of building materials 

to passively control the indoor temperature and 

humidity to at a relatively stable and comfortable 

level is a possible way of energy saving [4, 5]. 

Building materials with large specific heat capacity 

can reduce indoor temperature fluctuations. Phase 

change materials (PCM) can absorb or release large 

amount of thermal heat, and the temperature of the 

materials maintain constant in phase change process. 

So phase change materials can be used to regulate 

indoor temperature and cut down the energy 

consumption [5]. 

The moisture transfer process may cause moisture 

damage to construction materials. And indoor 

relative humidity affects the comfort and health of 

human body. For example, low relative humidity 

(RH < 30%) is related to mucous membrane, 

dryness of skin and throats, sensory irritation of 

eyes, and high relative humidity (RH > 70%) may 

cause rheumatic, rheumatoid arthritis, respiratory 

discomfort and allergies by promoting mold growth 

[6-9]. Previous studies [10] show people feel most 

comfortable when the indoor relative humidity is 

ranging from 50% to 60% [10]. In order to maintain 

a stable and comfortable indoor relative humidity, 

HVAC system is used to dehumidify/humidify the 

supply air in most building applications, which 

consumes a lot of energy to remove the latent heat 

of the moisture. Hygroscopic humidity control 

materials can absorb and release large account of 

moisture from indoor air, which means that these 
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materials may be used to control the relative 

humidity.  

The main purpose of the study is to develop a new 

kind of passive phase change humidity control 

material (PCHCM), which can moderate both the 

indoor temperature and moisture. Several PCHCMs 

were prepared in the paper. The thermal properties, 

moisture transfer coefficient and moisture buffer 

value of different PCHCMs were tested, analyzed 

and compared.  

EXPERIMENTAL 
40g PCM and 5g sodium dodecyl sulfate (SDS) were 

added into 150ml distilled water in a beaker. The 

temperature of the solution was kept at 35 ℃ to melt 

the PCM, and then the solution was stirred at a rate of 

600 rpm for 0.5 h with a magnetic stirrer. And then the 

temperature of the solution was maintained at 23 ℃, 

and the solution was stirred for 0.5h.. 40g Methyl 

triethoxysilane (MTES), 40g ethanol and 75ml 

distilled water were mixed in a beaker to form the 

solution. The pH of the solution was adjusted to 2–3 

by adding hydrochloric acid. Then the temperature of 

the solution was maintained at 50 ℃, and the solution 

was stirred at a rate of 500 rpm for 20 min by a 

magnetic stirrer. After the hydrolysis reaction of the 

MTES, the sol solution as the microencapsulation 

precursor was obtained. 

The temperature of the prepared PCM Oil/Water 

emulsion was controlled at 35℃ and stirred at a rate of 

400 rpm. And then the PH degree of the prepared PCM 

Oil/Water emulsion was adjusted to 9-10 by adding 

ammonia solution. Then, the sol solution was dropped 

into the PCM Oil/Water emulsion. The mixture was 

kept reacting and being stirred for 2 h. The SiO2 was 

formed by condensation reactions between the methyl 

silicate and methyl silicate. After the polymerization 

process of the sol mixture, the SiO2 shell was formed 

on the surface of the PCM droplet. Then, the 

microcapsules were collected by filter paper and 

washed with distilled water. Then the microcapsules 

were dried in a low temperature vacuum oven at 0 ℃ 

for 24 h. The microencapsulated PCM with SiO2 shell 

were gained, and then named as CPCM. The 

vesuvianite, sepiolite and zeolite are typical 

hygroscopic porous materials, which are often used as 

humidity control materials for indoor environment. We 

chose these three materials as the base material for the 

preparation of PCHCM. Firstly, the vesuvianite, 

sepiolite and zeolite were dried in a vacuum oven for 

10 h at 100 ℃. Then the CPCM was added into the 

vesuvianite, sepiolite and zeolite with the mass ratio 

of 1:4, respectively. The CPCM can influent the 

mechanical properties of the hygroscopic materials, 

which may make the bricks too loose to be formed. In 

this experiment, in order to obtain bricks, the mass 

ratio of the CPCM and hygroscopic materials was 

tested repeatedly. The mixtures and water with mass 

ratio 1:2 were stirred at a rate of 200 rpm at the room 

temperature for 5 min, and were formed as bricks. 

Then the bricks were dried in a low temperature 

vacuum oven at 0 ℃ for 48 h. The CPCM/vesuvianite, 

CPCM/sepiolite and CPCM/zeolite composites were 

acquired, and then were named as VCPCM, SCPCM 

and ZCPCM, respectively. The hygroscopic materials 

and water with mass ratio 1:2 were stirred at a rate of 

200 rpm at the room temperature for 5 min, and were 

formed as bricks. The bricks formed by pure 

vesuvianite, sepiolite and zeolite will be as the control 

samples for the PCHCMs. 

Figure 1 

SEM photographs of the (a) CPCM, (b) VCPCM, 

(c) SCPCM, (d) ZCPCM

CHARACTERIZATIONS OF THE CPCM 

AND PCHCMs 
The microstructure and morphology of the CPCM 

and PCHCMs are shown in Figure 1. As seen in 

Figure 1a, the microcapsules have a compact SiO2 

shell to encapsulate the PCM, and the SiO2 shell can 

keep the PCM from leaking when the PCM is melted. 

The microcapsules have a spherical shape, and the 

size of the microcapsules is about 100μm. The SEM 

profiles of VCPCM, SCPCM and ZCPCM are shown 

in Figure 1b-d. It can be seen that the CPCM was 

been dispersed in the hygroscopic materials. 
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Figure 2 and Figure 3 showed the DSC results of the 

PCM, CPCM, VCPCM, SCPCM and ZCPCM. The 

PCM melting process is shown in Figure 2, and the 

PCM solidifying process is shown in Figure 3. As can 

be seen in, the melting temperature and solidifying 

temperatures of the PCM are investigated to be 

28.3℃and 24.8℃, the melting latent heat and 

solidifying latent heat are measured to be 146.2kJ/kg 

and 148.7kJ/kg, and the super-cooling degree is 3.5℃. 

The melting temperature of the CPCM, VCPCM, 

SCPCM and ZCPCM are measured to be 27.2℃, 

26.9℃, 26.8℃ and 27.1℃. The solidifying temperatures 

of the CPCM, VCPCM, SCPCM and ZCPCM are 

measured to be 25.0℃, 25.2℃, 25.2℃ and 25.1℃ 

respectively. The super-cooling degrees of the CPCM, 

VCPCM, SCPCM and ZCPCM are 2.2℃, 1.7℃, 1.6℃ 

and 2.0℃, respectively. It can be seen that the super-

cooling degrees of CPCM, VCPCM, SCPCM and 

ZCPCM are lower than that of the PCM. The reason is 

that the SiO2 shell of the microcapsules acts as 

nucleation agent, which can improve the phase change 

process. The lower super-cooling degree is conducive 

to the stability of the temperature. 

The melting latent heat of the CPCM, VCPCM, 

SCPCM and ZCPCM are 77.4kJ/kg, 14.1kJ/kg, 

15.4kJ/kg and 12.9kJ/kg respectively. The solidifying 

latent heat of the CPCM, VCPCM, SCPCM and 

ZCPCM are 79.5kJ/kg, 14.4kJ/kg, 15.9kJ/kg and 

13.2kJ/kg respectively. The hygroscopic materials have 

no phase change process, so the latent heat of the 

composites is lower than that of PCM.  

Figure 4 showed the TGA results of the PCM, CPCM, 

VCPCM, SCPCM and ZCPCM. When the temperature 

is up to 130 ℃, the thermal degradation process of the 

PCM occurs, and the residual weight of the PCM at 

230 ℃ is close to zero. When the temperature is up to 

175 ℃, the thermal degradation process of the CPCM 

and PCHCMs occurs. Hence the SiO2 shell is 

advantageous to form a physical protective barrier on 

the surface of the PCM. The protective barrier can 

hinder the transfer of flammable molecules to the gas 

phase, which means that the SiO2 shell can protect the 

PCM, improve the stability of the composites and acts 

as a flame retardant to improve the kindling point. 

Figure 2 

Melting DSC curve of PCM, CPCM, VCPCM, 

SCPCM and ZCPCM 

Figure 3 

Solidifying DSC curve of PCM, CPCM, VCPCM, 

SCPCM and ZCPCM 

Figure 4 

TGA curve of PCM, CPCM, VCPCM, SCPCM and 

ZCPCM 
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The moisture transfer coefficient was measured with 

classic cup method. The samples with areas of 4*4cm2 

were fixed in the outlet of containers, which filled with 

saturated NaCl solution. The saturated NaCl solution 

kept the RH of the air in container as 75%. And the 

RH outside is maintained at 54%. The difference 

between the RH made the water vapor transfer from 

one side to the other side of the sample.  

The moisture transfer coefficients of vesuvianite, 

sepiolite, zeolite, VCPCM, SCPCM and ZCPCM are 

shown in Table 1. As seen in Table 1, the moisture 

transfer coefficients of the PCHCMs are all higher 

than those of the pure hygroscopic materials. The 

moisture transfer coefficient of VCPCM is 1.47 times 

higher than that of vesuvianite, the moisture transfer 

coefficient of SCPCM is 1.68 times higher than that of 

sepiolite, and that of ZCPCM is 1.83 times higher than 

that of zeolite. And the moisture transfer coefficients 

of the PCHCMs are all higher than the gypsum. The 

result indicates that the CPCM can improve the 

moisture transfer in hygroscopic materials. 

Table 1 

Moisture transfer coefficient of vesuvianite, sepiolite, 

zeolite, VCPCM, SCPCM and ZCPCM 

Samples 
Moisture transfer coefficient 

(10-8kg/m s RH) 

Vesuvianite 8.25 

Sepiolite 5.42 

Zeolite 4.11 

VCPCM 12.12 

SCPCM 9.11 

ZCPCM 7.54 

Gypsum 2.4 

The moisture buffer value (MBV) is defined as a 

characteristic of a material based on a period of 

moisture uptake/release [11, 12]. The practical MBV 

presents the amount of water vapor that is transport in 

or out a material per open surface during a certain 

period of time, when it is subjected to relative 

humidity variations of surrounding air. The practical 

moisture buffer value can be measured with an 

experimental set up. The samples are exposed to cyclic 

variations in high RH and low RH for 8h and 16h. the 

high RH is controlled at 75% with saturated NaCl 

solution, and the low RH is controlled at 33% with 

saturated KCl solution. The moisture uptake/release 

process was alterative operated for at least 7 days, 

which ensure the process was stable. And the mass of 

the samples were measured with analytical balance. 

Figure 5 and Table 2 show the MBV of the samples. It 

can be seen that the MBV of the PCHCMs are all 

higher than those of the pure hygroscopic materials. 

The MBV of VCPCM is 1.45 times higher than that 

of vesuvianite, the MBV of SCPCM is 1.44 times 

higher than that of sepiolite, and the MBV of ZCPCM 

is 1.46 times higher than that of zeolite. And the 

MBVs of the PCHCMs are all higher than the 

gypsum. The results show that adding CPCM can 

improve the moisture buffer ability of hygroscopic 

materials. 

Figure 5 

MBV of the vesuvianite, sepiolite, zeolite, 

VCPCM, SCPCM and ZCPCM 

Table 2 

MBV of vesuvianite, sepiolite, zeolite, VCPCM, 

SCPCM and ZCPCM 

Samples 
MBV 

(g/m2%RH) 

Vesuvianite 0.788 

Sepiolite 0.542 

Zeolite 0.351 

VCPCM 1.145 

SCPCM 0.78 

ZCPCM 0.514 

Gypsum 0.26 

Rode [12] used five different categories to classify the 

MBV. The good class ranges from 1 g/m2%RH to 2 

g/m2%RH, the moderate class ranges from 

0.5g/m2%RH to 1 g/m2%RH, and the limited class 
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ranges from 0.2 g/m2%RH to 0.5 g/m2%RH. It can be 

seen that the MBV of VCPCM is within good class 

and higher than that of the other two PCHCMs. The 

MBV of SCPCM and ZCPCM are within moderate 

class. 

CONCLUSIONS 
A new kind of phase change humidity control material 

was synthesized by using microencapsulated PCM and 

different hygroscopic porous materials. The results 

showed that the SiO2 shell can reduce the super-

cooling degree of PCM. The super-cooling degrees of 

CPCM, VCPCM, SCPCM and ZCPCM are lower than 

that of the pure PCM, which is advantageous to make 

temperature stable. The onset temperature of thermal 

degradation about the CPCM is higher than that of 

PCM, which can improve the stability of the 

composites and acts as a flame retardant to improve 

the kindling point. The CPCM also can improve the 

moisture transfer performance and moisture buffer 

ability of hygroscopic materials. The moisture transfer 

coefficients of PCHCMs are all higher than that of the 

pure hygroscopic materials, ranging from 1.47 times 

for CPCM/vesuvianite composite to 1.83 times for 

CPCM/zeolite composite. The moisture buffer values 

of PCHCMs are averagely 1.45 times higher than that 

of pure hygroscopic materials. The results also indicate 

that the CPCM/vesuvianite composite has a better 

hypothermal performance than other two PCHCMs. It 

has the potential to be a good energy saving material.  
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ABSTRACT 
The inspection of inhomogeneity, delamination and all others anomalies of building is of main importance for 

the safety and the durability of concrete structure. Infrared thermography is one of the suitable techniques of 

non-destructive evaluation for the detection of defect in concrete structure in general and particularly in the 

habitat system.  It allows a quick non-destructive testing of a given structure by studying the obtained thermal 

images. The main objective of these investigations is the analysis of a plaster slab containing two types of 

delamination: air blades and water blades. The study concerns the effect of the geometry and the size of this 

delamination on the surface temperature. The simulations results, using the finite element method, are 

presented and analyzed in form of thermographical images by interpreting different contrast in these images 

and the temperature spatial distribution changes. 

KEYWORDS 

Infrared thermography, Numerical simulation, Non-destructive testing, temperature, air blade, water blade, 

Concrete. 

NOMENCLATURE 
λ: Thermal conductivity   

ρ: Density of the material   

C: Heat capacity at constant pressure  

t: Time 

T: Temperature field  

λ: Thermal conductivity  

A: Square matrix of dimension [ Nh , Nh ] 

F: Vector of Nh components 

T: Vector to calculate temperatures 

a: Thermal diffusivity 

INTRODUCTION 
The search of hidden empty of air or water in a 

concrete structure in general and in a wall 

particularly remains a main requirement in the safety 

and durability of these structures. The weakening of 

structure caused by the presence of internal 

detachment of layers is a very serious problem which 

implies many risks and damages even the breaking of 

the considered structure. Infrared thermography as 

one of the effective NDT techniques has proven to 

be an efficient tool in  

detecting of hidden detachments. The reliability of 

the infrared thermography method for defect 

detection makes it as a widely used one for non-

destructive evaluation of materials, especially in 

civil engineering and reinforced concrete for the 

identification of heat losses in building envelopes or 

the control of the integrity of concrete structures. 

In this paper, the thermal behaviour of a detachment 

between a layer concrete and plaster is discussed. 

The presence of these defects is detected due to a 

temperature spatial distribution and thermographical 

images on the structure surface in question. The 

modelling of different configurations is achieved by 

using a numerical simulation model based on finite 

elements modelling (FEM). The model of a 

parallelepiped concrete structure of concrete and 

plaster containing cracks in forms of a 

parallelepiped and a spherical form is adopted. This 

structure is supposed to be excited on the higher 

face by a heat flux, the lower face being maintained 

at a constant temperature and the others faces are 

supposed thermally insulated. The thickness and the 
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position of the crack-layer and the diameter and 

position of the defect are studied. 

DESCRIPTION OF THE MODEL 

Geometrical characteristics  
To illustrate the application of the TNDT method, the 

results of the nondestructive testing of a concrete slab 

of thickness e = 150 mm, L = 1000 mm, and the 

width L = 1000 mm, where a layer of plaster adhered 

e = 25 mm, length L = 1000 mm, and the width L = 

1000 mm (fig.1), the slab containing 16 equidistant 

defects in crack are presented. Defects are 

parallelepiped and spherical shape. 

Lines A1A2, A3A4, A5A6, A7A8, B1B2, B3B4, B5B6, B6B7, 

respectivement pass by the point of co ordinates 

{(160,160,1) (760,160,1)}, {(160,370,3) (790,370,3)}, 

{(160,580,15) (790,580,15)}, {(160,790,25) 

(790,790,15)}, {(160,160,1) (160,790,1)}, {(370,160,3), 

(370,790,3)}, {(580,160,5) (580,790,)}, {(790,160,10) 

(790,790,10)}. 

Figure1: a) 3D geometry of the slab, b) Structure of 

parallelepiped detachment, c) Structure of spherical 

detachment 

Effect of the volume at constant position  

To analyze the effect of the volume parameter, 

defects were placed at the same position p by report 

to the input face of plaster according to (-oy) axis and 

of different volumes ld x ld x edi (ld: the defect side 

and edi: the variable thickness) for the parallelepiped 

form figure 2(b), and kDdi3 (Ddi: variable diameter) 

for the spherical form figure3 (b). 

Effect of the position at constant volume 
In the same way, to analyze the effect of the position 

parameter, defects of the same volume were placed at 

different positions pi (pi: the variable position) by 

report to the input face of plaster according to (-ox) 

axis for parallelepiped form figure 2(a), and spherical 

form, figure 2(d).  

Figure 2. Defects of parallelepiped and spherical 

form 

MATHEMATICAL MODEL 
Let us consider the following thermal equation: 

(1) 
Where: 

ρ : The material density 

pc : The Specific heat capacity 

λ : The thermal tensor conductivity 

q : Voluminal source of heat 

With the following boundary conditions: 

Figure 3: boundary conditions 
Where: 

SL: Side surface 

φL = 0 : side flow 

pT
: The imposed temperature on a surface TS

 

S


: The imposed flow on the input surface 
S

n : The unit vector perpendicular to S and directed 

towards outside 

And the initial condition: 

     0 0T x,  y, z, t T x,  y, z 3
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Numerical modeling conditions 
The calculation of the thermal response is made for a 

concrete wall where we exposed the front surface to 

a constant heat flux, continuously extended of 

density Q = 50W/m2. The rear face of the wall being 

held at a constant temperature Ta = 19(°C) which 

also the initial temperature of the system and for the 

other faces are thermally isolated (Q = 0). 

Figure 4:  Numerical conditions 

Thermophysical characteristics 

The table1 shows the thermophysical parameters 

of materials. 

Table1. Thermophysical parameters 

Material 
λ 

[W/ 
(m*K)] 

ρ 

[kg/m3] 

C 
[J/ 

(kg*K)] 

Air 0.0272 1.1845 100 

Water 0.589 999.045 4180 

Plaster 0.35 950 1000 

Concrete 1.8 2300 385 

SIMULATION RESULTS 

Effects of the defect thickness and position 
In this section, we are inserted defects of 

parallelepiped form and of spherical form figure5 (a) 

in a concrete slab, this defects having successively 

(along the y axis increasing) the thickness ed = 1mm, 

3mm, 5mm and 10mm for the parallelepiped and the 

diameter Dd =16.84mm, 24.28mm, 28.80 mm and 

36.28 mm for the spherical forms. Each of these 

thickness and these diameters were placed at for 

different positions: p =1 mm, 3 mm, 15 mm and 25 

mm from the input face. 

Figure.5 (b) shows the thermographical image of 

concrete slab subjected to a step of heat flow in 

steady mode. The related images to parallelepiped or 

spherical forms clearly show the colors contrast 

representing different levels the sample surface 

temperature. The contrast amplitude depends on the 

volume and the location of the defect in the 

structure. Through these thermal images one can 

note that the defect effect is much larger when it is 

close to the input surface or of a larger volume. On 

the thermal images, thermal spots reproduce the 

shape of the internal defect. The form of the task is 

related to the form of the internal defect. 

Figure.5: distribution of cracks in concrete slab (a) 

and thermographical images (b) 

Thickness or diameter effect for a constant position 

The figure6 represents the surface temperature 

spatial evolution of the input concrete slab. At a 

constant position, the defect effect depends on the 

thickness or diameter of the defect for each position 

respectively of the crack or the air pocket. 

Analysis according to A2 - A1 axis, where the 

defect position is constant and the volume is 

variable.

We can note from the images of figures (5b) that 

according to each axis among A1-A2, A3-A4, A5-A6 

or A8-A7 axis, defects are in the same position by 

report to the sample input surface and that the defect 

who has the largest volume, it is the one who creates 
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the greatest temperature disturbance on the sample 

surface. More the defect volume increases more the 

peak amplitude of the sample surface spatial 
temperature increases and therefore it is the greatest 

stain on the thermographical image. This means that, 

at constant position, when the volume of the crack is 

large, the easier it is to detect, and vice versa. This 

phenomenon is observed for both types of defects. 

On the thermographical image, the size of the stain 

created by the defect is related to the effective defect 

surface seen from the input surface of the structure 

(projection of the defect on the input surface). The 

results show that for a spherical defect which has an 

area surface equivalent to a circular area of radius Dd 

/ 2. So the corresponding stain is small compared to 

that of a square surface as in the parallelepiped form 

which makes this relatively simple to detect for small 

dimensions of defect. 

fig.6(a) 

Fig.6(b) 

Figure6. Effect of the crack thickness (volume), for 

the parallelepiped form (a) and the effect of 

diameter of spherical form (b), on the surface 

temperature profile for four defect positions, p= 1 

mm; 5mm; 15 mm and 25 mm.  

Position effect for a constant Thickness or diameter 

Analysis according to B2-B1 axis, where the defect 

volume is constant and the defect position is 

variable. 

The analysis of curves along the axis B2-B1, B4-B3, 

B6-B5 or B8-B7 illustrates the importance of the 

defect position in the concrete structure. In fact, 

ranging from the farthest defect position by report to 

the input surface of the sample (from B2 to B1, 

taking the volume as constant) to the closest one, the 

peak value of the temperature increases and vice 

versa. The same phenomenon is observed on the 

axis B4 - B2 ... etc.. These results show that, for a 

given volume, the value of the peak temperature is 

related to the position of the defect in the structure. 

Again we can conclude that, at constant volume, 

when the crack is the  more close to the sample  

input surface the more easier it is to detect and vice 

versa. 

Fig.7(a) 

Figure7 (a). Effect of the crack position on the 

surface temperature profile for four different value 

of crack thickness ed= 1 mm; 3 mm; 5 mm and 10 

mm 
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Fig.7(b) 

Figure 7 (b). Effect of the crack position on the 

surface temperature profile for four different value of 

diameters Dd =16.84mm, 24.28mm, 28.80 mm and 

36.28 mm. 

Effect of the thermophysical nature of defect  

In this section we sought to know what will be the 

behavior of the system when the thermophysical 

characteristics of defect changes. To see what about 

the detectability of these defects in air compared to 

others known like water we performed simulations 

presented in Figure (8) and (9). In these simulations, 

the same geometry of system is taken for the case of 

the water. 

Figure 8. Effect according to Ai-Aj Axis of the crack 

thickness(a) for parallelepiped form and of the defect 

diameter (b) for spherical form, on the surface 

temperature profile of the plate, for water copper and 

steel and for four positions  p=1mm , 3 mm, 5 mm 

and 10 mm.  

Figure 8. Effect according to Ai-Aj Axis of the 

crack thickness(a) for parallelepiped form and of the 

defect diameter (b) for spherical form, on the 

surface temperature profile of the plate, for water 

copper and steel and for four positions  p=1mm , 3 

mm, 5 mm and 10 mm. 
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Figure 9 : 

Figure 9. Effect according to Bi-Bj Axis of the 

position of the crack a): parallelepiped form and b): 

spherical form, on the surface temperature profile of 

the plate, for three materials: aluminum, copper and 

steel and for four thickness for a): parallelepiped 

form, ed = 1 mm, 3 mm, 5 mm and 10 mm and the 

diameter b): spherical form Dd =16.84mm, 24.28mm, 

28.80 mm and 36.28 mm. 

The same phenomena of the previous section are 

observed on the curves of Figure 9 when it comes to 

analyzing the evolution according the Bi-Bj axis. 

5. Conclusion

We studied the effect of the size and position of the

defects, such as cracks on the thermographical

images of the input surface of a concrete slab, and it

was concluded that the more the defect dimensions

increase the more the defect becomes easier to detect,

and equally the more the defect is closer to the input 

surface the more it is easier to detect and vice versa. 

The comparison between the parallelepiped and the 

spherical form shows that there is a little 

temperature difference between the two forms on 

the plate surface and that even at the same volume 

for the two forms, is the defect which has the largest 

surface area close to the plate input surface that has 

the greatest effect. Results show that it is relatively 

easier to detect defects like cracks in the less 

conductive materiel than in more conductive one. 
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ABSTRACT 
High levels of humidity in buildings lead to building pathologies. Moisture also has an impact on the indoor air 

quality and the hygrothermal comfort of the building's occupants. To better assess these pathologies, it is 

necessary to take into account the heat and moisture transfer between the building envelope and its indoor 

ambience.  

In this work, coupled heat, air and moisture transfer model in multilayer walls (HAM) was established. 

Thereafter, the HAM model is coupled dynamically to a building behavior code (BES). The coupling 

concerns a co-simulation between COMSOL Multiphysics and TRNSYS softwares.   

Afterward, the HAM-BES co-simulation accuracy was verified by conducting an experimental validation 

using an experimental device devoted to assess the hygrothermal response of building walls under several 

hygrothermal conditions. 

The comparison between numerical and experimental results showed good agreement with acceptable errors 

margins.

KEYWORDS 

Heat and mass transfers, HAM-BES co-simulation, experimental validation. 

NOMENCLATURE 
i Layer position in the wall from the outside to inside 

T Temperature [K] 

vP Water vapour pressure [Pa] 

P Total pressure [Pa] 

t Time [s] 

s Dry density [kg/m3] 

mC Storage moisture capacity [kg/(kg.Pa)] 

pC Heat capacity [J/(kg.K)] 

vL Evaporation latent heat [J/kg] 

 Thermal conductivity [W/(m.K)]

aC Humid air Capability [s2/m2] 

mk Total moisture permeability [kg/(m.s.Pa)] 

Tk Liquid water conductivity caused by temperature 

gradient [kg/(m.s.K)] 

pk Moisture infiltration coefficient [kg/(m.s.Pa)] 

,  Heat convection coefficient due to a water vapor 

pressure gradient and a total pressure gradient 

respectively [m2/s] 
 Ratio between water vapor exchange mass and 

the overall mass exchange [-] 

INTRODUCTION  
In order to reduce energy costs and environmental 

impacts related to buildings, several organizations 

and research laboratories have focused on the 

physical study of the building and its energy 

behavior. These studies allow creating different 

approved modeling tools for the thermal and hydric 

study of building as TRNSYS and Energy plus. 

However, the coupled heat, air and moisture 

transfers in the walls are generally badly 

represented.  

To overcome this problem, and be able to better 

stimulate hygrothermal behavior of buildings, 

several approaches were proposed in recent years. 

Among these approaches the co-simulation, which 

consists to cohabit two existing softwares, one for 
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dynamic building simulation and the other for 

accurate modeling of hygrothermal behavior at the 

envelope. The concerned approach allows a better 

description of heat and moisture transfer through 

hygroscopic walls as an integral part of the building. 

In this sense, the literature reported a number of 

previous works among which are mentioned, 

hereinafter, the most important.  

Tariku et al. [1] have developed a simulation 

environment under SimuLink named HAMFitPlus, 

which integrates both hygrothermal transfer models 

for the envelope and indoor of building. Steeman et 

al. [2] have conducted an integration of a 1D HAM 

model in a BES software (TRNSYS) for modeling the 

hygrothermal transfer in porous building materials. 

This could be achieved by coupling the HAM model 

equations to those of TRNSYS.  

However, in the majority of carried out works in this 

subject, 2D and 3D modeling of coupled heat and 

moisture transfer is not taken into account. In this 

paper, a model of coupled heat, air and moisture 

transfer in multilayer walls was established. 

Subsequently, for studying the wall hygrothermal 

transfer effect on building energy consumption, an 

integration approach of envelope coupled heat, air 

and moisture transfer model (HAM) in a building 

simulation code (BES) was undertaken. Finally, an 

experimental setup has been established for the 

purpose of checking the reliability of the developed 

HAM-BES co-simulation platform. 

HAM-BES CO-SIMULATION APPROACH 

Heat, air and moisture transfer in the 

envelope: To accurately predict the hygrothermal 

behavior at the building envelope, we opted for a 

model based on Luikov theory [3], [4] ,[5], with the 

following assumptions: 

 Local thermodynamic equilibrium between all

present phases;

 Gaseous phase complies to the ideal gas law;

 Hysterises and chemical reactions between

phases were not taken into account;

 Humidity storage capacity variation with

temperature change was neglected;

 Solid medium is not deformable;

The developed model considers as driving potentials 

the temperature for heat transfer, the total pressure 

for air transfer and the water vapor pressure for the 

hydric transfer. This allows the avoidance of 

discontinuity problems at the wall layer interfaces, 

which is not the case with the water content. 

Moreover, the water vapor pressure is in direct 

relation with the relative humidity, which is a useful 

parameter with a simple and direct signification, 

particularly when using experimentation [6]. 

To realize an accurate and detailed study, we took 

into account in this approach, the variation of 

hygrothermal material properties with the water 

content. This especially concerns: the moisture 

permeability 
mk [kg/(m.s.Pa)], the moisture storage 

capacity mC [kg/(kg.Pa)] for hydric transfer and the 

thermal conductivity (  [W/(m.K)]) for heat 

transfer. 

The HAM model is built on heat and mass 

conservation laws. Eq.(1) and Eq.(2) represent both 

moisture (liquid and water vapor) and gaseous 

balances, and Eq.(3) expresses the heat balance by 

taking into account the heat conduction and heat 

advection due to moisture and total pressure 

gradients. It is noted that the capillary liquid transfer 

expressed by Darcy’s law is taken into account in 

the HAM model. Indeed, the gradient of capillary 

suction is reduced to the water vapor pressure 

gradient and temperature gradient using Kelvin’s 

law. Experimental validation of the proposed HAM 

model was undertaken in Ferroukhi et al. [7] works. 

( )m s m v T p
i i i i i

PvC div k P k T k P
t




     


(1) 

( )a p
i i

P
C div k P

t


 


(2) 

( ) Lp s i i v i v s m
i i i i

PT vC div T P P Ci
t t

     


      
 

(3) 

HAM-BES co-simulation platform: The co-

simulation approach consists on coupling a dynamic 

building simulation tool (TRNSYS) with a coupled 

heat, air and moisture transfer model implemented 

in COMSOL. The coupling was carried out through 

MATLAB which represents an integrator tool 

ensuring the data exchange between TRNSYS and 

COMSOL.  

Indeed, TRNSYS is used here because it is widely 

used by scientific community and by engineers. In 

addition, its modular architecture is an advantage 

because it allows extending the modeling to a 

thermo-hydro-aeraulic modeling. This is achievable 

by integrating ventilation types in simulations as 

Comis or Contam. For the hygrothermal transfer 

simulation in the building’s walls, COMSOL was 

chosen in order to have an enough fine granularity 
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simulation to describe the hygrothermal transfer in 

2D and 3D especially in specific envelope 

components involving multidirectional flows such as 

thermal bridges. 
The COMSOL/MATLAB connection is provided 
through the LiveLink interface [8]. Thus, the HAM 
model is defined in MATLAB and differential 
equations system is solved by the COMSOL solver. 
Concerning the TRNSYS/MATLAB link, it is 
established using the type 155 [9].  
In this approach, the control of the time step was 
provided by the BES model (TRNSYS). 
Consequently, the data exchange between the two 
coupled softwares is made in the post-convergence to 
the current BES model time step during which the 
HAM model is solved in COMSOL with a finer time 
step. The diagram in figure 1 summarizes the 
temporal synchronization approach and data 
exchange strategy between the BES model in 
TRNSYS and the HAM model in COMSOL. 

Figure 1: Dynamic co-simulation approach between 
HAM (COMSOL) and BES (TRNSYS) models 

EXPERIMENTAL INVESTIGATION 

As expected previously, an experimental device 
adapted to study the hygrothermal response of 
buildings envelopes has been developed in this work. 
This experimental device is used to validate the 
proposed HAM-BES co-simulation approach.  

The experimental validation was conducted by 
controlling relative humidity and temperature profiles 
for a steady state situation.  

In this work, a monolayer chipboard wall with a 
thickness of 6.6 cm was used. The tested thickness 
envelope was taken enough small to optimize the test 
time, given the hygrothermal transfer kinetics and 
especially the moisture transfer which is relatively 
slow.  

The test principle consists on submitting the 
envelope to two hygrothermal controlled 
environments. Each compartment was made of a 
plywood envelope (1.5 cm) with an internal 
polystyrene insulation (3 cm). The inner surfaces of 
compartments walls were covered with sheet metal to 

avoid any moisture exchange with the indoor 
environment.  

The temperature is maintained for each ambiance 
with a thermostatic bath who feeds a copper heat 
exchange. For the relative humidity, a humidity 
generator was used. These apparatus are equipped 
with deported sensors that allow a downstream 
hygrothermal control (ie in the two ambiences). 
Figure 2 illustrate the developed experimental 
device. 

Figure 2: Experimental device 

In this experimentation, the tested wall was 
submitted to a constants temperatures and relative 
humidity gradients with conditioning the left 
compartment (see figure 2) at a temperature of 
16±1°C and relative humidity of 80±3%. For the 
right compartment (see figure 2), the temperature 
was controlled at 24±1°C and the relative humidity 
was kept free. It should be noted that the experiment 
lasted 20 days.  

For monitoring the temperature and the relative 
humidity profiles along the wall during the test, 
hygrothermal sensors were implemented at different 
thickness of the wall. Regarding the small thickness 
of the tested envelope it is important that the sensors 
do not affect the hygrothermal behavior. That is 
why; the sensors used in this experiment (SHT75 
sensors) are suited for this application as their small 
size provides a stable and reliable measurement. 
Figure 3 show the location of the used sensors in the 
tested wall as well as in the two compartments.   

TRNSYS
(Multizone building model, 

indoor air)

COMSOL Multiphysics®
(Heat, Air and Moisture transfer 

model)

Indoor and outdoor Boundary 
Conditions  (T, HR)

Heat and moisture fluxes through 
hygroscopic walls
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Figure 3: Sensors locations 

Hygrothermal characterization for the 

numerical simulation: In order to examine the 

numerical behavior of the tested chipboard wall, an 

estimation of the input parameters of the developed 

HAM model is required.  

Initially, the moisture storage capacity of the 

chipboard has been evaluated. This parameter was 

calculated from the adsorption and desorption 

isotherm curves of water vapor evaluated using the 

BELSORP-Aqua3 equipment. Figure 4 represents the 

adsorption-desorption curve of the chipboard.  

Figure 4: Adsorption and desorption isotherm curve 

Similarly, the water vapor permeability has been 

evaluated using the Gravitest (GINITRONIC, Suisse) 

equipment based on the cup method according to the 

European Standard EN ISO 12572. The experimental 

procedure consists to make a regular monitoring, 

until equilibrium, of sample mass subjected to a 

water vapor pressure gradient under isothermal 

conditions (23°C) [10]. In this case, water vapor 

pressure gradient was created by imposing relative 

humidity of 50% and 95% between the two faces of 

the tested sample. For chipboard, the obtained vapor 

permeability is about 1.28x10-11[kg/(m.s.Pa)].  

Another thermophysical parameter that should be 

evaluated is the thermal conductivity. It was 

achieved by using the Lambda-meter Ep 5000e. The 

test tool operates with the guarded hot plate 

apparatus method according to ISO 8302 DIN EN 

1946-2 DIN EN 12667 and ASTM C177 (DIN 

52612) norms.  

In this work, the impact of the material’s water 

content on the measured thermal conductivity was 

evaluated. Figure 5 show the variation of chipboard 

thermal conductivity depending on its water content. 

Concerning the specific heat capacity evaluation the 
DSC (Differential Scanning Calorimetry) method 
under a nitrogen flow of 50 ml/min is required. For 
chipboard, the measured specific heat capacity is 
about 1790 [J/(kg.K)].  

Figure 5: Thermal conductivity of chipboard 

NUMERICAL SIMULATION AND 
VALIDATION 

In order to validate de developed HAM-BES 
platform, the numerical resolution obtained by this 
tool was compared to the experimental data 
provided from the experimentation previously 
presented.  

It is noted that to perform the numerical simulation 

task, evidently, the initial and boundary conditions 

are identical to those of the experiment. For a better 

understanding of the presented experimental results, 

the placements of measurement points over the 

experimental device were illustrated in figure 6. 
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Compartment II Compartment I

A3 A2 A5A1 P5P6

P7

P4

P3 P1P2

A6

P9 P8

A4

X(cm)
02,26,6 4,4

A: Sensors placed in the two compartments
P: Sensors placed in the tested wall

A7 (Room)

 
Figure 6: Sensors emplacements over the 

experimental device 

The hygrothermal conditions imposed in the two 

controlled ambiences are represented in figure 7. 
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Figure 7: Imposed hygrothermal conditions in the 

two compartments 

The numerical and experimental comparison of 

temperature and relative humidity distributions in the 

wall and the relative humidity in the compartment II 

are shown in figures 8 and 9. 

Focusing on the temperature distribution trough the 

wall, the results show good agreement between the 

experimental data and numerical simulation. The 

mean temperature deviation is about 0.2°C at a 

depth of 2.2cm. At 4.4cm and 6.6cm, the mean 

deviations are 0.35°C and 0.30°C respectively.  

Concerning the comparison of the relative humidity 

distributions, a good agreement between predicted 

and measured data was observed. The mean 

variation reach 2%, 1.5% and 1.3% at 2.2cm, 4.4cm 

and 6.6 cm of depth respectively.  

The same observation was noted by comparing the 

numerical and experimental data of the relative 

humidity variation in compartment II. The mean 

deviation over the experimentation reaches 1.6% 

with a maximum of 2.7% (see figure 9). 
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Figure 8: Comparison of numerical simulation with 

experimental data (temperature and relative 

humidity at different depths of the wall)  
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Figure 9: Comparison of numerical simulation with 

experimental data (Relative humidity variation in 

compartment II)  

CONCLUSIONS 

In this work, a HAM-BES co-simulation approach 

was developed. The coupling of the BES and HAM 

models was achieved through the development of a 

new co-simulation platform running TRNSYS and 

COMSOL together to perform a coupled dynamic 

simulation of heat, air and moisture transfer in 

buildings.  

The efficiency of this co-simulation approach has 

been verified by comparisons to experimental data. 

This application was achieved by developing an 

experimental device enabling the study of 

hygrothermal behavior of buildings envelopes at a 

representative scale. 

In fact, the good agreement between computed and 

experimental data allows to applied, with a 

confidently, the developed HAM-BES co-simulation 

platform to a realistic cases study in order to assess 

the impact of hygrothermal transfer in the envelope 

over the prediction of the indoor air quality as well as 

building energy consumption.  
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ABSTRACT 
To study the effect of spatial variability of some influential parameters on the durability of the building 

envelopes, some important information are required: the mean, the standard deviation and the spatial 

correlation of the studied fields defined by the correlation lengths. In this paper, the characterization of the 

concrete spatial variability was performed which included a significant number of test allowing the 

characterization of concrete air permeability. For this a concrete wall of 2 m of height, 1.20 m of width and 15 

cm of thickness was manufactured in laboratory in which concrete specimens were periodically taken and 

tested. Firstly, results repeatability was performed. For these purpose, three tests per sample was carried out in 

order to assess the repeatability of the measurements. Secondly, the reproducibility of the measurements was 

carried out by testing two samples for each cored specimen. Good repeatability of the intrinsic permeability 

measurements on each tested sample is recorded. Indeed, the standard deviation does not exceed 0.67x10–17 m². 

Also, the concrete intrinsic permeability depends on the spatial location of the studied sample. It was found to 

be ranging between 2.38x10-17 and 5.91x10-17 m2 with an average value equal to 3.66x10-17 m2. The obtained 

results enable to quantify the spatial variability of concrete air permeability, particularly in terms of mean 

value and standard deviation. Also, it allowed highlighting the spatial correlation length of the studied fields 

and for probabilistic approaches regarding the prediction of the concrete durability. 

INTRODUCTION 
The cementitious materials, which are nowadays 

the most used building material, have a very complex 

microstructure with heterogeneous shape leading to 

random mechanical and physical properties. These 

properties are affected by different phenomena that 

have chemical origin such as the cement hydration or 

physical such as the moisture, heat and aggressive 

species transfers. These latter can vary considerably 

depending on how the concrete is manufactured, cast 

and conditioned. This variability will affect the 

material behavior in general and, particularly, his 

behavior regarding the transfer phenomena. 

Some works have highlighted the effect of the 

variability of some concrete parameters on its 

behavior. De Larrard [1] has studied the influence of 

this variability on leaching of concrete and its service 

life when it is used for manufacturing tunnels for 

radioactive waste storage. They showed the interest 

of considering this properties variability of 

cementitious materials. 

The present work focuses on the study of the spatial 

variability of concrete air permeability. This will be 

used in probabilistic approaches for the prediction 

of hygrothermal behavior and durability. Trabelsi et 

al. [2] have studied the statistical variability of 

water vapor desorption isotherms. They showed 

their impact on the concrete drying and noticed a 

significant effect especially in the concrete cover. 

Dominguez-Minoz et al. [3] have studied the 

thermal conductivity of foams and noticed an 

important variability of this property. They 

compared other results provided by an inter-

laboratories study on the hydric properties. They 

noticed a good reproducibility for some properties 

(porosity and density) when this reproducibility 

remains very poor for other properties such as the 

sorption isotherms and the resistance to the water 

vapor despite the used techniques are the same for 

the different laboratories. Feng et al. [4] studied the 

repeatability and the reproducibility of hydric 

properties of different materials. They concluded to 

a good repeatability for their results, nevertheless, 

the reproducibility was poor when comparing the 

results obtained by different laboratories. Indeed, 

significant differences are reported for the transport 
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properties due to differences of the experimental 

procedures and analyses monitoring conditions, when 

comparing the results obtained by different 

laboratories [3, 5-7]. 

The study is conducted on a concrete wall. This wall 

was cored at different spatial locations in order to 

obtain different samples. The obtained samples were 

used for the characterization of air permeability of 

this concrete. A statistical distribution laws are 

proposed for the description of the variability of this 

property. Also, repeatability and reproducibility of 

the results are performed. 

Experimental program: To study the effect of 

spatial variability of some influential parameters on 

the hygrothermal behavior of the building envelopes, 

some important information are required: the mean, 

the standard deviation and the spatial correlation of 

the studied fields defined by the correlation lengths. 

To obtain this data, an experimental concrete wall of 

2 m of height, 1.20 m of width and 15 cm of 

thickness was manufactured in the laboratory in 

which samples were cored following six vertical 

lines. Two lines are dedicated to air permeability tests 

(diameter=65 mm, height=50 mm) (lines B and E in 

Figure 1). 

Figure 1 

 Specimen position in the experimental concrete 

wall 

The used concrete was prepared with Portland-

cement of type CEM I 52.5 N with 95% part of 

clinker. It was prepared in according to the EN 206-1 

standard. Its composition is reported in Table 1. 
Table 1 

Composition of concrete 

Constituents Kg.m-³ 

Cement CEM1 52.5N 350 

Gravel 10/14 1201 

Sand 0/4 762 

Water 211.8 

Superplasticizer 7 

RESULTS AND DISCUSSION 
To study the spatial variability of air 

permeability of the concrete composing the wall, 

this latter was cored periodically following the two 

lines B and E in order to obtain cylindrical 

specimens which were, then, sawn to have samples 

of 65 mm diameter and 50 mm thick. To verify the 

reproducibility of the measurements, two samples 

were produced by cored specimen. In this way 36 

samples were obtained to perform the 

measurements. To unsure a radial tightness of the 

samples a mono-directional flow of the air and, each 

sample was laterally surrounded by a resin ring of 

about 15 mm thick.  

The permeability measurement was performed 

using a fully automatic device composed by a 

“Thermicar permeameter” and a data acquisition 

interface. The followed method is a transitory 

method which principle is described by Figure 2. 

Figure 2 

Schematic view of the air permeability device 

principle 

During the measurement, carried out following 

the procedure described by Hamami et al. [8], the 

sample is placed between two pressure chambers 

and submitted to a pressure gradient. This one is 

generated by applying several levels of a high 

pressure PH, which is kept constant (equal to one of 

these values: 130 – 160 – 190 – 210 and 350 kPa), at 

the upstream of the sample and a low pressure PL, 

initially equal to 8.5 kPa, at the downstream. This 

low pressure varies according to the air flow 

through the sample. 

For each high pressure applied, an apparent 

permeability “KA” is obtained according to a 

modified Darcy’s law (eq. 1). The intrinsic 

permeability “KINT” of the material is then 

calculated according to Klinkenberg [9] approach 

(eq. 2) which is based on the evolution of this 

apparent permeability “KA” as a function of the 
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inverse mean pressure Pm (Eq. 3) (Figure 3). More 

detailed description of the used method is given by 

Hamami et al. [8]. 
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Figure 3 

Intrinsic permeability determination according to 

Klinkenberg approach 

The results of the intrinsic permeability of the two 

vertical lines B and E are shown on the Fig. 13. In 

order to properly quantify the spatial variability of 

the intrinsic permeability, the repeatability and 

reproducibility of the measurement were studied. For 

these purposes, three tests per sample was carried out 

in order to assess the repeatability of the 

measurements and, as previously indicated, two 

samples were tested for each cored specimen to 

assess the reproducibility of the measurements. 

Obtaining more than two samples of 50 mm thick per 

cored specimen was impossible since the thickness of 

the wall is equal to 150 mm (which correspond to the 

specimen height) and the use of more thin concrete 

samples (less than 50 mm thick) cannot be 

considered because of the device specifications. The 

statistical data corresponding to the results presented 

in Figure 4 are reported in Table 2 (by averaging the 

average value of the reproducibility tests). 
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Figure 4 

Intrinsic permeability following the vertical lines 

B and E 

Table 2 

Statistical data of the air permeability for the two 

vertical lines B and E 
 

 Average 

x10-17 

Standard 

deviation 

x10-17 

Coef of 

variation 

(%) 

Min 

x10-17 

Max 

x10-17 

Line 

B 
3.95 1.03 26.20 2.39 5.91 

Line 

E 
3.40 0.89 26.50 2.38 5.28 

Both 

lines 
3.66 0.97 26.7 2.38 5.91 

The obtained results give a good repeatability of 

the intrinsic permeability measurements on each 

tested sample. Indeed, the standard deviation does 

not exceed 0.67x10–17 m². 

Concerning the reproducibility assessment, the 

results presented in Figure 5 give a comparison 

between the measured values of the intrinsic 

permeability of the two tested samples per location. 

Each value corresponds to the average of the three 

values measured on the same sample. 

This Figure 5 shows that, on the one hand, an 

important variation is observed for the intrinsic 

permeability measured on two samples from the 

same location (B2) and, on the other hand, 

permeability that remain constant for the two tested 

samples (B5). Globally, this figure shows that the 

intrinsic permeability depends on the spatial 

location of the studied sample. The permeability 

decreases at the middle of the vertical line, increases 

a little near to the bottom of the wall and is more 

important at the top of this one. 
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Figure 5 

Intrinsic permeability measurements 

reproducibility following the lines B & E 

Considering these observations, one can expect 

that the spatial variability will be of an important 

impact on the wall permeability. To bring more 

clarifications to this question, the spatial distribution 

of the intrinsic permeability is associated to statistic 

distribution laws in order to identify the different 

parameters governing the spatial variability of this 

concrete property (Figure 6).  

Figure 6 shows the variability extent of the 

intrinsic permeability observed on the 36 tested 

samples and the fitted probabilistic laws associated to 

this variability. The different data for the studied 

distribution laws are given by Table 3. The Normal 

and Weibull laws seems to be the most appropriated 

to reproduce the statistic distribution of the 

experimental values. These two laws present the 

same average of 3.65x10–17 m² and a variance of 

0.95x10–34 m4 and 1.04x10–34 m4 respectively for the 

Normal and Weibull law. 

Figure 6 

Intrinsic permeability distribution for concrete. 

The lines are the fitted proposed probabilities 

density 

Table 3 

Statistic data associated to the proposed distribution 

laws 
Distribution 

Law 
Normal Lognormal Weibull Gamma Nakagami 

Average 

x10-17 
3.65 3.66 3.65 3.65 3.66 

Variance 

x10-34 
0.95 0.94 1.04 0.85 0.86 

The concrete intrinsic permeability (by just 

averaging the air permeability value of the 

repeatability test results) was found to be ranging 

between 1.95x10-17 and 7.3x10-17 m2 with an average 

value equal to 3.65x10-17 m2. This is in good 

agreement with the results obtained by [7, 10]. The 

results variability is reduced in the case where the 

reproducibility test is taken into account by 

averaging the average value presented in the Fig. In 

this case the concrete intrinsic permeability was 

found to be ranging between 2.38x10-17 and 

5.91x10-17 m2 with an average value equal to 

3.66x10-17 m2. 

In order to perform hygrothermal and durability 

simulations using probabilistic approach taking into 

account spatial variability of the inputs parameters, 

it is necessary to know the spatial correlation of the 

studied property field. This is defined by the 

correlation length noted “Lc” which may enable to 

estimate the distance between two testing points at 

which the measured values become independent. It 

reflects the importance of the random field spatial 

correlation used in the probabilistic approach 

implementation. The higher the correlation length, 

more the field is strongly correlated [3]. This 
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parameter is identified using a variogram based on 

the experimental value previously presented. The 

variogram is a practical mean for describing the 

spatial correlation of measurements. On one hand, it 

is a tool to investigate and quantify the spatial 

variability of the phenomenon under study. On the 

other hand, most geostatistical estimation or 

simulation algorithms require an analytical variogram 

model, which can be derived from the experimental 

variogram [11, 12]. The variogram at the lag distance 

“d” is expressed as follows (Eq. 4). 

𝛾 𝑑 =
1

2 𝑁(𝑑) 
  𝑌𝑖 − 𝑌𝑗  

2
 𝑖,𝑗   𝜖  𝑁(𝑑)                           (4)  

 
Where 

𝑁 𝑑 =   𝑖, 𝑗 \ xi − xj = d  

 
Where γ(d) is the variogram value; Yi is the value of 

the studied property at the xi position; N(d) is the set 

of pairs of points (i, j) such that the distance between 

these points is equal to d (number of pairs that satisfy 

this condition).  

 

The relationship between the covariance (C) and the 

variogram is defined by Eq. 5. Remember that the 

covariance on 0 is the variance. By knowing the 

variogram value corresponding to each distance, we 

can deduce from Eq. 5 the value of the covariance. 

Then, it is enough to optimize the value of 

correlation length “Lc” in the covariance functions 

which can be expressed as follows (Eq. 6): 

𝛾 𝑑 = 𝐶 0 − 𝐶 𝑑                                                      (5) 

𝐶 𝑥, 𝑦 = 𝜎2 exp  −
 𝑥𝑖 − 𝑥𝑗 

2

𝐿𝑐
2                              (6) 

Where C(x,y) is the covariance between the two 

points xi and xj. Each term Cij of the covariance 

matrix “C“ is the value of the covariance function 

calculated between the nodes i and j of the mesh. The 

vectors xi and xj give the position of the 

corresponding nodes. 

 

Figure 7 shows a comparison between the covariance 

values measured on the experimental concrete wall 

and those obtained using the corresponding 

covariance functions. As indicated previously, the air 

permeability was evaluated according to two lines (B 

& E). It is presented on the y-axis the normalized 

covariance relative to the variance. It is observed 

that the correlation length is of the order of the 

meter. 
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Figure 7 

Correlation length identification of the air 

permeability 

CONCLUSIONS 
The main of this work is to characterize spatial 

variability of some influential parameters on the 

prediction of the hygrothermal behavior and 

concrete structure durability. For this, an 

experimental wall concrete is built in the laboratory. 

Several specimens are cored periodically and tested 

to evaluate the spatial variability of the air 

permeability. It is found Good repeatability of the 

intrinsic permeability measurements on each tested 

sample is recorded. Indeed, the standard deviation 

does not exceed 0.67x10–17 m². Also, the concrete 

intrinsic permeability depends on the spatial 

location of the studied sample. It was found to be 

ranging between 2.38x10-17 and 5.91x10-17 m2 with 

an average value equal to 3.66x10-17 m2. The 

correlation length of the air permeability is of the 

order of the meter. It was found to be ranging from 

0.62 to 0.68 m.  

The results obtained do however constitute a 

database that can be used as inputs for probabilistic 

approaches. It can be used by considering the fitting 

probabilistic laws or as inputs for generating 

random fields by using, for example, Karhunen 

Loeve decomposition. 



17-20 May 2016, La Rochelle, France

158 Issaadi et. al. 

ACKNOWLEDGMENTS 
This work has been supported by the French 

Research National Agency on the reference ANR-10-

HABISOL-005 through the “Habitat intelligent et 

solaire photovoltaïque” programme (project 

HYGRO-BAT) and the Poitou-Charentes Region 

project through the European Fund FEDER 2007-

2013 N° 33586-2011 “Development of a platform for 

heat and moisture characterization of green roof 

components”. 

REFERENCES 
1. T. De Larrard, Variabilité des propriétés du béton :

caractérisation expérimentale et modélisation

probabiliste de la lixiviation, ENS Cachan, 2010.

2. A. Trabelsi, A. Hamami, R. Belarbi, P. Turcry et

A. Aït-Mokhtar, «Assessment of the variability of

moisture transfer properties of High Performance

Concrete from multi-stages drying experiment,»

European Journal of Environmental and Civil

Engineering , vol. 16 , p. 352–361, 2012 .

3. F. Dominguez-Munoz, B. Anderson, J. Cejudo-

Lopez et A. Carrillo-Andres, «Uncertainty in the

thermal conductivity of insulation materials,»

Energy and Buildings, vol. 42, p. 2159–2168,

2010.

4. C. Feng, H. Janssen, Y. Feng et Q. Meng, «Hygric

properties of porous building materials: Analysis

of measurement repeatability and

reproducibility,» Building Environment , vol. 85 ,

pp. 160-172 , 2015.

5. S. Roels, J. Carmeliet, H. Hens et O. ADAN,

«Interlaboratory comparison of hygric properties

of porous building materials,» Thermal Envelope

and Building Science, vol. 27, p. 307–325, 2004.

6. S. Roels, P. Talukdar, C. James et C. J. Simonson,

«Reliability of material data measurements for

hygroscopic buffering.,» International Journal of

Heat and Mass Transfer, Vols. %1 sur %223-24,

p. 5355–5363, 2010.

7. A. Aït-Mokhtar, R. Belarbi, F. Benboudjema, N.

Burlion, B. Capra, M. Carcassès, J. B. Colliat, F.

Cussigh, F. Deby, F. Jacquemot, T. de Larrard, J.

F. Lataste, P. Le Bescop, M. Pierre, S. Poyet, P.

Rougeau, T. Rougelot, A. Sellier, J. Séménadisse,

J. M. Torrenti, A. Trabelsi, P. Turcry et H. Yanez-

Godoy, «Experimental investigation of the

variability of concrete durability properties,»

Cement and Concrete Research, vol. 45, pp. 21-

36, 2013. 

8. A. A. Hamami, P. Turcry et A. Aït-Mokhtar,

«Influence of mix proportions on microstructure

and gas permeability of cement pastes and

mortars. 42(2):490-498.,» Cement and Concrete

Research, vol. 42, pp. 490-498, 2012.

9. Klinkenberg et L. J, The permeability of porous

media to liquid and gases, Drill. Prod. Pract. Am.

Pet. Inst., 1941, pp. 200-214.

10. C. Gallé et J. Sercombe, «Permeability and pore-

structure evolution for silico-calcareous and

hematite high-strength concretes submitted to

high temperatures,» Material and Structures, vol.

34, pp. 619-628, 2001.

11. N. T. Nguyen, Z. M. Sbartaï, J.-F. Lataste, D.

Breysse et F. Bos, «Assessing the spatial

variability of concrete structures using NDT

techniques – Laboratory tests and case study,»

Construction and Building Materials, vol. 49,

pp. 240-250, 2013.

12. E. Gringarten et C. V. Deutsch, «Variogram

interpretation and modeling,» Mathematical

Geology, p. 9, 2001.



International Conference On Materials and Energy – ICOME 16

Optimal Control by using Reduced Order Models for Transfer Equations

Mourad Oulghelou and Cyrille Allery
LaSIE UMR CNRS 7356, Universit́e de La Rochelle,

Pôle Science et Technologie, Avenue Michel Crépeau, 17042 La Rochelle Cedex 1, France
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ABSTRACT
The purpose of optimal control is to act on a set of parameters characterizing a dynamical system to achieve a target 

dynamics. In order to reduce CPU time and memory storage needed to perform control on evolution systems, it is possible 
to use reduced order models (ROMs). The mostly used one is the Proper Orthogonal Decomposition (POD). However 
the need of full simulations to build a basis for each control parameter is time consuming and makes that approach still 
relatively expensive. In this communication, to overcome this difficulty we suggest to implement the Proper Generalized 
Decomposition (PGD) method within the control loop. This method is considered here as an adaptive self error 
corrector respectivly to control variations during the optimization process. POD/ROM and PGD/ROM approaches 
are applied to control the flow governed by Stokes equations in a 2D lid driven cavity.

Keywords: Model reduction, PGD, Optimal control, Stokes equations

Nomenclature
u velocity vector field

p pressure scalar field

f external forces

Ω Physical space domain

∂Ω Boundary of physical space domain

I Time domain

α temporal basis functions

Φ temporal basis functions

1 Introduction
Model reduction in optimal control considered as
suboptimal replaces the full model system by a suitable
low order model which allows to express the solution
in a reduced order basis, for which the optimal control
problem is then solved. Consequently it is expected
that only a few basis elements will provide a reasonably
good description of the controlled flow. The projection
of governing equations onto the selected reduced basis
results in a set of differential equations with considerably
smaller size than the degree of freedom arizing from
classical control method, and their resolution is very fast.
The mostly investigated model reduction approach in
optimal control is the Proper Orthogonal Decomposition
(POD), see for instance [1, 2, 3].
Usually, a POD/ROM is constructed for a specific flow
configuration. Consequently, the range of validity of a

given POD/ROM is generally restricted to a region of
the control parameter space. In the control process, out
of this region we are led to construct a new POD/ROM
and consequently increasing the computational cost.
To overcome this difficulty it is possible to compute a
POD basis suitable for a range of parameters [4], and
proceed by an interpolation method. This method is
quite accurate, however it requires an important offline
computational time.
Herein, we propose to apply the PGD method within
the control process. This method was firstly introduced
in the context of computational rheology by Ammar
et al. [5], and has been further applied in a variety of
applications such as solid mechanics, quantum mechanics,
fluid mechanics ... In the present paper, this approach
is imbedded in control loop to enrich and adapt the
current spatial basis corresponding to a given control in
order to obtain a new ine suitable for the new parameter.
The potential of either PGD/ROM and POD/ROM
methods within the control loop are eventually studied
on a boundary control problem of the flow governed by
Stokes equations in a lid driven cavity.

2 Formulation of the problem
In this section we formulate the optimal control
problem with integral constraints and review first order
necessary optimality conditions.

2.1 The constrained optimal problem

Let I=[ti,tf ]⊂ [0,+∞[ and Ω⊂R2 a bounded domain
with boundary ∂Ω⊂C2 with outward unit normal n.
The non dimensional Stokes equations in primitive
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variables (u,p) are given by
∂
∂tu− 1

Re(θ)∆u+∇p=f in Ω×I
∇·u=0 in Ω×I
u=θg on ∂Ω×I
u(ti)=uti in Ω.

(1)

Here u and p are respectivly the velocity vector field
and the pressure scalar field (defined up to an additive
constant), Re(θ) is the Reynolds number 1, f and uti are
the given source term and the initial condition of the prob-
lem, and θ∈Uad denotes the control parameter, where

Uad={θ∈R+∗/θmin≤θ≤θmax}
Let u0(θ) be a divergence free vector field satisfying

u0(θ)=θg in ∂Ω. By introducing the homogeneous veloc-
ity field ũ=u−u0, problem (1) can be reformulated to

∂
∂tũ− 1

Re(θ)∆ũ+∇p= f̃(θ) in Ω×I
∇·ũ=0 in Ω×I
ũ=0 on ∂Ω×I
ũ(ti)=ũti in Ω.

(2)

with f̃(θ)=f− ∂
∂tu0(θ)+ 1

Re(θ)∆u0(θ).

Let V =

{
v ∈ C∞0 (Ω)2 : ∇ · v = 0

}
, and define the

solenoidal spaces H=V|.|L2(Ω)2 ,V =V|.|H1(Ω)2 where the
superscripts denote closure in the respective norms. Let
V ∗ denote the dual space of V , and define

W=

{
v∈L2(I;V ):vt∈L2(I;V ∗)

}
Z :=L2(I;V )×H

For ũti and f̃ sufficiently regular, problem (2) admits
a solution (ũ,p)∈W×L2(I;L2

0(Ω)).
Starting from the flow corresponding to an initial
control parameter θini, the aim is to seek the target
parameter θc corresponding to the target flow ũc. In a
mathematical setting, the goal is to solve the constrained
optimization problem : Find θ∗ such that the functional
J :W×Uad→ [0,∞[ defined by

J (ũ,θ)=
1

2

∫
I

∫
Ω
|ũ−ũc|2dxdt

+
1

2

∫
Ω
|ũ(tf)−ũc(tf)|2 dx+

1

2
κ|θ|2.

(3)

is minimized under dynamics constraints described by
equations (2). Note that in equation (3), ũc=uc−u0

is the target state, and κ>0 denotes a regularization
parameter.
For a compact formulation of the optimal control problem
we indroduce the mapping

e :X :=W×Uad→Z∗ (4)
defined as

e(ũ,θ)=

(
∂

∂t
ũ− 1

Re(θ)
∆ũ−f̃(θ) ; ũ(ti)−ũti

)

The subject boundary control problem can then be
written as

(P)

{
minJ (ũ,θ) over (ũ,θ)∈X
such that 〈e(ũ,θ),z〉Z∗,Z=0 ∀z∈Z

Where 〈·,·〉·,· denotes the duality product. It’s worth
noting that the conservation of mass, as well as the
boundary condition are realized in the choice of space
function W while the dynamics are described by the
condition e(ũ,θ)=0 in Z∗.

2.2 First order necessary optimality condi-
tion

A necessary condition for the existence of Lagrange mul-
tiplier associated to the solution of (ũ∗,θ∗) of constrained
minimization problem (P) is given by

Theorem 1 Let (ũ∗,θ∗) be a solution of optimization
problem (P). then there exists a unique Lagrange mul-
tiplier ξ∗∈Z which together with the optimal solution
(ũ∗,θ∗) satisfiy the optimality system

Lũ(ũ∗,θ∗,ξ∗) =Jũ(ũ∗,θ∗)

+〈eũ(ũ∗,θ∗)(·)W ,ξ∗〉Z∗,Z=0 in W ∗

Lθ(ũ
∗,θ∗,ξ∗) =Jθ(ũ∗,θ∗)

+〈eθ(ũ∗,θ∗)(·)Uad,ξ∗〉Z∗,Z=0 in Uad

e(ũ∗,θ∗) =0 in Z∗

(5)

where the subscripts in L(ũ∗, θ∗, ξ∗), J (ũ∗, θ∗) and
e(ũ∗,θ∗) denote the action of first order differentiation
operator 2.

2.3 Gradient step descent method
To compute the optimal solution of (P), we use a gradient
step descent method, It is an iterative process in which
at every iteration the descent direction d=−Jθ must
be evaluated. In most constrained control problems
the explicite form of Jθ is not straight forward. In the
following we describe the methodology to explicite that
descent direction for problem (P).
We note by ṽ, ṽti, q and f̃θ respectivly, the directional
derivatives3 of ũ, ũti, p and f̃ by respect to θ in a
direction θ̄∈Uad, we have
Jθ(ũ,θ)·θ̄=

∫
I

∫
Ω

(ũ−ũc)ṽdxdt

+

∫
Ω

(ũ(tf)−ũc(tf))ṽ(tf)dx+κθθ̄

(6)

where ṽ satisfies the boundary value problem
∂
∂tṽ− 1

Re(θ)∆ṽ+∇q=− θ̄
θRe(θ)∆ũ+f̃θ in Ω×I

∇·ṽ=0 in Ω×I
ṽ=0 on ∂Ω×I
ṽ(ti)=ṽti in Ω.

(7)
1Re(θ)=ρθL/η, where ρ is the density of the fluid, η is the kinematic viscosity and L is the caracteristic length.
2The first order differential operator respectivly to x applied to a function is denoted as fx= ∂

∂x
f

3The Derivative of a function f respectivly to x in the direction x̄ is defined by : fx ·x̄= lim
ε→0

f(x+εx̄)−f(x)
ε
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In (6) the evaluation of Jθ is not straightforward due
to the inexploitable expression of ṽ. A strategy to get
over this issue is to define the dual state of (2). Using
this last as a bridge will allow to explicitly express the
gradient of the objective functional (3). From the first
equation of (5) we can derive the following dual problem

∂
∂tξ+ 1

Re(θ)∆ξ+∇π=ũ−ũc in Ω×I
∇·ξ=0 in Ω×I
ξ=0 on ∂Ω×I
ξ(tf)=−(ũtf−ũtfc ) in Ω.

(8)

It is now easy using the weak fomulations of problems
(1), (7), and (8) to establish the following∫

I

∫
Ω

(ũ−ũc)ṽdxdt+
∫

Ω
(ũ(tf)−ũc(tf))ṽ(tf)dx

=

∫
I

∫
∂Ω

1

Re(θ)
∇ξ·nṽ+πṽ·n dσdt

− θ̄

θRe(θ)

∫
I

∫
Ω
∇ũ(θ)∇ξdxdt−

∫
Ω
ξtiṽ

tidx

(9)

Notice that except the last term in the equality above,
all the other terms are explicite.
Suppose now that ũti satisfies the equations

βũ− 1
Re(θ)∆ũ+∇p=h̃(θ) in Ω

∇·ũ=0 in Ω

ũ=0 on ∂Ω

(10)

where β>0 and h̃(θ)=h(θ)−βũ0+ 1
Re(θ)∆ũ0

Then ṽti satisfies the sensibility problem 4
−βṽti+ 1

Re(θ)∆ṽti+∇q=− θ̄
θRe(θ)∆ũti+h̃θ in Ω

∇·ṽti=0 in Ω

ṽti=0 on ∂Ω

(11)
Using the following dual problem associated to (10)

βηu+ 1
Re∆ηu+∇ηp=−ξti in Ω

∇·ηu=0 in Ω

ηu=0 on ∂Ω

(12)

we get the final explicite form of Jθ given by
Jθ(ũ,θ)=

1

Re(θ)

∫
I

∫
∂Ω
∇(ξ+ηu)·ng dσdt

− 1

θRe(θ)

(∫
I

∫
Ω
∇(ũ+u0)∇ξ dxdt

+

∫
Ω
∇(ũti+u0(ti))∇ηu dx

)
+

∫
I

∫
∂Ω

(π+ηp)g·n dσdt−
∫

Ω
h′(θ)ηu dx+κθ

(13)
In numerical implementation, the evaluation of Jθ is a
necessary task in every iteration of the control algorithm.
It requires on one hand the resolution of the stationary
problems (10) and (12) to obtain ũti, ηu and ηp. On the

other hand the resolution of the two instationary prob-
lems (2) and (8) to obtain ũ, ξ and π. However, in terms
of CPU time, a direct simulation of (2) and (8) is too ex-
pensive, that’s why we turn interest into reduced models.

3 Reduced model
To begin we denote by (ũ1,...,ũM) and (p1,...,pM) two
ensembles of snapshots of the considered system of evolu-
tion corresponding to the time instances t1,...,tM where
[t1,tM ]=IM⊂I (|IM | is considerably smaller than |I|).
3.1 Proper Orthogonal Decomposition

The basic steps to construct such a decomposition using
the POD method are first by building the correlation
matrices Ku and Kp from the considered snapshots
whose elements are given as

Ku
ij=

∫
Ω
ũiũjdx Kp

ij=

∫
Ω
pipjdx

for 1 ≤ i,j ≤M . Then we compute the eigenvalues
λ1,...,λM and eigenvectors w1,...,wM of Ku, thereafter

we set Φu,i :=
M∑
i=1

wi
jũ
j and finaly we normalize Φu,i=

Φu,i
||Φu,i|| . The same applies to obtain Φp,i, i=1,...,M .
The function Φu,i and Φp,i, i=1,...,M constructed this
way are called modes. They are mutually orthonormal
and optimal in terms of their ability to represent the
flow kinetic energy [6], i.e. they are optimal with respect
to the L2 scalar product in the sense that no other basis
can contain more energy in fiewer modes. In order to
obtain a low dimentional basis that represents velocity
and pressure only the first m modes corresponding to
higher eigenvalues are considered. Then the velocity
field and pressure are approximated as

ũ(t,x)≈ũm(t,x)=
m∑
i=1
αu,i(t)Φu,i(x)

p(t,x)≈pm(t,x)=
m∑
i=1
αp,i(t,x)Φp,i(t,x)

(14)

The reduced order model (ROM) of the primal problem
(2) resulting from the Gelerkin projection of its equations
onto the selected spacial basis is given by

m∑
k=1

{
(Φu,k,Φu,l)L2

d
dtαu,k−(∆Φu,k,Φu,l)L2αu,k

+(∇Φp,k,Φu,l)L2αp,k

}
=
(
f̃,Φu,l

)
L2

m∑
k=1

(Φu,k,Φu,l)L2αu,k(ti)=
(
ũti,Φu,l

)
L2

l=1,···,m
(15)

The same applies to obtain the ROM corresponding to
the Dual problem (8). These differential equations are go-
ing to be solved in each iteration of the control algorithm
to predict the flow in the whole time interval I. The POD

4In numerical application, if ũi denotes the initial condition considered for problem (2) and dt the time step, β and h might be
defined as β= 1

dt
and h(θ)= 1

dt
(ũi+u0)

(·,·)L2 denotes the L2 scalar product
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suboptimal control problem is summarized in algorithm 1
k=0:θk=θini∈Uad
while J >ε do
1 : Solve problem (10) to obtain ũti
2 : Solve Primal
problem (2) in IM⊂I (extract snapshots)
3 : Compute POD primal spatial basis, solve
the corresponding ROM and reconstruct ũm .
4 : Solve Dual
problem (8) in I∗M⊂I (extract snapshots)
5 : Compute POD
dual spatial basis, solve the corresponding
ROM and reconstruct ηu,m and ηp,m.
6 : Solve problem (12) to obtaine (ηu,ηp)
7 : Evaluate the descente
direction dk=−Jθ with equation (13)
8 : Determine
the new control θk=θk+ρkdk (ρk>0)

end
Algorithm 1: POD suboptimal control algorithm
For the sake to reduce time CPU time required by
steps 2 and 4 in the algorithm above, we propose the uti-
lization of Proper Generalized Decomposition approach.

3.2 Proper Generalized Decomposition
In contrast to POD, Proper Generalized Decomposition
(PGD) is considered as an a priori space time decom-
position [7], i,e. it does not require previously computed
data. Morover it has the natural property of learning
from its own error to approach the solution. In order to
define a generalized decompostion for the mixed problem
in hand, let’s introduce first the following function spaces

τ=L2(I),Vr=τ⊗V,Pr=τ⊗L2
0(Ω),Hr=τ⊗H

K=L2(I,H1
0(Ω))×L2(I,L2

0(Ω));
The goal is to establish (14),

ũ(t,x)≈ũm(t,x)=
m∑
i=1
αu,i(t)Φu,i(x)

p(t,x)≈pm(t,x)=
m∑
i=1
αp,i(t,x)Φp,i(t,x)

To simplify the notations we write

{ũ,p}≈{ũm,pm}=
m∑
i=0

αi⊗Φi∈Vr×Pr

Let us assume that space time decomposition of order
m−1 is known for both velocity vector field and pressure
scalar function. The new couple (αm,Φm) is determined
so that it satisfies the double Galerkin orthogonality
criteria. That is Sm(α)=Φ and Tm(Φ)=α. Sm and Tm
are respectivly defined by

〈N ({um−1,pm−1}+α⊗Φ),α⊗Ψ〉K∗,K=0,

〈N0(um−1+αuΦu),αuΨu〉H∗r,Hr =0,

∀Ψ∈H1
0×P,∀Ψu∈H

(16)

and
〈N ({um−1,pm−1}+α⊗Φ),β⊗Φ〉K∗,K=0,

〈N0(um−1+αuΦu),βuΦu〉H∗r,Hr =0,

∀β∈τ2,∀βu∈τ.
(17)

where

N (ũ,p)=

(
∂

∂t
ũ− 1

Re
∆ũ+∇p−f̃(θ),∇·ũ

)
N0(ũ)=ũ(ti)−ũti

This problem can be interpreted as a generalized eigen-
value problem [8], and by consequence a power like
method can be numerically implemented to enrich the
old decomposition.
Bellow we summarize the PGD algorithm, as
well as the PGD suboptimal control algorithm.
for m=1 to mmax do
1 : Initialisation of α (and normalize),
for k=1 to kmax do
2 : Solve Φ=S(α) (16),
3 : Solve α=T (Φ) (17) and normalize,
4 : check convergence,

end
5 : Enrich
spatial basis Ψm=span{Φ1,···,Φm−1,Φ},
6 : Update step : Solve Λm=T (Ψm) (Eqs.15)
7 : Set {um,pm}=Λm·Ψm,
8 :
Evaluation of the residual, convergence check.

end
Algorithm 2: Progressive PGD algorithm with
update step
The PGD suboptimal control algorithm is given as
following

k=0:θk=θini∈Uad
while J >ε do
1 : Solve problem (10) to obtain ũti
while Resp>εp do
2 : Apply
algorithm 2 to enrich the primal basis.

end
while Resd>εd do
3 : Apply
algorithm 2 to enrich the dual basis.

end
3 : Solve problem (12) to obtaine (ηu,ηp)
4 : Evaluate the descente direction dk=−Jθ
5 : Determine
the new control θk=θk+ρkdk (ρk>0)

end
Algorithm 3: PGD suboptimal control algorithm.
Here Resp and Resd are respectivly the residuals of
primal and dual problems. ε> 0, εp> 0 and εd> 0
are the precisions set by the user.

Remark 1 In numerical applications, to ensure a fast
convergence of algorithm 1 and 3, the descent step ρk
should be defined so that it realizes the optimal descent.
One way to do so, is by verifying the Armijo descent step
condition. This condition requires an evaluation of the
objective functional (3) for every suggested step until it
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holds. Therefore it is worth noting that in the case of re-
duced models, the test of Armijo condition could be done
by simply conserving the spatial basis which still valide
for a range of control parameters, and afterwards solving
the ROMs (15) associated to neighbor control parameters
generated from each proposed descent steps ρk.

4 Numerical experiments
4.1 Problem setup
In this section we propose to control the flow governed
by Stokes equations inside a Lid driven cavity, by acting
on the parameter θ of the top boundary condition.

u=θg

u=0u=0

u=0

Ω

Figure 1: Studied Problem

Starting from the flow associated to different arbi-
trary first guesses θini, the aim of this study is to find
the target control parameter θc corresponding to the
given velocity field ũc. To achieve it, POD/ROM and
PGD/ROM will be imbedded in the control algorithm.
To obtain the discrete form of the problem, on one
hand we use a first order implicite scheme for the time
interval I = [0,4] where dt= 0.08. On the other hand
the finite element method (Taylor-Hood Q2/Q1) for the
spatial domain Ω=[0,1]×[0,1]. Ω is subdivided to 552
quadrilatrals, which is Nu=2273 and Np=585 where
Nu and Np are respectivly the degree of freedom for
velocity and pressure. The resulting finite dimentional
saddle point problem to be solved twice (for primal and
dual problems) in every control iteration with respect
to control variation is of the type

M d
dtu+Ru−Btp=f

Bu=0.

u(ti)=uti.

(18)

where M and R are the Nu×Nu mass and stifness
matrices, and B is the Np × Nu divergence matrix.
Augmented Lagrangian approach was opted in order to
solve this problem.

4.2 Results analysis
Figures 2 and 3 depicts respectivly the convergence be-
haviour to the target control as well as the evolution
by respect to iterations of the objective functional. It is

obviously shown that convergence is ensured for all the
considered starting control guesses and a good approxima-
tion of the desired control is reached after few iterations.
Moreover, control using PGD/ROM is nearly of the
same order compared with control using POD/ROM.
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θCib =1.0
θPGDini =10.0
θPODini =10.0
θPGDini =20.0
θPODini =20.0

Figure 2: Convergence of control parameter for different initial
guesses, θini=0.02 and θini=0.2 (left), θini=10 and θini=20 (right)
with POD/ROM and PGD/ROM
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θPGDini =20.0
θPODini =20.0

Figure 3: Evolution of objective functional J versus control iterations

Table 1 contains relative errors defined as

Err(v)=
||v−uc||2L2(I;L2(Ω))

||uc||2L2(I;L2(Ω))

·100%,

where uc is the target field that corresponds to θc and
v is the approximated field. The percentage of errors
for the two approaches is significantly small and then
the resulting controled velocity is a good approximation
of the target field uc. This can also be seen in Figures
4 and 5 which represents velocity profiles in the center
of cavity of the controlled velocity filed using the two
approaches PGD/ROM and POD/ROM vis-a-vis to the
target velocity field profiles.

Relative Errors
θini 0.02 0.2 10 20
Err(uPOD) 0.015% 0.015% 0.015% 0.015%
Err(uPGD) 0.02% 0.03% 0.018% 0.019%

Table 1: Relative Errors
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Figure 4: Comparision of controled velocity profiles obtained by
POD/ROM and PGD/ROM in the center of the cavity for θini=0.2.
Figure (a) (resp (b)) represents the horizontal velocity on x = 0.5
and Figure (c) (resp (d)) the vertical velocity on y= 0.5 at the time
instance t=1 (resp t=4).
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Figure 5: Comparision of controled velocity profiles obtained by
POD/ROM and PGD/ROM in the center of the cavity for θini=10.
Figure (a) (resp (b)) represents the horizontal velocity on x = 0.5
and Figure (c) (resp (d)) the vertical velocity on y= 0.5 at the time
instance t=1 (resp t=4).

Finaly, Table 2 containes CPU time needed for the
convergence of suboptimal control algorithms compared
to the classical control. Recall that the Armijo descent
step can be efficiently imbedded in PGD/ROM and
POD/ROM control in a way that the convergence speeds
up. Contrarly to the case of classical control where
the evaluation of Armijo condition is very expensive.

Therefore the descent step considered for this last is set
such that ρk=ρ=1.

Computational CPU time
θini 0.02 0.2 10 20
Classical τ1 τ2 τ3 τ4
POD τ1/2.5 τ2/33.3 τ3/5.3 τ4/8.3
PGD τ1/7.6 τ2/90 τ3/11.1 τ4/14.3

Table 2: Needed CPU time for suboptimal control algorithms using
POD and PGD in order to atain a good aproximation of target
control. The CPU time is calculated compared to the classical control
using full DNS simulations.

5 Conclusion
In this paper the PGD process was implemented
within the boundary control problem of unsteady Stokes
equations in a Lid driven cavity. In terms of CPU time,
regardless the choice of the first guess θini, numerical
tests show that suboptimal control algorithms using
either POD or PGD approaches are faster than the
classical control algorithm. The gain in time is more im-
portant with PGD than POD. For θini=0.02, θini=10
and θini=20 the time is nearly divided by 10 and even
90 for θini=0.2 compared with the classical approach.
Morover, the convergence behaviour to the optimum as
well as the obtained approximated solution endorse the
fact that the PGD method has the property to addapt
the reduced basis respectivly to control variations.
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ABSTRACT 
The experimental study of vegetated façades and their hygrothermal effects on heat loads is essential. Indeed, 

the complexity of thermal fluxes and airflows taking place within green walls modules under extreme climatic 

conditions is to date not mastered. In addition, phenomena related to buoyancy, street confinement, 

condensation, frost and sorption-desorption are not considered in most reliable models. This paper presents an 

experiment on green walls performed to apprehend their thermal and hydrological behavior and their impact 

inside and outside buildings. The experiment is based on a living wall set up on a reduced scale mockup of 

buildings and streets. Diurnal monitoring of temperature, humidity and heat fluxes variations near and within 

the living wall and a reference case enable us to analyze thermal effects of green façades. Measurements were 

performed in La Rochelle city in France 

KEYWORDS 

1. INTRODUCTION
Green roofs, living walls and green facades can be

valuable for building energy performance and for

urban microclimate mitigation [1–4]. They reduce the

temperature peaks of external surfaces of buildings in

summer [5,6]. Green facades affect the heat transfer

through the building wall layers. Several

experimental studies seek out quantifying the heat

gains and losses from green walls [7–9].Several

studies estimate that green walls reduce significantly

the building’s cooling load during summer [2,10].

Thermo-hydric behavior of green facades is quite 

complex since they are influenced by their 

orientation and by surrounding urban environment. 

Compared to green roofs, experimental studies of 

green facades are uncommon. In Greece, temperature 

measurements were performed on a wall facing West 

and partially covered with creepers [11]. 

Measurements showed that vegetation cover reduces 

temperature peaks. Similarly, reference [12] reports a 

study carried out on a real building with green facade 

on East. In this study, greening was found to reduce 

external surface temperature by about 5 ° C. Living 

walls with substrate imply additional issues related 

to water and heat transfer within the substrate. Thus, 

an experimental study [13] conducted in Hong Kong 

on a vegetated panel composed of a hydroponic 

medium of Rockwool and grass shows that gravity 

plays an important role on the vertical distribution 

of water in the substrate. 

In urban environment, green walls thermal impacts 

are as important as for green roofs, especially in 

dense cities. When the urban structure is 

characterized by narrow street canyons, the 

radiation trapping increases the surface temperature 

and the reduced airflow recirculation leads to higher 

air temperatures. Alexandri & Jones [14] performed 

simulations for different canyon aspect ratios and 

climates. They studied a canyon with two green 

roofs and two green walls and found that the air 

temperature diminution within the canyon could 

reach about 10°C for a hot and arid climate. More 

recently, we have developed a new modeling 

approach to assess thermal impacts of green walls 
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on buildings in urban environment. A case study is 

presented in Djedjig et al.[15]. The simulated urban 

scene consists of a series of identical buildings and 

street canyons. Each building is a three story full 

scale building. The cooling load was compared for 

buildings with different aspect ratios (H/W= 0, 0.5 

and 1.0) depending on the width of the streets. The 

results quantify the progressive effects of streets 

confinement according to the aspect ratio variation 

and the potential of green walls to mitigate increased 

cooling loads. The numerical results show that green 

walls installed on east and west façades of the 

studied building reduces by 37% the cooling load of 

nearby buildings with an aspect ratio equal to one 

and reduce it by 33% for a secluded building, for 

Athens summer climate. 

There is still a lack of experimental data on these 

effects, so our study focuses on the experimental 

verification of such results and gives verification data 

for developed models. In this paper, we present an 

experimental approach to determining thermal 

impacts of green walls on buildings. The study was 

conducted on a reduced-scale model similar to a 

typical urban scene characterized by five rows of 

street canyons. The main objective was to assess the 

impact of vegetated building facades through relative 

comparisons with a reference building without 

vegetation and in real climatic conditions. The study 

also aimed to provide a database of experimental 

measurements. 

2. MOCKUP DESIGN
The experimental platform consists of five rows of

concrete empty tanks which stand for reduced scale

buildings (Figure 1). Each row is made up of three

tanks which form a block of 5 m long, 1.24 m high

and 1.12 m wide. The aspect ratio of the street

canyons is 1.2 and the scale reduction is

approximately 1:10. The experimental bench is built

on a 10 m × 20 m terrace of concrete tiles. The

canyon facades, oriented to East and West, and roofs

are painted in white.

A green wall system was set up on the West façade 

(GWallF) of one row of buildings. The green wall 

growing medium consists in Chile sphagnum of 15 

cm thick and is fixed on a metal grid which forms an 

air layer weakly ventilated of 5 cm. There are six 

different species of vegetation planted on the green 

wall. This later is watered twice a day by an 

automatic drip watering system. One row of 

concrete tanks and one street canyon (RefC) was 

kept as a reference for further comparisons.  

Figure 1: Experimental Mockup ClimaBat 

The experiment aims to assess the impact of the 

vegetated envelopes on diurnal and seasonal 

variations in indoor and outdoor environments. 

Many sensors were installed to measure 

temperature, air humidity and solar irradiation all 

over the platform. The used thermocouples are type 

K (chromel-alumel) with an accuracy of about 

0.3 °C. 

RESULTS AND DISCUSSION 

Impact inside buildings: In this section we 

compare the temperature measurements performed 

inside the reduced scale buildings. The positions of 

the sensors whose measurements are analyzed are 

shown in the sketch at the top of Figure 2. There are 

two thermocouples that measure inside air 

temperatures and 12 other thermocouples placed at 

different locations that measure inside surface 

temperatures. 

Figure 2 is composed of three graphs: the first 

compares the measurements of the temperature 

performed on the inner surface of the two facades 

facing west (the vegetated facade and the reference 

façade). The second graph compares the inside air 

temperature measurements performed within the 

two blocks. The third one shows the difference 

between the operative temperatures calculated on 

the basis of all previous measurements for both 

reference and vegetated blocks. 

As we  can see on the first graph, the green walls 

installed on the west façade decrease the inner 
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temperature of the facade up to 10°C (from 35°C for 

25°C for example. The decrease of temperature 

concerns only daytime periods, at night there is no 

change in this temperature. The decrease in inner 

facade temperature leads to lower inside air 

temperature. In fact, the second graph of Figure 2 

shows that the inside air temperature picks are 

lowered by about 5°C. We remind that we are 

considering here building blocks of 5 cm concrete 

depth and without any insulation. 

Reference Building Green Wall Building

Figure 2: Comparison vegetated vs. reference 

building – Inside air temperature, Inner surface 

temperature and operative temperature  

In order to assess of the green wall impacts on the 

indoor thermal comfort, the operative temperature 

inside the reference the green wall blocks have been 

calculated. The operative temperatures calculation is 

based on the temperature measurements performed 

inside the two building blocks. The sketch above 

Figure 2 shows the locations of the 7 thermocouples 

whose measurements have are used for each building 

block. Since the air motion is very low inside the 

mockup blocks, the operative temperature is taken 

equal to the mean value between the inside air 

temperature and the mean radiant temperature. The 

last part of Figure 2 shows the difference between the 

operative temperatures calculated respectively for 

green wall building and for the reference building 

blocks. This temperature difference reach um 5°C in 

day time, a value substantially close to the measured 

difference in terms of inside air temperature. 

Impact outside buildings: In this section we 

investigate the thermal impact of the green wall 

outside of buildings. Indeed, the green wall 

refreshes outdoor air temperature. In confined 

spaces such as street canyons, measurable reduction 

in air temperature takes place in summer. 

Measurements presented reference [3] show that the 

green wall tested on this experimental mockup 

reduce until 1.5 °C the temperature rise within the 

street canyon. 

In this paper we focus mainly on the temperature 

gradient that takes place near the green walls. So we 

will compare the temperature variation observed 

through streets canyons. Concretely, we compare the 

difference between the temperatures measured by 

thermocouples T3 and T4 placed in the green wall 

Street to the difference between the temperatures 

measured by thermocouples T1 and T2 located in 

the reference Street (see Figure 3). It is clear that in 

the absence of the green wall the two curves are 

superimposed. On this figure, green colored area 

represents the deviation of the green wall street compared 

to the reference street. As can be seen, the compared 

difference is negative in morning and positive in 

afternoon, which is quite expected since the facades 

facing east warm up in morning and those facing the west 

heat up in the afternoon. 

So
la

r 
n

o
o

n

night nightmorning afternoon

T1-T2 (°C)
T3-T4 (°C)

Figure 3: Comparison of temperature difference 

measured across street canyons 
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The green wall effect can be seen in the difference 

between the two curves. In fact, Figure 3 signifies 

that the green wall refreshes the air within the street 

by cooling the air near the facade. This is why the 

difference T3-T4 remains lower than the difference 

T1-T2 during all the day. We can see also that the 

cooling effect diminishes progressively during night 

when no irradiation on the considered walls. 

CONCLUSIONS 
The experimental work presented in this paper 

enables us to measure the thermal impact of 

vegetated walls inside and outside buildings. Thus, it 

has been shown that the green wall reduce the mean 

radiant and indoor air temperatures. Furthermore, the 

results show that the green facade cools the air near it 

leading to the streets cooling effect. 
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ABSTRACT 
In this work a comparative study of thermal transmittance between different multilayer walls is examined numerically using 

the so called Combined Method recommended in the Moroccan standard NM EN ISO 6946/2007. For this purpose a 

special script was written in Mathematica based on the electrical analogy and where all the thermal transfers occurring 

across the brick were considered. Tree configurations with and without air gap of 7 cm were compared. The first 

configuration, concerns walls made of cement render, cement mortar and tree sizes of hollow clay fired bricks (3, 8 and 12 

cavities). In the second one, bricks were substituted with those prepared with plaster and granular cork mixes. Finally, in 

this second case, plaster-granular cork was used instead of cement render. In addition, the compliance with the Moroccan 

Thermal Regulation of Construction (MTRC) was examined. Results show that in the third configuration, double walls 

(with air gap) consisting of 8 or 12 cavities bricks are in accordance with all Moroccan climatic zones of the MTRC. 

KEYWORDS: Equivalent thermal transmittance; electrical analogy; hollow clay bricks; composite materials; energy 

saving; external wall. 

NOMENCLATURE 
Rc    thermal resistance of convection within brick 

        cavity, K/W  

Rr    thermal resistance of radiation within brick 

        cavity, K/W 

Rca  thermal resistance of the brick cavity, K/W 

Rer   thermal resistance of external render, K/W 

Rir   thermal resistance of internal render, K/W 

Rvp  thermal resistance of vertical partition, K/W 

Rhp  thermal resistance of horizontal partition,  

       K/W 

Rm   thermal resistance of mortar joint, K/W 
Rsi   internal surface thermal resistance, K/W 

Rse  external surface thermal resistance, K/W 

Rup  upper thermal resistance, K/W 

Rlow    lower thermal resistance, K/W 

Rg air gap thermal resistance, K/W 

evp thickness of the vertical partition, m 

Ahp    vertical partition area, m2 
d        the thickness of the air gap, m 

b  the length of the air gap, m 

Nm total number of mortar joints 

Nc total number of bricks in the wall 

Nvp      total number of vertical partitions per brick 

          (three for 8C, four for 12C) 

Nhp     total number of horizontal partitions per 

          brick 

Nvc       total number of cavities per column per 

          brick (in vertical direction) 

Nhc       total number of cavities per row per brick 

          (in horizontal direction) 

Greek letters 

λvp       thermal conductivity of the vertical partition, 

          W/m2K 

1      the right internal surface of the air gap emissivity 

2     the left internal surface of the air gap emissivity 

Subscripts 

12C   brick of twelve cavities 

8C     brick of eight cavities 

3C     brick of tree cavities 

PCM Phase Change material 

INTRODUCTION 
Red fired clay hollow bricks, being mainly used to 

construct building walls, have been long known to 

accommodate warm homes in the winter and cool 

dwellings during summer; in contrast, they present several 

disadvantages and occupy a considerable amount of 

building’s energy demand. Therefore many recent 

researches proposed alternatives of the usual bricks,[1] 

studied the thermal behaviour of hollow clay bricks made 

up of paper waste and optimized their thermal 

performance, [2] managed to reduce the total heat transfer 

occurring across brick walls by 23% through placing clay 

protuberances inside brick cavities, also [3] improved the 

thermal inertia of buildings by filling bricks with PCM. 

The effect of the type of PCM used, its quantity and 

position inside the brick cavities were then evaluated. 

Consequently, this paper propose the use of bricks made 



17 – 20 May 2016, La Rochelle, France 

170 Raefat et al., 

of a new composite material plaster-granular cork instead 

of fired clay bricks, this will not only guarantee a better 

energy efficiency inside buildings, but will also supress the 

environmental pollution resulted from the fired clay 

manufacturing process. 

MATERIALS AND METHOD 
In order to evaluate the thermal performance of different 

bricks inside the wall, tree types of hollow bricks (fig1) 

frequently used in Moroccan buildings are studied; coded 

according to their cavities number. 

Figure 1 

The different bricks studied 

For easy thermal resistance determination, the representing 

unit cell is consisting of two superposed bricks 8C with 

joining mortar of 0.01m in thickness on the top and the 

bottom of each brick and between the two bricks, and with 

external and internal render of 0.02m; represented in fig 2 

a. 

Thermal conductivities of basic materials and of the 

composite material studied; picked from [4, 5], are given in 

table 1. 

Table 1  

Thermal conductivity of basic materials 

Material Thermal conductivity 

(W/m.K) 

Fired clay 0.346 

Cement mortar 0.703 

Plaster- granular cork 0.101 

MATHEMATICAL ANALYSIS  
The method used in this work is based on the 

Combined Method disposed in the Moroccan 

standard NM ISO 6946/2007[6]. It provides an 

approximate rapid procedure that can be applied for 

inhomogeneous layers such as masonry walls. It 

consists of three steps described in [7]. 

In this method, the calculations must consider in 

addition of the conduction, the convection and 

radiation phenomena that occur within the air 

cavities. Assuming that: 

 Thermal conductivity does not depend on
temperature variation for materials studied.

 All thermal transfers are considered occurring
in one dimension and under steady state
conditions.

 Contrary to horizontal joints, vertical ones
are neglected (their amount is neglected to
the amount of bricks they are adjusting).

 Both convection and radiation in the pore
space of the body brick are neglected, (since
the dimensions of the pores are so small).

 The emissivity of the studied materials is
considered constant (ε = 0.9).

The thermal transmittance U (W/m2.K) is 

determined according to [6]: 

Rm is then calculated by averaging both Rup [8] and Rlow 

[7]; determined by the following equations: 

The scheme of upper thermal resistance and lower thermal 

resistance decompositions is shown in fig 2b and fig 2c 

respectively. 

Elementary thermal resistances are defined as the 

thickness of the partition in question divided by the 

product of its material thermal conductivity and its 

apparent section, for example, the vertical partition 

thermal resistance is expressed as follows: 

As stated earlier, both convection and radiation 

phenomena occur inside the cavity, henceforth, the cavity 

thermal resistance is expressed as: 

The thermal resistances Rc and Rr are both determined 

using multiple equations, therefore they were simulated 

using a special script developed in Mathematica. For 

further details, one can consult [8]. 

Thermal resistances of internal and external surfaces are 

taken respectively as: 

and

. 

(1) 

(2)

1)

(3) 

(4) 

(5)
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(a) (b) (c) 

Figure 2 

(a) The representing cell for easy thermal resistance determination;

(b) upper thermal resistance electrical analogy;

(c) lower thermal resistance electrical analogy.

RESULTS AND ANALYSIS 

Thermal transmission Comparison of tree 

different configurations: Tree configurations with 

and without air gap of 7 cm are compared, the 

configurations consist of: 

 In the first cast, walls are made of cement
render, cement mortar and hollow clay fired
bricks.

 In the second one, bricks are substituted with

others made of plaster- granular cork.

 Finally, in the previous case, plaster-granular

cork was used instead of cement render.

For the tree configurations, the tree different bricks 

are compared. 

Walls without air gap: In Morocco, most of exterior 

walls are made without air gap, this solution remains 

economic and occupies less space in buildings, and 

consequently, the thermal transmission of these walls was 

calculated in table 2 for the tree configurations and the tree 

types of bricks. 

From table 2, It is clear that the higher the brick cavities 

the better is the overall thermal transmission of the wall, 

also, the thermal coefficients is getting better once we pass 

from a configuration to the next one, hence; the 3rd 

configuration represents the best thermal coefficients. 

Walls with air gap: In order to ameliorate the walls 

thermal transmission and to ensure a better thermal 

efficiency inside buildings, walls are separated with an air 

gap of variant thicknesses (7cm in our case). 

Table 2 

Thermal transmission of the different studied walls 

without air gap 

Configuration U m 

(W/m2.K) 

Different bricks studied 

3C 8C 12C 

 1st Uup 

Ulow 

Um 

2,024 

2,127 

2,075 

1,477 

1,560 

1,519 

1,062 

1,099 

1,080 

2nd Uup 

Ulow

Um  

1,553 

1,555 

1,554 

1,048 

1,044 

1,046 

0,733 

0,721 

0,727 

3rd Uup 

Ulow 

Um  

1,017 

1,018 

1,018 

0,773 

0,771 

0,772 

0,587 

0,579 

0,583 

The thermal resistance of the air gap is calculated 

according to [6] and using the following equation: 

And where: 

(6)
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The thermal transmission coefficients were calculated for 

the different walls with air gap in the following table: 

Table 3 

Thermal transmission of the different studied walls with air 

gap 

Configuration U 

(W/m2

.K) 

Different bricks studied 

3C 8C 12C 

1st Uup 

Ulow 

Um 

1,161 

1,229 

1,194 

0,821 

0.870 

0.845 

0,569 

0,590 

0,580 

2nd Uup 

Ulow

Um  

0,861 

0,862 

0,862 

0.567 

0.564 

0.565 

0,384 

0,378 

0,381 

3rd Uup 

Ulow 

Um  

0,667 

0,667 

0,667 

0.475 

0.473 

0.474 

0,340 

0,335 

0,337 

It is observed from table 3 that the overall thermal 

transmission coefficient improvement of double walls is 

following the same pattern as of single walls, except that 

the improvement is more significant when the air gap is 

present. 

Discussion of the compliance with the MTRC: 
For the purpose of decreasing the building sector high 

demand, the MTRC (Moroccan thermal Regulation of 

Construction) [9] has recently become mandatory for the 

six climatic zones presented in Morocco (fig 3). In its 

prescriptive approach, the thermal performance of the new 

dwellings is estimated knowing the thermal transmission 

U of their components.  

Figure 3 

The six climatic Moroccan zones according to the MTRC 

Indeed, in order to help building’s owners to choose 

between different walls configurations respecting the 

MTRC regardless of the Moroccan zone they are 

belonging to, the compliance of the different walls studied 

with the six climatic zones were represented in fig 4 for 

walls without air gap and in fig 5 for walls with air gap, 

according to their thermal transmission. 

Figure 4 

The compliance of the walls without air gap with the MTRC for the different configurations studied 

(7)
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Figure 5 

The compliance of the walls with air gap with the MTRC for the different configurations studied 

From fig 4, for walls constituted with bricks 3C, only the 

third configuration is respecting the first zone’s thermal 

transmission. For bricks 8C, both first and second 

configurations are respecting the first zone, and for bricks 

12C all the configurations are respecting it. 

Correspondingly, the third configuration is also respecting 

the second and the third zones for bricks 12C.  

From fig 5, all the configurations are respecting the first 

zone’s thermal transmission for all the bricks studied, 

moreover, the second configuration walls of bricks 12C 

and the third configuration walls of bricks 8C and 12C are 

respecting all the six climatic zones. 

The energy saving of the transition from the 

1st to the 3rd configuration: In order to emphasise

the thermal performance importance resulted from 

substituting clay bricks with bricks made of plaster- 

granular cork material, the energy gain was evaluated for 

the different walls in table 4 using (8). 

From table 4 the energy saving of the transition from the 1st 

to the 3rd configuration increases from 40,90% (for 12C 

walls with air gap) up to     50,94% (for 3C walls without 

air gap), this will help to reduce the walls energy 

consumption up to the half making buildings more efficient 

and comfortable 

Table 4: Energy saving of the transition from the 1st to the 

3rd configuration: 

Walls Energy saving 

3C 8C 12C 

Without air gap 50,94% 49.18% 46.02% 

With air gap 44,14% 43,91% 41,90% 

Conclusion 
This article has shown the interest of substituting fired 

clay bricks with plaster-granular cork bricks constituting 

walls, which represent the major surface areas of the 

buildings, by giving a thermal transmission coefficient 

comparison between different walls, for this purpose tree 

configurations were proposed and studied. Indeed, the 3rd 

configuration, which consist of a double wall composed of 

bricks and render made of plaster-granular cork, present 

the best transmission coefficient (0,337 W/m2.k for 7cm 

air gap’s thickness) and respect all climatic Moroccan 

zone’s thermal transmission. Furthermore, relevant 

information is obtained from calculating the energy saving 

of the transition from the 1st to the 3rd configuration for 

the different walls; the obtained results are leading to 

overall heat transfer reductions up to 51%. In addition, the 

3rd configuration walls will be much heavier; this will 

decrease the total cost of buildings by reducing the 

required amount of reinforced concrete, by contrast this 

could raise some solidity for the brick wall. Accordingly, 

(8)
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this study needs to include furthermore the mechanical 

resistance determination of the studied walls. 
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ABSTRACT 
This paper presents a two-dimensional model to analyse the heat and moisture transfer through wood porous 

building materials. Transient coupled model of heat and moisture transfer in timber material under low 

temperature is presented. The resulting coupled model is converted to two nonlinear partial differential 

equations, which are then numerically solved by an implicit iterative scheme. The numerical results of 

temperature and moisture potential changes are compared with the experimental measurements available in 

literature. Predicted results demonstrate validation of the proposed theoretical model and effectiveness of the 

developed numerical algorithms. It is expected to provide useful information for the wood material design 

based on heat and moisture transfer model. 

KEYWORDS Heat transfer; Moisture transfer; Porous materials; Wood; Finite element method. 

1. INTRODUCTION
The behaviour of porous building material such as

wood subjected to different environmental conditions

is highly dependent on its material structure and

chemical composition. The amounts of water present

inside wood considerably influence its thermo-

physical properties and geometric shape. Being

porous, hygroscopic and orthotropic material, the

heat and moisture transfer in timber makes a complex

system of coupled mechanisms. Moreover, if the

moisture content changes over time, this may induce

distortions, residual stresses, and failures in timber

products. In this case, almost all properties in wood

as well as the wood–water relations are temperature-

dependent. For these reasons, it is of particular

interest to have good knowledge of these variables in

various timber structures. The main objective of this

article is to achieve an analysis of the heat and

moisture transfers in porous materials by means of

coupled model adopted for finite element analysis.

In the last decades, to improve building energy 

efficiency and indoor air quality, the coupled heat 

and moisture transfers in porous materials have been 

widely studied due to its presence in many industrial 

applications, particularly in timber buildings. Many 

researches have been performed such as [1-3]. To 

evaluate coupled heat and moisture transfer in porous 

building materials, Abahri et al. (2011) proposed a 

one-dimensional analytical model in ref [1]. Lack of 

experimental and numerical results, no comparison 

was performed. Chang et al.(2000) also described an 

analytical solution to coupled heat and moisture 

diffusion transfer in porous materials. For the same 

application, the obtained results for the wooden slab 

are similar with other published analytical solutions 

using the decoupling technique [2]. Younsi et al. 

(2006) [3] present a mathematical model based on a 

set of coupled, heat and mass transfer equations 

presented by Luikov (1975) in ref [4]. They have 

also studied the effect of heat and mass transfer 

parameters through the Biot number on heat and 

moisture transfer. It was concluded that the 

governing dimensionless parameters have a 

significant influence on the kinetics of the heat and 

moisture transfer. To analyse the heat and moisture 

transfers in capillary porous media, Luikov (1966) 

in [5] proposed a model assuming the same analogy 

between moisture transport and heat transfer. This 

model was used by several researchers [6-7]. 

To solve the obtained coupled system for 

temperature and moisture potentials, many authors 

used both theoretical and numerical approaches. The 

solution of the governing partial differential 

equations depends on the considered specific 

problem. Generally, all approaches are based on the 

use of transformation functions. Chang et al. [3] 

have introduced a potential function corresponding 

to their equations system, using a change of 
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variables for temperature gradient and moisture rate. 

They used the boundary condition of Neumann type 

and compared their predicted results with those of 

Thomas et al. (1980) presented in [8].  

This paper presents a numerical strategy applied to 

solve the partial differential equations. It concerns 

two-dimensional heat and moisture transfer through 

porous building materials. The finite element 

solutions were performed using the natural 

hygrothermal boundary conditions proposed by 

Abahri et al. [1] and Chang et al. [2]. A numerical 

approach by means of incremental finite element 

method will be presented. In order to validate the 

proposed finite element model, a numerical 

procedure and a staggered technique to resolve the 

coupling between temperature and moisture are given 

in details. Moreover, the comparisons of the obtained 

numerical results with other analytical models given 

by Abahri et al. [1], Chang et al. [2]. 

2. ANALYTICAL FORMULATION
Heat and moisture transfer in porous media subjected

to convective boundary conditions can be modelled

using Luikov’s approach presented in [5]. The

following assumptions are assumed in this work:

- The timber specimen is homogenous and the

thermo-physical properties are constant.

- The initial values of moisture and temperature in

wood were uniform.

- The shrinkage and the degradation of the timber

sample were neglected.

The constitutive equations describing two-

dimensional heat and moisture transfer for wood are 

given by [9] and [10] as follows: 

Heat transfer 

 
2 2

p m LV2 2

T T T m
ρc =λ + +ρc ε.h +γ

t x y t

    
 

    
(1) 

Moisture transfer 

2 2 2 2

m m m2 2 2 2

m m m T T
ρc =D + +δ.D +

t x y x y

       
   

       

(2) 

where T[K] is the temperature, m[°M] is the moisture 

potential, t[s] is time, x[m] and y[m] are the location 

coordinates, cp[J/(kg.K)] and cm [kg/(kg.°M)] are heat 

and moisture capacities of the medium, [W/(m.K)] 

and Dm[kg/(m.s.°M)] are thermal and moisture 

diffusion coefficients respectively,  [kg/m3] is the 

dry solid density,  is the ratio of vapour diffusion 

coefficient to coefficient of total moisture diffusion, 

γ[J/kg] is the latent heat,  [kgmoisture/(kg.K)] is 

the thermal gradient coefficient and hLV [kJ/kg] is 

the heat of phase change.   

The associated hygrothermal boundary and initial 

conditions are listed below:   

(a). Initial conditions 

0 0
T(x,y,t=0)=T ; m(x,y,t=0)=m (3)

The moisture potential m is related to the moisture 

content M by:  

mM=c ×m (4) 

cm [kg/(kg.°M)] is the specific mass capacity. 

(b). Boundary conditions 

in out

in

T(x=0,y,t)=T ; T(x=L,y,t)=T

m(x=0,y,t)=m ; m(x=L,y,t)=m
out

(5) 

T T
(x,y=0,t)=0; (x,y=H,t)=0

y y

m m
(x,y=0,t)=0; (x,y=H,t)=0

y y

 

 

 

 

 
(6) 

Eqs. (1) & (2) are coupled heat and moisture 

transfer equations for porous building materials can 

be solved numerically by the finite element 

modelling. 

3. FINITE ELEMENT MODELLING
The Galerkin’s weighted residual method is used to

discretize the space for Eqs.(1) and (2). Temperature

T is selected as the state variable for heat transfer.

The state variable for moisture transfer is chosen as

moisture potential, denoted as m. For an element,

the state variables are approximated by linearizing

three node elements, for example:
3

i i
i=1

3

i i
i=1

T(x,y,t)= N (x,y).T (t);

m(x,y,t)= N (x,y).m (t)




(7) 

where 
i

N (x,y) is the shape functions of triangular 

finite element,
i

T (t) is the time-dependent nodal 

temperatures and 
i

m (t) is the time-dependent nodal 

moistures.  

Applying Galerkin’s weighted residual approach to 

Eqs. (1) and (2): 
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 
2 2

p i i m LV i2 2

Ω Ω Ω

T T T m
ρc N dΩ=λ N + dΩ+ρc ε.h +γ N dΩ

t x y t

    
 

    
  

(8) 

2 2 2 2

m i m i m i2 2 2 2

Ω Ω Ω

m m m T T
ρc N dΩ=D N + dΩ+δ.D N + dΩ

t x y x y

       
   

       
  

(9) 

Inserting boundary conditions, applying the phase 

equilibrium relations and rearranging Eqs.(8) and (9), 

the resulting system of ordinary differential equations 

is obtained: 

        T T T
C T + K T = F m

        m m m
C m + K m = F T

(10) 

(11) 

where  T
C ,  T

K ,  T
F ,  m

C ,  m
K and  mF are 

corresponding matrices consisting of coefficients 

derived from Eqs. (8) and (9). 

4. APPLICATION ON A WOOD SLAB

BUILDING ENVELOPE
An application on a wood slab building envelope has

been simulated using the material properties given

from [1-2] which are associated to the boundary

conditions described previously in section 2 are

recapitulated in Table 1.

Table 1 

Material properties for wood. 

The Finite Element (FE) model of the wood slab of 

24×60mm is modelled by 960 triangular elements 

consisted of 525 nodes. Figs 1 and 2 illustrate 

respectively the temperature and the moisture 

distribution in wooden slab sample at different times. 

From Figs 1, it can be seen that at time t=1000s, a 

larger temperature gradient was established on 3/4 

width plane of the tested specimen. During a 

prolonged heat transfer process                (Figs 1a, 

1b and 1c), the temperature distribution evolves 

rapidly at the beginning and then becomes stable. 

The temperature difference between the inner region 

and the outer region decreases more and more. After 

the heat and moisture transfer in wood slab panel, a 

moisture gradient was established in response to 

temperature gradient with maximum moisture 

potential in the surface region. The moisture content 

in the outer region decreased from 80°M moisture 

potential to around 70°M at time t = 4000s (Fig. 2c). 

We also note that the moisture rate in the centre 

zone decreased progressively until the moisture 

potential reaches 70°M at time t=1000s (Fig. 2b). 

( (a) t = 100s (b) t = 500s (c) t = 1000s

Fig. 1. Contour maps of temperature distribution at

different time.

(a) t = 100 s (b) t = 1000 s (c) t = 4000 s

Fig.2. Contour maps of moisture potential 

distribution at different time. 

Fig. 3 shows the temperature distribution of at the 

centre of wood slab (x=12mm). It can be seen that 

the temperature distributions of the three layers 

during the heat and moisture transfer can be divided 

in three different phases: I) an initial rising phase of 

temperature, II) a non-linear rising in temperature at 

the centre of wood panel and III) a quasi-stable 

cm 0.01 kg/(kg.°M) ε 0.3 

cp 2500 J/(kg.K) m0 86 °M 

δ 2 °M/K min 45 °M 

 0.65 W/(m.K) mout 4 °M 

ρ 370 kg/m3 hLV 2.5 10-9 J/kg 

Dm 
2.2 10-8 

kg/(m.s.°M) 
γ 0 

L 24 mm T 110 °C 

H 60 mm m 4 °M 

T0 10 °C ch 2.25 W/(m2.K) 

Tin 60 °C mh
2.5 10-6 

kg/(m2.s.°M) 

Tout 110 °C 
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phase in temperature at the centre of the wall. The FE 

results are similar to the experimental results of

Abahri et al. [1]. From a short time of 690s, the 

temperature is stationary and equal to 85.2°C, which 

is well predicted by the model. 
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Fig. 3. Curves of temperature versus time at the 

centre of wood slab. 

Fig. 4 shows the comparison between the analytical 

solution and predicted results of the moisture 

potential versus time at the centre of wood slab. It 

can be seen that the moisture potential distributions 

can be separated in three phases: I) an initial slightly 

linear increasing phase, II) a quasi-stable phase and 

III) a non-linear decreasing phase. There is a very

good correlation between the analytical solution

given in [1] and the obtained numerical results.

During the heat and moisture transfer in the porous

slab, the moisture potential continues to decrease

with increase in time, until the end.

For the same example, the moisture evolution at the 

surface and at the middle of the slab are shown in 

Fig. 5. It can be seen that the results from the natural 

hygrothermal boundary conditions developed by 

Chang et al. [2] agree well. With regard to the 

moisture content profile of the wood slab at the 

surface and at the middle presented in Fig. 5, a good 

accuracy of the present model can then be verified by 

a very small difference around 1% between the 

predicted and the results obtained by Chang et al. in 

ref [2]. 
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Fig. 4. Curves of moisture potential versus time at 

the centre of wood slab. 
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Fig. 5. Curves of moisture content versus time at 

two different locations. 

5. CONCLUSION
The objective of this work is to propose a numerical

methodology to simulate 2D heat and moisture

transfer in porous building materials and to

complete the work of Abahri and Chang in [1, 2]

who solved this problem by using an one-

dimensional analytical model. In the first step, a

generalised mathematical model accounting the

governing equations describing the coupled heat and

moisture transfers for porous material has been

formulated in detail. The associated numerical

aspects in the framework of the classical Galerkin-

based FE formulation are also discussed. Several

finite element simulations using the natural

hygrothermal boundary conditions proposed by

Chang et al. [2] are conducted to compare the

predicted results with the analytical and

experimental measurements available in literature.

The quality of the solutions obtained in terms of the

hygrothermal fields’ distribution, through the porous

panel thickness, seems very satisfactory.
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Further investigations are now under progress to 

extend this numerical procedure to 3D case with the 

hope of simulating the heat and moisture transfers in 

the porous building panels made by different 

materials and several layers under complex and 

severe hygrothermal conditions. 
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ABSTRACT  
The fluid transport phenomena in porous materials such as concrete is one of the main actions involved in the 

degradation of the structures lying in aggressive areas. This transport is governed by several physical and 

chemical parameters such as porosity, tortuosity, diffusion coefficient or  concentration of chemical species. 

The main objective of this work is to quantify the tortuosity parameter by a non-destructive method. Tortuosity 

is a parameter with significant inflluence on the transfer and diffusion of particles in porous media. Indeed it 

takes account of the irregularity and sinuous transport paths in the pore structure of the material. 

The experimental program focuses on applying a non-destructive method for measuring the electrical 

conductivity of materials as glass beads and sand with different classes, saturated with NaCl solution at 

different concentration. The material is placed in a PVC cell of 50 mm diameter, equipped with two stainless 

steel electrodes connected to the measuring circuit. 

The tortuosity values obtained in this work are less than unity. This accords considerably with the values found 

in the literature, we also note that the variation of this parameter depends on the nature of the medium but also 

according to its geometrical properties. 

KEYWORD Tortuosity, porosity, electrical conductivity, nondestructive measurements, transport 

phenomena, porous media. 

NOMENCLATURE 

EC: Electrical conductivity (S/m); 

NaCl : Sodium Chloride; 

CESG : Electrical conductivity (S/m); 

n : Porosity; 

S: Electrodes area (m²); 

l: Distance between  electrodes (m); 

Rx: Electrical resistance (Ω); 

CE0: Electrical conductivity of the pore 

solution (S/m); 

L: Macroscopic right distance between two points (A 

et B);  

Le: The effective distance crossed geometrically; 

Λ: tortuosity; 

Tm : Tortuosity factor ; 

τm : Geometric tortuosity factor; 

INTRODUCTION 

Porous media represent a large class of complex 

systems. Their pore space is very complex, with 

pore sizes varying in a wide range. But what really 

makes particular feature of porous media, is that 

paths they provide -for the flow of fluids - are not 

straight, but tortuous and sinuous. A particle must 

cross a path which is longer than the straight line 

between its original source and destination. 

In the literature, the tortuosity is defined as a 

geometric parameter associated with hydraulic, 

electrical or diffusive properties [1-3]. This 

important parameter purely geometrical influences 

the transfer of particles in a porous medium. The 

concept of tortuosity is generally shown as a kind of 

factor influencing the macroscopic transport 

movements to reflect the complex transport paths in 

mailto:merioua_abderrahmene@hotmail.com


17 – 20 May 2016, La Rochelle, France 

182 Merioua et al., 

porous media and characterize the structure of these 

environments. There are different concepts and 

definitions of the tortuosity known from the literature 

in transport through porous media [4-7]. According 

(Shackelford and Moore) [7], the tortuosity term (Λ) 

is given to the ratio of length (L) of the macroscopic 

straight line between two points (A and B) defining 

the path of a flow through a given sample, and the 

actual or effective distance of this flow, traversed by 

the solution between the same points (Figure 1), this 

ratio is defined as following : 

                                                                (1) 

With    0 ≤ Λ ≤ 1 

 
Figure 1

Tortuous diffusion path in a saturated porous 

medium [4]. 

 

Another form of tortuosity is known as geometric 

tortuosity factor (τm) which is equally lower than unit 

(τm ≤ 1), to reflect the reduction in macroscopic 

concentration gradient and correct not parallel 

direction of the effective pathways in which chemical 

species flow [7]. Mathematically it represents the 

square of tortuosity given by equation (1), defined as 

following :  

                    (2) 

 

For saturated porous materials, the τm values 

range from 0.01 to 0.84 and from 0.025 to 0.57 for 

unsaturated materials [5, 6, 8]. Bear and Epstein have 

presented values of his tortuosity which are also less 

than unity and range between 0.56 and 0.8 [9, 10]. 

 

In some cases, tortuosity parameter is defined as the 

inverse of equation (2), called tortuosity factor Tm, 

and therefore, it’s will be a value greater than unity, 

(∞ ≥ Tm  ≥ 1) [11-14], The tortuosity factor Tm is 

presented by the equation (3): 

 

                            (3) 

 

This tortuosity was used for example to predict the 

permeability in porous media, taking a value of (2) 

but also values between 1.41 and 1.58 [15]. The 2 

value was also adopted for electrical measurements 

on fibrous media [16].  Pisani [17]   found tortuosity 

factor between 1 and 3 for materials with porosities 

between 0.4 and 0.7. Another work was used to 

assess this tortuosity and present values between 

1.03 and 1.81 for porosities which vary in the range 

0.38 to 0.93, using an acoustic method on porous 

materials rigidified with fibers [17].  

  

Until now, there is no technique or known 

measurement method wich can really estimate this 

factor. However, several models based on the 

formation factor F, (represents the effect of the 

microstructure located on the electrical conductivity 

of material, and is equal to the ratio of the 

conductivity of the pore solution (EC0) on the bulk 

electrical conductivity EC), can connect the 

tortuosity factor to the electrical parameters of 

saturated porous material, such as electrical 

conductivity (EC) or electrical resistivity [14, 15, 

18]: 

 

                                        (3) 

 

With n : porosity of the porous medium. 

 

Another theoretical linear relationship established 

by Rhoades and Oster [19], exists between EC of a 

saturated porous medium, EC0 and a tortuosity 

factor ≤ 1, as shown in equation 4 [8, 20]: 

 

                         (4) 

 

Where θW is the volumetric water content of the 

porous material. ECS is the electrical conductivity of 

the solid phase.  
 

Equation (4) provides the geometric tortuosity factor 

τm by plotting the EC saturated material according to 

the CE0 (Figure 2). The slope of this curve by 

analogy with equation (4) represents the product   
(τm . θw) and the intersection between the curve and 

the vertical axis represents the conductivity of the 

solid grains ECSG. (ECSG = 0 in the case of granular 

materials [21]).  
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However, electrical conduction in some materials 

such as clay soils occurs in pores but also on the 

surface of clay particles electrically charged. Indeed 

in the clays, the conductance at the particles may be a 

significant factor affecting the total conductivity of 

the porous medium [22]. 

Figure 2  

Geometric tortuosity factor (τm) obtained by of 

Rhodes and Oster relation [8]. 

There is another model that relates the geometric 

tortuosity with formation factor called Nernst-

Einstein equation (equation 5), allowing to have 

influence of tortuosity on the electrical parameters of 

porous materials. This relation can be used for non-

reactive ionic species between diffusion and ion 

conductivity [23-25]. 

(5) 

MATERIALS AND METHODS 

Materials Used: In this work the materials used are 

shown in Figure 3a, 3b. First a mono spherical glass 

beads with known porosities having diameters of 

(1.5, 2, 3 and 4) mm are used. Secondly, three classes 

of siliceous career quartz sand also with known 

porosities have been studied (1 – 2 mm; 0.5 – 1 mm 

and 0.25 – 0.5 mm). 

Tortuosity Measurement: In this part, the relation 

Nernst-Einstein (equation 5) was used for 

determining the tortuosity of each porous medium 

studied (glass beads and sands) depending on the 

formation factor which represents the ratio of the EC 

of saturated porous media on EC0 of the saturated 

solution. 

Figure 3a  

The different diameters of glass beads used. 

Figure 3b 

(a) Sand class 1 – 2 mm, (b) sand class 0.5 – 1

mm, (c) sand class 0.25 – 0.5 mm. 

For measuring EC, an electric circuit developed 

within our laboratory (Figure 4) for measuring an 

electrical resistance Rx with Ohm's law principle, 

this resistance will be transformed into EC 

according to the equation (6): 

(6) 

With l the spacing between the electrodes, S 

electrode area. 

For glass beads and sand classes, a PVC cell of 

50 mm diameter was filled to the necessary amount 

of material saturated with a NaCl concentration in 

solution of between 5 and 117 g / l. 

Figure 4 

Circuit for the electrical measurement [26]. 
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Regarding of EC0, it is measured using a digital 

conductivity meter (Ohaus STARTER-3000C), which 

was calibrated using KCl solutions (0.01, 0.1, 1) mol 

(Figure 5). 

Figure 5  

Calibration of conductimeter with a KCl solution. 

RESULTS AND DISCUSSION 

Figure 6 illustrates the variation in EC with the EC0 

of the tested materials (glass beads of diameter       

1.5 and 2 mm and a class of sand (1-2) mm, saturated 

with solutions of  NaCl with concentration between  

5 and 117g / l. This variation is correlated by straight 

lines type y=a.x, passing through the origin (for a 

concentration of 0 g/l, the material is dry and 

therefore no electrical conductivity, with correlation 

coefficient ≥ 0.98. 

Figure 6 

Variation of EC with CE0 for the tested materials 

glass beads 1.5, 2mm and (1-2) mm sand class. 

From analogy with the equation 5, we deduce that the 

straight slope is the product (n * τm). This analogy 

allows us to calculate the various tortuosity of 

porous media studied (table 1). The error shown in 

Figure 6 defines the cumulative relative uncertainty 

due to the electrical measurement, estimated at 

9.3%. 

Table 1 summarizes the results of tortuosity of 

porous media studied with their corresponding 

porosities. What we can say from these results, is 

that for a given medium such as glass beads, 

geometric tortuosity factor increases with the grain 

diameter and therefore with increasing porosity of 

the medium, phenomenon also noted in the work of 

(Piekaar and Clarenburg) [16] using a geometric 

analysis model to estimate tortuosity in fibrous 

porous media. 

Table 1 

Tortuosity measured on different studied porous 

media. 

Porous material Tortuosity Porosity 

Glass beads 4 mm 0.721 0.426 

Glass beads 3 mm 0.702 0.42 

Glass beads 2 mm 0.685 0.417 

Glass beads 1.5 mm 0.639 0.411 

Sand (1 – 2) mm 0.671 0.442 

Sand (0.5 – 1) mm 0.662 0.438 

Sand (0.25 – 0.5) mm 0.648 0.418 

Tortuosity values found for glass beads vary in the 

interval 0.639 τm 0.721 for porosities ranging 

from 0.411 0.426, the same trend is observed for 

sands with tortuosity 0.648 τm 0.671 for 

porosities between 0.418 and 0.442. We also note 

that this geometric factor differs depending on the 

nature of the porous medium; but also according to 

their geometrical properties (size and shape of the 

grains, porosity, pore distribution, etc). Shackelford 

found that the geometric tortuosity is <1 and 

τm values are between 0.01 and 0.84 for saturated 

porous media [4, 7]. We also find research of 

(Gillham, Robin) which deduced that the tortuosity 

were between 0.33 and 0.7 for saturated soils [27]. It 

was also shown that this geometric tortuosity factor 

allows to estimate the diffusion coefficients of 

porous media without going through diffusion tests 

[4, 7, 8]. 

CONCLUSIONS 

Tortuosity remains, until now, a very complex 

parameter discussed in the literature due to its 
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impact on the phenomenon of diffusion. Tortuosity 

used for this work is a tortuosity less than unity 

(< 1). The Nernst-Einstein equation, allowed us to 

identify this parameter using a non-destructive 

electrical method through the formation factor. 

This work has also enabled us to implement a very 

fast and easy procedure to handle, on granular media 

with different intrinsic characteristics, to estimate the 

parameter tortuosity, since it just needs to proceed to 

an electrical measurement with two electrodes to get 

an idea about the internal structure of the medium 

studied and understand the phenomenon of transport. 

This parameter also offers the possibility to deduct 

the diffusion coefficient of a porous medium 

saturated without necessity the diffusion test. 
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ABSTRACT 
Characterization of permeability is essential to fully describe the transport phenomena occurring in porous 

medium at elevated temperatures. The aim of this work is to study the evolution of the inherent gas and water 

permeability of concretes with temperature variations. The tests were performed on two types of concretes 

(ordinary and pozzolanic) using Algerian local products. Addition of natural pozzolan, promoting use of local 

products, with a rate of 15% was incorporated in the pozzolanic concretes and samples (11x22cm) were 

subjected to different temperatures (200 °C, 300° C, 400° C, 600° C and 700° C). After cooling, gas and water 

permeability using, respectively, CEMBUREAU and CONTROLAB permeability devices were measured and 

loss of mass and compressive strength were then conducted. Experimental results of permeability and 

mechanical strength variations are shown and pozzolanic concretes depicted better characteristics both in terms 

of gas and water permeability as well as compressive strength in comparison with ordinary concrete. 

KEYWORDS: Permeability – ordinary concrete – pozzolanic concrete – addition – temperature. 

INTRODUCTION 

Available pore space and the connectivity of pores govern 

the ingress and transport of gases and liquids into porous 

materials and, consequently, the durability of these 

materials. The pore volume is characterized by porosity 

and the connectivity of pores by permeability. These two 

properties together govern the durability of porous 

materials such as concrete [1]. 

During their service life, concrete structures are subjected 

to various forms of distress due to the mechanical, thermal 

and chemical stress environment. Generally speaking, the 

service loads by themselves are not enough to cause 

significant degradation to the mechanical properties of 

structural concrete [2-3].  

However, at elevated temperatures, e.g. in case of fire, in a 

concrete structure, the material is prone to several types of 

damaging effect. These damages generally result in an 

overall increase in porosity and permeability of the 

concrete [4]. 

Explosive spalling is known to occur in ordinary concrete 

and in high-performance concrete. The risk of explosion 

seems to increase with decreased permeability, increased 

moisture content, decreased tensile strength, and increased 

heating rate [5]. 

Permeability is one of the main material properties 

influencing spalling during a fire. The low permeability led 

to the increased vapor pressure during heating. 

Many experimental and numerical studies have 

demonstrated the influence of permeability on explosive 

spalling [1-5]. Experimental studies of permeability were 

performed by employing different permeating media 

(gases and liquids) as well as different measurement 

methods, since currently there is no generally accepted 

testing method. Some of the laboratory measurement 

methods that use liquids (water) as medium are: constant 

head experiment [6] and falling head experiment [7-9]. 

The methods using gases (oxygen, nitrogen, helium) as 

medium are: the RILEM-CEMBUREAU method [10] and 

the Hassler method [7][10-12].  

The majority of the experimental studies on the influence 

of temperature on permeability were performed in residual 

state, i.e. after cooling the specimens to room temperature 

[6]. Only very limited studies aimed at measuring 

permeability on heated specimens can be found in the 

literature [1, 6]. This is mainly due to the technical 

difficulties involving measurements of permeability at 

elevated temperatures. 

The aim of this work is to study the evolution of the 

inherent gas and water permeability of concretes with 

temperature variations. The tests were performed on two 

types of concretes (ordinary and pozzolanic) using 

Algerian local products. Addition of natural pozzolan, 

promoting use of local products, with a rate of 15% was 

incorporated in the pozzolanic concretes and samples 

(11x22cm) were subjected to different temperatures (200 
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°C, 300° C, 400° C, 600° C and 700° C). After cooling, gas 

and water permeability using, respectively, CEMBUREAU 

and CONTROLAB permeability devices were measured 

and loss of mass and compressive strength were then 

conducted. 

EXPERIMENTAL PROGRAM 

Concrete composition and specimens 

preparation: 
The choice of local Algerian materials was based on their 

abundant availability and their moderate cost. 

CEMENT: 
The cement used was a local ordinary Portland cement type 

(CEM I/ 42.5R), from the factory of ZAHANA Cement 

Company located in the west of Algeria. The cement 

complied with the Algerian standard NA 442, which is 

mainly based on the European EN 197-1. Its chemical 

properties and Mineralogical composition data are 

presented in Table 1 and 2. 

Table 1 

Chemical compositions of cement 

Oxides % 

CaO 63.82. 

SiO2 21.00 

Al2O3 4.59 

Fe2O3 3.76 

SO3 2.20 

K2O 0.4 

MgO 2.19 

Loss in ignition 2.47 

insolubles 4.6 

Table 2 

Mineralogical (Bogue) compositions of cement 

Bogue composition (%) 

C3S C2S C3A C4AF 

59 18 8.5 12 

Natural pozzolan: 
Pozzolan used is a natural pozzolan extracted from 

deposits in North-West Algeria (Bouhamidi deposit 

(Beni-Saf, Ain Temouchent, Algeria) source situated 

about 100 km from Oran). This pozzolan is provided 

in the form of crushed pumice rock type and slag 

diameters ranging from 50 to 100 mm. These rocks 

are crushed and screened to obtain the granular 

fractions sieving 80 μm. The chemical and physical 

characteristics are given in Table 3. 

Table 3 

Chemical compositions of Natural Pozzolan 

Component SiO2 Al2O3 CaO Fe2O3 MgO 

Ratio (%) 47.48 18.83 10.51 9.92 4.38 

Component SO3 K2O Na2O P.F

Ratio (%) 0.50 0.20 0.81 3.91 

Concrete mix: 

The concretes were prepared using the method of Dreux-

Gorisse. The mix proportions of concrete tested in this 

study are given in table 4. 

Table 4 

Mix proportion of the concrete mixtures per cubic meter 

Control 

concrete 

BT 

Pozzolanic 

concrete BZ 

15% 

aggregate 

8/15 (kg) 
410 410 

aggregate 

3/8 (kg) 
837 837 

Sand 0/3 632 632 

Cement CEMI 

42.5R (kg) 
400 400 

Natural 

pozzolan (kg) 
- 60 

Water 200 133 

Plasticizer 

SP40 (kg) 
- 8 

W/C ratio 0.5 0.33 

Weight (kg/m3) 2479 2480 

In this experimental study, one size of cylindrical concrete 

specimens was chosen, (11X22) cm. 

Concrete cylinders were cut using a diamond blade saw to 

obtain 5cm-thick discs to use for gas permeability. Two 

discs were extracted from each central portion of the 

cylinder. Their thickness was measured with an accuracy 

of 0.1 mm. In order to have uniaxial flow of gas through 

the discs and to prevent any gas leakage while testing gas 

permeability, their curved surface was covered with 

aluminum adhesive. 

Testing procedure: 

Heating–cooling tests: 
After demolding, the specimens were subjected to 

heating–cooling cycles (see Figure.1). Heating–

cooling was done as per RILEM recommendations 

[33].the heating rate was kept at 1C°/min. After the 

maximum temperature was reached, the oven was 

turned off. Specimens were allowed to cool down 

inside the oven in order to prevent thermal shock. 
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Figure 1 

Heating-cooling cycles 

Permeability tests: 

Gas permeability: 
The gas permeability was measured in the GeM 

laboratory (France), using a constant head 

permeameter, known as the CEMBUREAU 

permeameter, and nitrogen as the neutral percolation 

gas [12]. A general view of the gas permeability 

device is given in picture 1. 

Picture 1 

Gas permeameter CEMBUREAU, (GeM Laboratory 

– France)

The procedure of this test followed the 

recommendations given in [35, 36]. 

The apparent permeability  a does not depend only 

on the pore structure of the material, but also on the 

applied mean pressure: 

(1) 

Permeability measurements were carried out in an 

air-conditioned room (20 ± 1°C). Each disc was 

tested at five differential pressures  ranging from 

0.3 to 0.1 MPa (relative values). In order to ensure a 

uniaxial gas flow and prevent any gas leakage, the 

specimen was placed in a fitted collar and then 

confined during all the test by a lateral pressure (0.5 

MPa) applied on the curved surface of the 

cylindrical specimen of concrete. 

In the case of laminar flow of a compressible 

viscous fluid through a porous material, the apparent 

gas permeability, denoted , can be found from 

direct measurement, for each differential pressure 

(one side of the test specimen is submitted to a 

constant inlet pressure P) by using Eq. (2), derived 

from Hagen–Poiseuille’s law when applied to 

compressive fluids (gases) : 

(2) 

Q is the gas volume flow (m3/S); A is the cross-

sectional area (m²); L is the thickness of the sample 

(m); μ is the nitrogen dynamic viscosity at 20°C 

(1.75x10-5Ns/m²);  the inlet pressure, i.e. applied 

absolute pressure (N/m²); the atmospheric 

pressure (N/m²). 

Intrinsic permeability can be obtained by 

considering the relation suggested by Klinkenberg 

which takes into account the slip of the gas 

molecules on the concrete pores and cracks walls in 

Eq. (3): 

(3) 

β is Klinkenberg’s constant (bar). 

Water permeability: 

Water permeability characterizes the capability of 

saturated concrete to transport water when subjected 

to an applied hydraulic gradient [12]. It is usually 

measured in the laboratory by permeability tests 

based on Darcy’s law Eq. (4): 

(4) 

Where  is the coefficient of water permeability 

(m/s); Q is the flow rate of water at the upstream 

side of the specimen (m3/s); L is the thickness of the 

concrete sample (m); A is the permeation area of the 

concrete specimen (m²) and  is the pressure head 

(water pressure expressed in terms of a water 

column height h) (m). 
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The water permeability was measured in the EOLE 

laboratory (Algeria), by water permeameter 

CONTROLAB (see Picture.2). 

Picture 2 

Permeameter with water (CONTROLAB) 

RESULTS AND DISCUSSION 
Weight loss: 
For each sample, the weight loss after heating was 

calculated using equation Eq 5: 

    (5) 

: Weight befor heating 

: Weight after heating 

The study of the evolution of the weight loss during 

testing was initiated because of the importance of 

water portion in the heat transport phenomena and 

mass in concrete. The mass balance allowed us then 

to have the evolution of the mass of water evaporated 

depending on the temperature to 400 °C see in figure 

2, beyond this temperature it allows to see the loss of 

chemical characteristics of concrete. 

Figure 2 

The loss of weight at various temperatures 

The compressive strength: 

The concrete specimens are subjected to simple 

compression .The results of tests on ordinary 

concrete and pozzolan concrete on heated and 

unheated specimens are given in figure 3. 

Figure 3 

Evolution of the compressive strength at various 

temperatures 

The age of concrete specimens is 90 days. 

Through the results obtained, it is clear that the 

resistance to compression of concrete depend on the 

type of concrete (witness or with additions), 

ambient temperature that is observed (20 °C) of 

pozzolan concrete resistance is greater than that of 

the control concrete. It is found that the addition of 

the pozzolan increases the compressive strength of 

the concrete. We note that in the vicinity of 400 °C 

the strength of concrete pozzolan increases and 

there is a peak for concrete 25% added but beyond 

that temperature resistance decreases. This increase 

in resistance would be the result of the effect of 

additional products of hydration generated by the 

pozzolanic character. This gain in strength was 

observed by Kodur [13] 

The strength loss is attributed to damage in general 

(internal cracking) caused by dehydration, vapor 

pressure and destruction of hydration products 

especially at the interfaces aggregate/cement paste. 

It is also noted when the temperature is between 200 

°C and 400 °C, there is no obvious crack on the 

concrete as against 600 °C and they are exposed to 

700 °C peeling is observed and destruction of 

materials. 

Water permeability: 

The analysis of these results shows that at room 

temperature the addition of pozzolan reduced 
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permeability compared to conventional concrete. The 

different concrete saw their water permeability 

increase to a temperature of 400 °C, then a 

permeability reduction is observed which can be 

explained by the increase of the resistance and the 

concentration of the hydration product at this 

temperature (see figure 4). 

Figure 4 

Evolution of the water permeability at various 

temperatures 

Then at 600 °C a further reduction is observed for 

different concretes. This new reduction in 

permeability is due to the effect of the temperature 

and vapor pressure, where the walls of the cavities 

essentially made of hydration products collapsed and 

clogged flow. 

Gas permeability: 

Figure 5 

Evolution of the gas permeability at various 

temperatures 

From the figure 5, it can be seen that there was 

severe loss in the permeability of control 

concrete from 0.0018x10-15m² at 20°C to 

5.893x10-15m² at 700°C, which is 3300% loss, 

and it was possibly due to the internal cracking 

and pore structure coarsening of concrete at high 

temperatures. Similar results were reported by 

Nomowé et al [4]. 

Under the same conditions, the permeability of 

pozzolanic concrete was less than that of the 

control concrete ,the percentage increase being 

8% at 20°C to 1.5% at 700°C. 

Figure 6 

Comparison between water and gas permeability of 

concrete 

Comparing the water permeability and gas 

permeability of the control concrete, we see that the 

ratio between the two permeability at 20 °C which is 

equal to 400%, will decrease under the effect of 

temperature up to 1% at 700 °C (see in figure 6). 

For concrete pozzolanic we see the same results, the 

water permeability is substantially greater than the 

gas permeability. 

 For the gas permeability is almost finds the same 

results as the water permeability but that was the 

order of magnitude is much different by 

contribution to the same type of concrete that is of 

the 10-19 order for gas permeability (see figure 6). 

This difference is due to the ease of flow of gas 

through the narrow pore one hand and on the other 

hand an amount of water is observed after heat 

treatment and when the water permeability tests 

going return to hydration in the so called 

rehydration phenomenon actually therefore the 

testing of the permeability to water gives an 

estimate of the permeability of concrete while 

testing the gas permeability is more precise. 

CONCLUSION 

In this paper we study the effect of high temperature 

on the permeability of concrete, We made a 
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comparison between the water permeability and gas 

permeability of the two types of concrete , a concrete 

control and a pozzolanic concrete with 15% addition 

of natural pozzolan , 

 The results of this study allowed us to draw the 

following conclusions: 

- At room temperature, the addition of the

pozzolan increases the compressive strength of the

concrete relative to the control concrete.

- Adding the pozzolan has closed pores and

activated the hydration phenomenon which leads

to a reduction in the permeability of these

concretes.

- The permeability of concrete increases

with temperature, except for the temperature equal

to 400 °C and 600 °C, a reduction in the

permeability is observed.

- The greatest variation in permeability

boots from a 600 °C heating temperature for

ordinary concrete and pozzolan.

- Testing the gas permeability is more

accurate than the test of water permeability.

- Can be seen from the gas permeability is

significantly small in contribution to water

permeability.
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ABSTRACT  
“The Roman concrete is the most remarkable invention in the history of engineering, the Pantheon in Rome 

is the most impressive civil engineering works of antiquity” through this sentence admiration and research 

developed chemistry we try to reproduce a formulation of an old mortar using a less expensive binder and a 

natural resource, in order to compensate the deficit in the production of Portland cement, but as the old built 

a foundation stone is known by its climate comfort, Our purpose of this research is not only to formulate a 

mortar equivalent to the old but also to keep it or improve thermal comfort to reduce the overall 

consumption of buildings energetic  

We have selected for our studies two binders natural pozzolan and aerated lime, we conducted tests on the 

thermal conductivity of different mortars developed, as well as adhesion to various substrates, was also 

performed mechanical tests (compression and bending) on specimens of 4 * 4 * 16 for terms of measures 

(7.14.28.60 days) 

Keywords Natural pozzolan  

INTRODUCTION 
Renovation of the existing housing stock is now 

one of the main levers for lute against 

environmental changes, master the energy bill 

and contain global warming. Yet practice 

sustainable renovation of its housing is still too 

often a challenge for the individual who wishes to 

embark on this process the building sector emits 

the CO2 fourth product in the world and 

represents half of the total primary energy 

consumed. Interventions in the building industry 

are essential. They pass in particular by 

retrofitting old buildings. The renovations will be 

done in a holistic approach, integrating in 

particular the issues of conservation and respect 

for our built heritage, protected or not. [8] The 

reconciliation of these environmental and cultural 

issues requires a better understanding of the 

behavior of old buildings, key point of any 

rehabilitation project [9]. However, the 

opposition "renovation or rehabilitation" is still 

present, because for many teachers to work and 

contractors, it is easier to demolish and rebuild as 

restore. It also claims that the renovation costs 

less than restoration. In fact, the choice falls on 

many factors: technical, economic, social, 

historical, aesthetic, etc. [2]. The architectural 

structure and thermal behavior of old buildings 

require specific global studies, in order to avoid 

structural damages on the building and health 

problems for the inhabitants. Traditional or 

innovative techniques and materials have to be 

adapted, the work must be reversible and respect 

the heritage character of the frame. [Martin 

MALVY president of the Midi-Pyrénées Region, 

former minister] [9]. the use of lime mortar is 

complex assays must be very rigorous in 

particular the water dosage. It is possible to 

develop compositions (recipes) either studied the 

basic mortar, we can introduce minerals and / or 

vegetable or synthetic fiber additions: pozzolan, 

silica fume, slag, straw, hemp, flax, etc. 

 

EXPERIMENTAL PROCEDURE 
 

Pozzolan 

 

Table 1 Chemical composition and physical 

characteristics of the pozzolan 
Chemical composition of pozzolana 

Elem

ents 

Si

O2 

Al2
O3 

Fe2

O3 

Ca

O 

M

gO 

S

O3 

Na

2O 

K2

O 

Cl PF 

% 46.

83 

17.

45 

8.3

6 

9.3

8 

3.8

8 

0.

36 

4.3

2 

1.

4 

0.

03 

4.

79 

Physical characteristics of pozzolana 

Designation Blaine specific 

surface (cm2/g) 

Absolute density 

(t/m3) 

Bulk density 

(t/m3) 

Values 3192 2.68 0.98 
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Sand 

The used send comes from the Hedna career Ain 

Smara. This sand has a bulk density of 1.46 t / 

m3, a true density of 2.6 t / m3, a 69% equivalent 

of sand and a fineness modulus of 2.6 

Lime 

The use of lime is the key to the sustainability of 

current restorations, cement plasters LEAD 

disorders such as deterioration of the stones that 

do not breathe, degradation of wood components 

in masonry (beams, floor beams etc ... ) 

The lime used in this study comes from the 

production unit el khroub the wilaya of 

Constantine 

Table 2 

Physical characteristics of lime 
average particle diameter 5μ 

bulk density 0.65g/cm³ 

apparent surface 1.5 à 18m²/g 

crystal structure Hexagonale 

Molecular weight 74.09 

Specific weight 2.342 

Aspect Fine poudre blanche 

inodore 

The thickener 

Penta EC 18 is a rapidly soluble cellulose ether in 

water at both a neutral and alkaline system. This 

feature makes it usable in the preparation of both 

cement and lime based plaster and gypsum 

plasters. It modifies their rheology by improving 

viscosity and water retention. 

RESULTS 

Thermal conductivity test 

The purpose of the test is to determine the 

thermal conductivity of different mixtures and 

compare results  

Figure1 Evolution of conductivity and thermal 

resistance of lime mortar 

Figure 2 Evolution of conductivity and thermal 

resistance of the mortar of lime and pozzolan 

From the results obtained it is found that the 

incorporation of the pozzolan and improved the 

heat resistance of mortar 

After an hour of test time, thermal conductivity 

mortar (Ch + PZ) has stabilized at 0.17 W / mk, 

against a lime mortar and after only 15 minutes 

led thermal conductivity 0.11W / mK and it 

stabilized at 0.26W / mk after an hour of time 

Adhesion test 

The adhesion test was carried out CNERIB 

laboratory on the basis of EN 1015 to 1012, a 

surface portion is isolated by making an incision 

(Ø 5cm) in the model. 

Then just stick a metal pad on the surface of the 

model. When the glue is dry, it has the traction 

device on the metal disk and sends a pull. 

Finally the force required to pull it note and the 

type of break 

The results obtained are shown in the following 

tables 

Table 3 tearing stress and failure mode of lime 

mortar 
Type of support 

Gross cement hollow concrete 
block 

Clay brick 

fᵤ 
(N/mm²) 

Failure 

mode 

fᵤ 
(N/mm²) 

Failure 

mode 

fᵤ 

(N/mm²

) 

Failure 

mode 

0.28 E 0.21 E 0.29 E 

0.27 E 0.21 E 0.35 E 

0.26 E 0.23 E 0.26 E 
medium 

=0.27 
/ medium 

=0.21 
/ medium 

=0.30 
/ 

Table 04 tearing stress and failure mode of the 

mortar of lime and pozzolan
Type of support 

Gross cement Gross cement Gross cement 

fᵤ 

(N/mm²) 

Failur

e 
mode 

fᵤ 

(N/mm²) 

Failur

e 
mode 

fᵤ 

(N/mm²) 

Failur

e 
mode 

0.22 E 0.18 E 0.26 E 

0.23 E 0.19 E 0.26 E 

0.24 E 0.23 E 0.26 E 

Moy=0.2
3 

/ Moy=0.2
0 

/ Moy=0.2
6 

/ 

0
0,5
1
1,5
2
2,5
3
3,5
4
4,5

0

0,05

0,1

0,15

0,2

0,25

0,3

1
1
,3

1
1
,3

5

1
1
,4

1
1
,4

5

1
1
,5

1
1
,5

5

1
2

1
2
,0

5

1
2
,1

1
2
,1

5

1
2
,2

1
2
,2

5

1
2
,3

1
2
,3

5

Rᵗ(K/W)λ(w/mK)

time(h)

thermal

conductivity

thermal

resistance

0
0,02
0,04
0,06
0,08

0,1
0,12
0,14
0,16
0,18

0
1
2
3
4
5
6
7
8
9
10

Rᵗ(K/W)λ(w/mK)

time(h)

thermal

resistance

thermal

conductivity
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The results of the adhesion tests are of the order 

of 2 N / mm², it is sufficient for coating work on 

three types of substrates 

Mechanical strength 

Figure 3 Compressive strength of different 

mixtures 

From this figure, pozzolan improved compressive 

strength above 60 days when there was a 

remarkable improvement in resistance mortars 

Ch + PZ and this is due to the pouzzolanité these 

mixtures knowing pozzolan mixed with lime 

gives rise to HSCs and increases runoff mortar 

and makes it well able to harden under water and 

not deteriorate. 

Figure 4 tensile strength by bending the different 

mixtures 

The use of the pozzolan was beneficial to the 

tensile strength 

CONCLUSION 

According to the results obtained mortars studied 

are effective for the majority of the renovation 

mortars. The binders mortars made with lime 

should also include a small percentage of 

hydraulic additions to offset the mechanical 

weakness and the length of coatings curing time. 

This balance is the key to the sustainability of 

current restorations, which is why we decided to 

add a light, insulating stone that has by nature the 

main components already combined construction 

materials by the calories provided by volcanoes 

"pozzolan ". 

The majority of ancient masonry are 

heterogeneous and little cohesive: the flexibility 

of the lime gives the coating a low modulus 

Aesthetically, the old houses are known for their 

harmonious façade and their integration into the 

local environment: the use of lime helps to regain 

the original state of the facades. 

The materials used are local materials, and the 

results made mortars based pozzolan exhibit 

outstanding thermal insulation. This subsequently 

reduced the overall energy consumption of old 

buildings with the least cost 

REFERENCES 

[1] N. BOUANANE KENTOUCHE, 2008,

PATRIMOINE ET SA PLACE DANS LES

POLITIQUES URBAINE ALGERIENNES,

memoire pour l’obtention du diplome de

magister, constantine, algerie

[2] STAP DU CALVADOS, 2013, rehabilitation

du bati ancien, http://www.calvados.gouv.fr/

[3] J. KRIBECHE - YOUCEF ALI, 2012, manuel

des typologies constructives, architecturales et

architectoniques de la vieille ville de constantine

[4] L.MAMMAR, M.MOULI, 2009, ETUDE DE

REHABILITATION D’UN IMMEUBLE

VIEUX, BATI A ORAN, sbeidco – 1st

international conference on sustainable built

environment infrastructures in developing

countries enset oran (Alegria)

[5] RECOMMANDATIONS POUR LA

RESTAURATION DES FAÇADES

D’IMMEUBLES ET DES DEVANTURES

COMMERCIALES DE G.MAGNE. edition caue

hte vienne, p61-105

[6] RESTAURATION DES BATIMENTS EN

PIERRE, PAR MARC MAMILLAN, techniques

de l’ingenieur, traite construction, doc. c 2- 150

[7] JEAN-PAUL KURTZ, 2004, dictionary of

civil engineering, springer science & business

media,

[8] AUP - D. GROLEAU, guide pour la

rénovation énergétique des bâtiments anciens a

Poitiers - Pouget consultants mars 2010

[9] guide méthodologique pour les villes

souhaitant réaliser un audit énergétique du

patrimoine bâti ancien, association nationale viles

et pays d’art et d’histoire.

0

1

2

3

4

5

6

7

8

9

7  jrs 28 jrs 60 jrs

co
m

p
re

ss
iv

e 

st
re

n
g

th
(M

p
a
)

days 

Mortier Ch

Mortier

Ch+PZ

0

0,5

1

1,5

2

2,5

7 jrs 28 jrs 60 jrs

c
o

m
p

r
e
ss

iv
e
 s

tr
e
n

g
th

 

(M
p

a
)

DAYS)

Mortier Ch

Mortier Ch+PZ



 

 

 

 

 

Sustainabale Constructive Materials (I) 



International Conference On Materials and Energy – ICOME 16 

Bordy et al. 199 

 

INFLUENCE OF DRYING CONDITIONS ON HYDRATION OF CEMENT PASTES 

WITH SUBSTITUTION OF PORTLAND CEMENT BY A RECYCLED CEMENT PASTE 

FINE 

 
A. BORDY1*, A. YOUNSI2, B. FIORIO1, S. AGGOUN1 

 
1University of Cergy-Pontoise, L2MGC, 5 Mail Gay-Lussac, 95031 Cergy-Pontoise Cedex, France 

2University of La Rochelle, CNRS, LaSIE UMR-7356, Avenue Michel Crépeau, 17042 La Rochelle 

Cedex 1, France 

*Corresponding author: Arthur BORDY 

Tel: +33 (0)1 34 25 69 35 

Email: arthur.bordy@u-cergy.fr 
 

 

ABSTRACT 
This paper presents the results of an experimental study conducted on cement pastes designed with partial 

substitution of Portland cement by a recycled cement paste fine (RCPF) obtained from crushing, grinding and 

sieving of a laboratory-made cement paste. As such cementitious materials may exhibit a high sensitivity to 

drying, in this work, the influence of conservation conditions on their hydration kinetics was studied. The 

cement pastes were then subjected to drying in ambiances with different temperatures and relative humidities 

(RH) to identify the possible presence of a RH threshold that significantly slows-down or even stops the 

hydration process. 

The results of monitoring hydration coupled to the microstructure results showed that the effect of drying 

conditions on hydration kinetics of the different studied cement pastes depends on their intrinsic properties 

(microstructure). This could explain the lack of consensus in the literature on the drying conditions under which 

hydration kinetics are strongly affected. 

Key words: Drying conditions, Hydration, Microstructure, Recycled fine, Cement paste.

INTRODUCTION 
Designing new cementitious materials by substituting 

a part of their Portland cement by a fine obtained 

from demolition waste without any thermal pre-

treatment, instead of using an ordinary mineral 

addition, would contribute: 

 to reduce the environmental impact of these 

materials by reducing the amount of Portland 

cement and also by avoiding the heating of the 

recycled fine [1,2]; 

 to limit the systematic use of natural resources by 

reducing the amount of Portland cement and by 

avoiding the use of some mineral additions such 

as limestone filler [3-5]; 

 to limit landfill by reusing the recycled fine [6,7]. 

However, such cementitious materials, with low 

clinker contents, may exhibit a high sensitivity to 

drying [8]. In fact, hydration is known to be governed 

by various parameters intrinsic to the material, 

essentially related to the composition, but also by the 

curing conditions. This work deals then with the 

study of the influence of conservation conditions 

(drying at different RH and temperatures) on 

hydration kinetics. 

Cement pastes were designed with partial 

substitution (0 to 75% by mass) of Portland cement 

CEM I 52.5 N type by a recycled cement paste fine 

(RCPF), obtained from crushing, grinding and 80-

µm sieving of a laboratory-made cement paste. The 

latter was itself manufactured with the same 

Portland cement. The choice of using the same 

cement, and using a laboratory-made cement paste 

to generate RCPF, instead of a real demolished 

concrete, allows to better control the chemical 

composition of the recycled fine by eliminating the 

variability of its properties when recovered from 

demolished materials. 

The microstructure of the so-obtained cement pastes 

was characterized. Then the cement pastes were 

subjected to drying in ambiances with different 

temperatures and RH to identify the possible 

presence of a RH threshold that significantly slows-

down or even stops the hydration process. 
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EXPERIMENTAL PROGRAM 
 

Materials and mixtures: Cement pastes were 

designed with substitution of Portland cement 

CEM I 52.5 N type, complying with the European 

EN 197-1 Standard, by a fine, denoted in the 

following “RCPF” (Recycled Cement Paste Fine), 

obtained from crushing, grinding and 80-µm sieving 

of a laboratory-made cement paste. The latter was 

itself manufactured with the same Portland cement 

CEM I 52.5 N type. The recycled cement paste 

(Table 1) was prepared with a water-to-cement ratio 

equal to 0.3 in order to limit bleeding and 

segregation, and to obtain thus a homogeneous paste. 

 

Table 1 

Recycled cement paste composition 

 

Portland cement (C) [kg/m3] 1606 

Effective water (W) [kg/m3] 482 

W/C [-] 0.30 

C/(W+C) [-] 0.77 

 

The recycled cement paste was cast into Ø16X32 cm 

molds and stored in a room at 20±1 °C for 24 hours. 

All cylinders were then demolded 1 day after casting 

and cured under water at 20±1 °C for 89 days. At the 

age of 90 days, specimens were first crushed by 

compression to obtain fragments less than 15cm and 

then grinded in a laboratory ball mill until obtaining 

80µm powder after successive sieving. Finally, the 

so-obtained RCPF was stored under hermetically 

sealed conditions before use. Such a conservation 

would limit the exposition of RCPF to the 

atmospheric humidity and CO2. 

Four cement pastes (Table 2) were prepared using the 

mix-design method described by the following 

equations: 

 

 (1) 

 
(2) 

 
(3) 

 

with VC, VF and VW [m3] the cement, RCPF and 

water volumes, respectively, W, F and C [kg] the 

effective water, RCPF and cement contents, 

respectively. The pastes are denoted Pi with i the 

percentage of cement substitution by mass, i=j*100. 

 

Table 2 

Mix proportions and properties 

 

 P0 P30 P50 P75 

Portland cement (C) 1294 894 633 313 

RCPF (F) 0 383 633 939 

Effective water (W) 583 575 570 564 

F/(F+C) [-] 0 0.30 0.50 0.75 

W/C [-] 0.45 0.64 0.90 1.80 

 

Protocols: Cement pastes (Table 2) were cast into 

Ø3X6 cm molds maintained in rotation during the 

first six hours after casting (curing time). The 

rotating device, placed in a room at 20±1 °C, limits 

bleeding and segregation [9]. One day after casting, 

the Ø3X6 cm cylinders were demolded: 

 

Water porosity measurements: A first set of 

cylinders was sawn into Ø3X2 samples and stored 

under water at 20±1 °C to measure the water 

porosity at the ages of 28 and 90 days. 

Measurements were carried out by means of water 

saturation under vacuum according to the French 

NF P18-459 Standard. 

 

Water vapor desorption isotherm determination: 
A second set of cylinders was sawn into 5 mm cubic 

samples and stored under water at 20±1 °C to 

determine the water vapor desorption isotherm at the 

age of 28 days. For each composition, some cubic 

samples were water saturated under vacuum and 

placed in sealed cells where the relative humidity 

was controlled by means of saturated salt solutions 

or silica gel (tested RH: 86, 76, 65, 55, 33, 12 and 

3 %) and the temperature was kept around 20±1 °C. 

 

Thermogravimetric analysis: A last set of 

cylinders was sawn into 5 mm cubic samples and 

placed in sealed cells where the relative humidity 

was controlled by means of saturated salt solutions 

and the temperature by means of a cryostat 

(Table 3). The objective was to determine the 

influence of drying at different relative humidities 

and temperatures on hydration kinetics. At different 

ages: 1, 2, 3, 7, 14, 28 and 90 days, 5 mm cubic 

samples were crushed into powders of around 

100 mg to assess their Portlandite content by means 

of thermogravimetric analysis (TGA). Tests were 

performed with a temperature rise of 10 °C/min 

from 20 to 1200 °C in a nitrogen atmosphere. 
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Table 3 

Conservation conditions before TGA measurements 

 

 RH [%] 

T [°C] 5 10 20 30 

Magnesium nitrate 58 57 55 - 

Ammonium nitrate - - - 59 

Sodium chloride 76 76 76 75 

Ammonium sulfate 82 82 81 80 

Potassium chloride 88 88 86 85 

Potassium nitrate 96 95 93 91 

Potassium sulfate 98 98 97 96 

 

RESULTS AND DISCUSSION 
 

Water porosity: The obtained porosities for both 

28 and 90 days are given in Figure 1. They show that 

the porosity increases linearly with the substitution 

ratio. In fact, the higher the cement substitution ratio, 

the lower the clinker content. This reduces the 

amount of hydrates and leads thus to a high porosity. 

Note also that the measured porosity is lower in 

90 days than in 28 days. This can be explained by the 

hydration which continued to clog the pores with 

additional hydrates. The porosity should not evolve 

when the cement paste has reached its ultimate 

degree of hydration under water. 

 

 
 

Figure 1 

Water porosity at 28 and 90 days 

 

Water vapor desorption isotherm: Figure 2 

gives the water vapor desorption isotherms measured 

at 28 days. For a given RH, the cement paste with the 

coarsest microstructure has the lowest water 

saturation degree [10]. The paste “P0” exhibits thus 

the finest microstructure and “P75” the coarsest one. 

The curves show also that the higher the cement 

substitution ratio, the coarser the microstructure. 

 

 
 

Figure 2 

Water vapor desorption isotherm at 28 days 

 

According to these previous results (Figures 1 and 

2), it is possible to conclude that increasing the 

RCPF content increases the porosity, leads to a 

coarser microstructure and increases thus the 

moisture diffusion coefficient. In fact, Figure 3, 

giving an example of weight loss occurring during 

the isotherm measurements, shows that increasing 

the RCPF content accelerates the drying of the 

cement paste. 

 

 
 

Figure 3 

Weight loss due to drying for 52 days at 3 % RH 

 

Portlandite content: The content of produced 

Portlandite is calculated by deducting from the total 

Portlandite content the initial Portlandite present in 

both Portland cement and RCPF. 

 

Effect of RCPF content: Figures 4 to 8 show that 

whatever the ambient temperature and relative 

humidity, the higher the cement substitution ratio, 

the lower the Portlandite content. In fact, increasing 

the RCPF content reduces the clinker content, which 

decreases the hydration and leads thus to low 

Portlandite content [11]. 
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Figure 4 

Produced Portlandite content versus duration of 

conservation at 5 °C 

 

Effect of ambient RH: The curves of Figure 8 show 

that whatever the ambient temperature, the 

Portlandite content decreases with the ambient RH. 

Moreover, the RH threshold that slows down the 

hydration increases with the RCPF content. Indeed, 

the hydration of “P0” is considerably slowed down 

for RH lower than 58 %, while for “P75”, the 

hydration is stopped for RH equal to 86 %. This 

could be explained by the fact that “P0” has a lower 

moisture diffusion coefficient (due to its low porosity 

and fine microstructure) that reduces the drying, as 

mentioned previously. 

 
 

Figure 5 

Produced Portlandite content versus duration of 

conservation at 20 °C 

 

Then, in order to stop the hydration of “P0”, the 

ambient RH must be enough low to dry the material 

and evaporate the water which is necessary for the 

hydration reactions. On the other hand, “P75” has a 

high moisture diffusion coefficient that allows 

drying even for high ambient RH. It is therefore not 

possible to designate a consensual ambient RH 

threshold that would stop the hydration kinetics of 

cementitious materials because it depends on 

parameters intrinsic to the material as porosity and 

pore distribution. 
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Figure 6 

Produced Portlandite content versus duration of 

conservation at 30 °C 

 

Effect of ambient temperature: The results of 

Figure 7 show that for high RH (RH > 93 %), 

increasing the ambient temperature increases the 

formation of Portlandite. However, for lower RH 

(RH < 86 %), the increase of temperature does not 

compensates enough the hydration decrease due to 

the water loss by drying, especially in the case of 

cement pastes containing RCPF (pastes with high 

moisture diffusion coefficient). This result is 

expectable since the presence of water in the 

cementitious material is more essential to the 

hydration reactions than the increase of the ambient 

temperature. 

 

 

 

 
 

Figure 7 

Produced Portlandite content versus duration of 

conservation at different RH 
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Figure 8 

Produced Portlandite content in pastes conserved for 

90 days at different temperatures 

 

CONCLUSIONS 
This work was devoted to the study of the influence 

of drying conditions on hydration of cement pastes 

designed with partial substitution of Portland cement 

by a recycled cement paste fine obtained without 

thermal pretreatment. Its main conclusions are: 

 Water porosity measurements showed that the 

porosity increases linearly with the cement 

substitution; 

 Water vapor desorption isotherm measurements 

showed that the microstructure becomes coarser 

with the cement substitution; 

 Weight loss monitoring at different RH showed 

that the drying kinetics increases with the cement 

substitution; 

 TGA occurred on pastes at different ages, 

temperatures and RH, showed that the produced 

Portlandite content decreases with the cement 

substitution; 

 TGA showed also that the produced Portlandite 

content increases with the ambient RH and the 

RH threshold that slows down, or stops, the 

hydration increases with the cement substitution. 

This could explain the lack of consensus in the 

literature on the drying conditions (ambient RH) 

under which the hydration kinetics is strongly 

affected, because the RH threshold depends on 

parameters intrinsic to the material as porosity 

and pore distribution. 
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ABSTRACT  
The reuse of concrete waste as a secondary aggregate could be an efficient solution for sustainable 

development and long-term environmental protection. The variable nature of waste concrete, with various 

compressive strengths can have a negative effect on the final compressive strength of recycled concrete. 

Accordingly an experimental test programme was developed to evaluate the effect of parent concrete qualities 

on the performance of recycled concrete. Three grades with different compressive strengths 10MPa, 20MPa, 

and 30MPa were considered in the study; moreover an unknown compressive strength was introduced as well. 

The trial mixes used 40% secondary aggregates (both course and fine) and 60% of natural aggregates. The 

compressive strength of the test concrete decrease between 15 and 25% compared to normal concrete with no 

secondary aggregates.  This work proves that the strength properties of the parent concrete have a limited 

effect on the compressive strength of recycled concrete. Low compressive strength parent concrete when 

crushed generate a high percentage of recycled coarse aggregates with less attached mortar, and give the same 

compressive strength as an excellent parent concrete.  

KEYWORDS: recycled, concrete, quality, strength 

INTRODUCTION  

Presently a huge program of construction is in progress in 

Algeria, with more than one million housing, basic 

infrastructures, as well as a 1200km east-west highway 

taking place. The nature and scope of the work necessities 

the use of vast amounts of natural aggregates for use in 

concretes, road construction and use engineering fill.  The 

consequence is negative effect on the natural environment. 

To date concrete waste which is the result of old buildings 

demolition and seismic disasters has been neglected as a 

possible source of construction, historically, this material is 

treated as a waste product.  Fig. 1 below shows typical 

unregulated landfill rubble dumping, which damages the 

natural landscape. 

Therefore, the reuse of concrete waste would give a 

positive solution to the problems described above.  In 

addition, the use of secondary aggregates would help to 

protect natural environment allowing a rational 

consumption of natural resources.    

Currently in Algeria construction wastes usage stands at 

5%; with the remained being dumped, thereby constituting 

a burden for management and environmental policy. The 

purpose of this research is to demonstrate the potential 

benefits of the using concrete waste in concrete 

manufacture.  This has the secondary benefit of preserving 

the natural environment. 

 

Figure 1 

 Uncontrolled concrete waste dumping (Annaba city) 

 

Recycled concrete (RC) showed similar characteristics 

when compared to normal concrete (NC) with natural 

aggregates (NA). The percentage use of recycled 

aggregate concrete (RAC) for the manufacture of RC can 

vary from 20 to 100 %, this range of replacement has been 

proved to produce excellent mechanical and physical 

characteristics; however the compressive strength (CS) 
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decreases from about 20 to 25% [1].  The RAC has very 

high water absorption coefficient, because of the porosity 

induced by the attached mortar. They absorb roughly 6% 

[2], as a consequence the RC requires more water to 

achieve the same workability as NC.  The increased water 

content is deemed responsible for the decreased of CS when 

compared to NC, [3] and [4]. 

It has been proven that the CS of RC decreases according 

to the level of the aggregate replacement in new concrete 

[2].  A secondary by-product of replaced is an increase in 

the water absorption coefficient, [5]. The substitution of 

natural sand by recycled fine aggregate (RFA) has also 

been studied.  Published research has proven that the very 

high porosity of RFA can alter the long term durability of 

the RC. Also the compressive strength decreases, reduces 

by up to 30% for a 100% replacement [6]. However, 

replacement between the limits of 30% to 60% of RFA, has 

been shown to no effect on RC characteristics [7]. 

The increased porosity of the RC can be reduced or offset 

by maintaining a normal W/C ratio with the addition of 

plasticizing admixture, [8] who recorded the same 

characteristics as a NC with NA. 

The effect of recycled aggregates derived 

from parent concrete (PC) has been analysed only by a few 

researchers. They showed that the fraction of the water 

absorption coefficient was more significant, according to 

the strength of PC, also the CS was related to this latter[9].  

A large part of concrete waste could be recycled, but the 

question which arises is, is it necessary to sort out the 

concrete waste in accordance with their compressive 

strength? That, will constitute a difficult task, even 

impractical process; where the importance of studying the 

effect of PC compressive strength on the RC.  

 

EXPERIMENTAL PROGRAM 

Three categories of PC were used, low, normal, and 

excellent CS varying from 10MPa to 30MPa.  These 

strengths are typical of infrastructure work in Algeria 

furthermore; a PC with an unknown quality was introduced 

to the study as a random variable.  

For each category, a minimum of 12 cubes (10x10x10 cm) 

was manufactured. A comparison was made with a NC with 

compressive strength target of 20MPa.  This standard 

material used no secondary aggregates.  

The concrete waste was sourced from various concrete test 

Specimens not used yet from different laboratory fig. 2. 

The CS is measured by crushing by crushing cylindrical 

concrete specimen in compression testing machine, and 

sorted according to their CS.  The PC exhibited a wide 

range of compressive strength with the lower and upper 

limits being 10 to 40 MPa.   The justification of the three 

RCA strength classes is shown in Table 1. 

 
 

Figure 2 

 Test specimen as concrete waste 

 

 

Table1 

Compression strength ranges of parent concrete used as 

recycled aggregates 

 
 

Crushing of concrete 

Waste concrete was broken into pieces and 

then crushed using a jaw crusher to sizes smaller than 20 

mm fig. 3, and sieved into various sizes to produce the 03 

RAC size, fine 0-5mm and coarse 5-10-20mm.  

In the case of RC obtained from PC material having a CS 

between 30MPa and 20MPa, a decrease in CS was 

observed between 15% and 23% respectively.   This is 

typical for normal when the target strength is 20MPa, as a 

result of the water absorption coefficient and the bond’s 

effect at the interface between the coarse aggregate and 

the attached old mortar attached.  
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 3b 

Figure 3 

Jaw crusher apparatus and the machine in operation 

 

The RAC obtained are heterogeneous, consisting of a 

natural coarse aggregate with attached cement mortar as 

shown in fig. 4.  

 

 
 

Figure 4 

 Crashed Recycled aggregates with attached mortar 

 

Having obtained the grading curves a blended aggregate 

mixture was produced which contained 40% RAC and 60% 

NA including RFA. The choice of 40% RAC was deemed 

by the research team an adequate proportion to maximize 

usage without adversely affecting other concrete properties.  

 

Concrete mix  

The grading size analysis allowed estimating the concrete 

composition using Bolomey dosage method [8], with a 

target slump ranging from 40 to 70 ± 10 mm as a plastic 

concrete. The mix design was conceived for the second 

phase of concrete testing, RC and NC, taking into account 

different Water/Cement ratio. The target CS was 20MPa, 

which is required by the Algerian seismic standard. The 

cement contents proportion was 350kg/m3 of CEM.II 42.5. 

The mix was made to achieve a plastic concrete slump. 

Four categories of RC were undertaken, defined as RC10, 

RC20, RC30 and RC for the unknown RA, obtained from 

the corresponding PC, low, normal, excellent and 

unknown CS. 

The mix proportions derived from the Bolomey dosage 

method are shown in table 2. below. 

 

 

 

 

 

 

Table 2  

Amount of aggregate, cement and water 

Sizes 

mm 

NA 

kg 

RAC 

 kg 

Cement 

 kg 

Water/Cement 

ratio 

0/5 418 279 
 

W/C=0.7    RC 

5/10 172 114 350 
 

10/20 482 321 
 

W/C=0.5     NC 

 

The concrete manufacture was undertaken in accordance 

with the standard (NF P 480-1 part.1, 2014) and the 

consistency was determined standard (NF EN 12350 

part.2, 2012). The slump test values ranged between 5 and 

7cm for all recycled concrete, RC10, RC20, RC30, RC 

and NC, which confirms the assumption for plastic 

concrete. 

The W/C ratio was higher for recycled concrete compared 

to normal concrete for the same workability of concrete; 

this was mainly due to the porosity of recycled aggregate 

and the nature of attached mortars with their higher 

absorption factor. 

Twelve cubic specimens were prepared for each category 

of recycled concrete and normal concrete. The cube 

manufacture was made on a shaking table in accordance 

with the standard (NF P18-422, 1981). 

 

Compression test 

Tests on the 4 categories of RC and NC were carried out 

after 28 days. Compression testing was conducted on a 

calibrated 500kN Hydraulic press.  The testing work was 

undertaken at constant speed as mentioned in the standard 

(NF EN 12390 part.3, 2012). 

 

Results and discussion 

The compressive strengths obtained from recycled 

concrete compared to concretes parents RC10, RC20, and 

RC30 are presented below figs. 6. 
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Fig 6  

 RC’s CS for a) PC 10MPa a) b) 20 Mpa and c) 30MPa 

 

 

However, the reduction in RC’s CS was less significant 

when the PC’ material CS was 10MPa. The strength 

reduction was 15%, the same diminution as PC30. Contrary 

to the general statement saying that the CS of RC is 

correlated to the CS of PC, when the parent concrete has a 

weaker CS, the RC has the same characteristics as that 

obtained from excellent PC. This can be explained by the 

mortar-aggregate bond, in the case of PC30 the mortar-

aggregate bond had more strength than PC20 which is why 

the RC strengths obtained had good qualities. Whereas for 

the RC strength obtained from PC10 the compressive 

strength decreased by around only 15%, which is the same 

as the RC30. 

Further investigations were needed to understand this 

experimental contradiction of the theoretical statement 

saying more PC has lower CS, more the influence on the 

RC strength will be bad. In the case of PC10 the coarse 

aggregates obtained after crushing are more natural, 

having less attached mortar which tends to make the RAC 

more like a traditional concrete.  Naturally the more 

attached mortar in the mix with results in a weaker zone 

within the matrix which will crack at significant lower 

stress levels.  The interface if much cleaner, increasing 

therefore the bond between the new mortar and the RA, 

improving the RC’s CS. 

The comparative analysis of the results obtained from the 

different RC allowed deducing the following 

observations. On average the % decrease in compressive 

strength for the RC10, RC30 is approximately 15%, 

whereas for the RC20 this depletion was approximately 

23%. This is contrary to what has been observed by other 

researchers [9] who noted that the better the PC strength 

was the more RC was also. 

This is true when the PC has a good quality, but for weak 

parent concrete the effect is quite the opposite. This seems 

normal given that the RC10, after being crashed, gave a 

more traditional recycled aggregate form with less mortar 

attached.  As a result the recycled aggregates obtained 

from a weak concrete have better quality than such 

obtained from a good quality concrete waste because of 

the amount of attached mortar. 

For unknown parent concrete it was observed that the 

compressive strength decreases by less than 12%, 

therefore it is clear that the influence of the origin of the 

recycled aggregates may not be as significant as 

previously considered. Therefore the requirement of 

sorting the concrete waste related to the CS which will 

make the reuse of concrete waste practically more difficult 

and may be unable to be realized is not necessary. The 

variability in the scatter of the results is very similar for 

the entire materials tested table 4.   

 

Table 4 

Strength characteristic for different RC 

 

N° Average 

strength 

MPa 

Standard 

deviation 

MPa 

Characteristic 

strength  

MPa 

NC 20.41 0.72 19.23 

RC10 17.41 1.29 15.29 

Reduction 

% 

14.75 - 20.52 

RC20 15.68 0.81 14.34 

Reduction 

% 

23.25 - 25.43 

RC30 17.37 1.22 15.36 

Reduction 

% 

14.75 - 20.15 

RC 17.96 1.15 16.06 

Reduction 

% 

12.00 - 16.47 
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The strength characteristics of the recycled concretes were 

of the same order of magnitude.  The maximum variation 

observed was 10.70%, what is allowable for concrete as 

heterogeneous material, compared to the standard deviation 

which gives an average variation of compressive strength 

equal to 7.32%. The strength reduction in this case is 

considered to vary between 15 and 25 % as shown in fig. 9. 

 

 

 

Figure 9 

Compared CS for RC obtained from 10, 20, and 30 MPa 

PC 

 

The results obtained for recycled concrete RC10, RC20, 

RC30 and the unknown RC material when compared to the 

target concrete shown that the parent concrete strength 

characteristic has a limited impact on the compressive 

strength of the recycled concrete. Therefore, it could be 

suggested that the reuse of recycled aggregate can be done 

without any restriction to their origin, and without any 

sorting.  However, more testing is needed to confirm this 

hypothesis. It can also be stated that unknown parent 

concrete gives the same compressive strength as concrete 

RC10, RC20, and RC30, which is a confirmation of the 

statement given above. 

 

3.1 Concrete mix correction 

 

The RAC has a greater superficial porosity due to the 

attached mortar which affects the RC’s CS. When the 

concrete is mixed an amount of cement powder is absorbed 

by the pore as a result the CS decrease relatively to the rate 

of substitution.   

 

To estimate the cement powder ratio absorbed by the 

apparent porosity of the RA, the differential porosity 

between the NA and RAC was estimated after 5 minutes, 

which can correspond to the time of mixing the concrete 

fig. 10.  

 

 
Figure 10  

Absorption coefficient for RAC and NA  

 

This can be used as a basis for the correction of cement 

content. The RAC porosity was determined as 6%, 

whereas the average NA was 2%. The difference between 

the two porosities can be defined as the apparent porosity 

of RAC. This allowed considering a 4% rate of the weight 

of the RAC used suitable cement content addition to 

improve the CS of the RC.  

 

In this way a new recycled concrete corrected RCC mix 

was carried using the same proportion adding 4% of the 

weight of the RAC.  The new mix proportions are shown 

in Table 5. 

Table.5 Amount of additional cement content  

 

Sizes 

mm 

NA 

kg 

RAC 

 kg 

Cement content 

correction  

 kg 

Water  

Litre 

0/5  418 279   
W/C=0.55    

RC 

5/10  172 114 
350+(279+114+3

21)*4%=403.5  

10/20  482 321   
W/C=0.5     

NC 

 

The slump test on the revised mix gave a subsidence 

between 5 and 7cm for all recycled concrete, RC10, 

RC20, RC30, RC and NC. 

 

Compression testing was done for this new mix and the 

results established that the CS was improved by the 

additional cement content. The results are shown in fig. 

11. 
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.  

Fig. 11: CS (MPa) for NC, RC, and RCC with 4% of 

additional cement content. 

The CS for RCC has been improved with this additional 

cement content. This approach potentially could be used as 

option to correct the recycled concrete mix made with 

different kind of recycled aggregate by using only the 

absorption coefficient of each constituent.    

 

Conclusions 

In accordance with the experimental study carried out, the 

main conclusions obtained are given below: 

1. Low compression strength concrete crushed; give 

a high percentage of recycled coarse aggregates 

with less attached mortar. 

2. The W/C ratio in recycled concrete is more 

important than normal concrete for the same 

workability. This affects the compactness of 

concrete, resulting in lower recycled concrete 

compressive strength. 

3. For a given target mean strength, the achieved 

strength increases with an enhance on the quality 

of parent concrete, nevertheless in the case of 

low CS parent concrete the strength is not 

affected because of less attached mortar to coarse 

aggregates. 

4. The percentage loss in compressive strength due 

to 40% recycled aggregate replacement is 

between 15 and 25%, but the offset in strength 

can be mitigated with a local correction in the 

cement content. 

5. The potential need for parent concrete sorting 

could be eliminated based on this current study 

finding.  However more testing in needed, if the 

findings are ratified in further works there is a 

potential large saving for new works in terms of 

environmental impact. 
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ABSTRACT 
The objective of this study is to evaluate the performance of a current concrete using recycled aggregate. 

Physical and mechanical tests of characterization were conducted on the aggregates to better understand the 

effects of absorptions. An experimental program to test fresh concrete was conducted regarding the 

workability and tribology for different substitutions of recycled aggregates with a constant and variable 

W/L ratio. Mechanical strength tests were also performed. The results on aggregates clearly show a lower 

density for recycled aggregates which is reflected in the fresh concrete according to the substitution. The 

rate of porosity is important, reaching 17% with an uptake of 7%, greater than that of the natural gravel. 

The mechanical tests confirm low wear resistance. With a W/L constant, the drop in workability is 

significantly dependent on the content of the % recycled, while the mechanical strength decreases only 

slightly. In terms of tribology, yield interface friction (τ) increases with the percentage of recycled 

aggregate and the viscous constant (η) of 100% recycled, reaching twice that of natural concrete. The test 

with constant workability and a W/C ratio variable causes a fall in compressive strength values approaching 

25%. A third formulation dosed in adjuvant, with maneuverability and constant volume of dough gives 

resistance values comparable to that of the reference concrete with a yield interface equivalent to that of the 

reference concrete and a slightly higher viscous constant. 

Keywords: Recycled aggregates; workability; compressive strength; interface friction; viscous constant 

INTRODUCTION 
The construction sector should adapt to the 

sustainable development approach to meet what 

has become a social emergency, the preservation 

of the environment and natural resources. The 

complete recycling of concrete provides answers 

to these questions. The various studies on 

concrete made from recycled aggregates [1-2] 

with substitution rates from 10 to100%, have 

shown that the mechanical strength compressive 

or tensile these concretes are acceptable until a 

replacement rate of 40%. These works have 

shown that the aggregates of different sources 

have different properties. The use of recycled 

concrete aggregate as a quality control requires 

aggregates because they are collected from 

different sources. The work on the properties of 

basic materials, such as shape, texture, density, 

absorption, moisture content, permeability, 

strength characteristics, harmful substances, 

resistance to freeze-thaw, etc. should be carefully 

evaluated before they are used to produce 

concrete [3-4]. These global properties greatly 

affect the properties of concrete. It would 

therefore be necessary to assess the effect of 

recycled aggregate concrete and the final work on 

the optimal composition of recycled aggregates to 

produce a desirable quality concrete [5].Recycled 

aggregates derived from crushed specimens are 

absorbing character and in this context a series of 

tests were conducted to assess the character. This 

relates to the absorbance values, porosity, and 

rate of mortar attached and on the hardness 

parameters. Several alternative variants of natural 

gravels were tested on the behavior of fresh and 

hardened concrete. 

 

PROPERTIES OF AGGREGATES 

 
It is certain that the material from a crushed 

concrete have different properties and therefore it 

is normal that important work on sorting of 

demolition materials must be done to get the 

cleanest possible aggregates. In our case we used 

a series of test specimens of a natural concrete 

class C30 from the same construction site project. 

The aggregates were obtained using an impact 

crusher. The density of the recycled aggregates is 

lower than that of natural reaching 10% 

absorption: the absorption increases to 7% 

depending on the class of the aggregate. 
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Water absorption 
 

The water absorption is important for the 

recycled aggregates. In fact the "All the results 

show that the concrete aggregates are 

characterized by a strong ability to absorb water. 

In addition, it seems that the thinner part of the 

recycled aggregates absorb a higher quantity of 

water than the coarse particles. 

Figure 1 shows the variation of the water 

absorption coefficient 3/8 natural aggregate (NA) 

and 3/8 recycled (RA) measured according to 

standard NF 1097-6 after 60 minutes. It is 

observed that the values obtained on recycled 

gravel are much larger than the natural. 

 

 
 

Fig.1 Absorption coefficient of natural and 

recycled aggregates 
 

Porosity 
 

The porosity rate is also higher for the GR 

confirming that the gravel recycled is more 

porous than the natural gravel. The maximum 

porosity rate reaching 17%, for gravel Small-

scale 3/8, see Figure 2 

 

 
 

Fig. 2 The porosity variation of recycled 

aggregates 

 

 

 

Adhered mortar 
 

The recycled concrete aggregates have an 

irregular granular structure and, due to the mortar 

adhered can be a concern because it is a factor 

which contributes to the higher water absorption. 

The mortar adhered to recycled aggregates rate 

notes of several parameters, origin and initial 

compaction concrete crushing, shape and size of 

the aggregates and also cleaning with water or 

dry. The principle of the test for determining the 

weight percentage of cement pastes adhered to 

the recycled aggregates involves immersing after 

drying in the acid CHLORIDE 33% and an 

ambient temperature of 20 °.The results show the 

presence of a high percentage of mortar stuck to 

the largest aggregates for gravel 3/8 of around 

37%, 32% for the 8/15 and 10% for large 

aggregates 15/25. 

The research concluded that over 50% of 

recycled aggregates have joined a paste mortar 

[8] reported that the mortar adheres percentage 

depends on the size of the aggregates. In the size 

range of 4 / 8mm varies between 33- 55% and the 

range 8 / 16mm is 23-44%. These results are in 

line with the literature suggesting that this may 

vary from 25 to 65% and also depend on the 

method adopted for evaluating the content of 

mortar. This factor contributes to a large amount 

of water absorption in the recycled aggregates, 

which varies from 4 to 12% as shown in Figure 1 

which in turn also depends on the size of 

aggregates as well as the grinding process and 

thus affect the compressive strength of the 

concrete 

 

Abrasion 

 

Abrasion is related to the intrinsic strength of the 

aggregates. Since increased abrasion%, the 

compressive strength decreases, and it depends 

on the relative strength of the concrete and the 

size of the aggregates. Sami [6] reported a small 

abrasion to a greater relative strength concrete. 

For the fine aggregate, which have a larger 

surface area, the mortar adhered to these 

aggregates is higher is also abrasion [7] reported 

that the recycled aggregates can have abrasion up 

48% in case of fine aggregate and this can lead to 

a loss of strength in the range of 20-35%.The 

hardness tests have shown that for Los-Angeles 

coefficient of recycled aggregates, it is higher 

than that of natural gravel. Impact tests give 

higher values than to wear (micro deval).his high 

value is due to the amount of cement paste 

around the recycled aggregates crushed. 
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EXPERIMENTAL PROGRAM 

 

Recycled aggregates used are all from test sample 

batches of the same project realization. Three-

dimensional aggregates were used: 3/8, 8/15 and 

15/25 mm. As for the sand there are two sands, 

coarse and finer, to obtain a fineness modulus 

close to 2.5. Concrete mixtures were prepared 

using the formulation method of the concrete 

Dreux- Gorisse, using a 380kg of cement content 

for 1 m³ of concrete in all mixtures.In different 

formulations, we used a CEM II/A 42.5with a 

Blaine fineness of 3500 cm² / g. 

 

Table1. Proportioning of the concrete mixture 

 

Natural and recycled Aggregates 

 

All of recycled aggregates were manufactured 

from the crushing of test pieces TP from 

laboratory tests of C30 concrete class. They were 

sieved in three dimensions of groups and also to 

remove fine particles less than 4 mm. Gradations 

are shown in Figure 3. 

 

 
Fig.3 Grading curves of natural and recycles 

aggregates. 

 

Three concrete formulation series containing RA 

(recycled aggregates) has been made. A first 

series was realized with percentage 25%, 50%, 

75% and 100% of RA with a W/C ratio constant  

Table 1. The second series will cover the same 

percentage of RA, and constant workability with 

added water and therefore a W/C variable. The 

third formulation is in constant workability with a 

dosage of superplasticizer. 

 

Mixture 1 

 

Tests with W / C = Cst, without adding water. 

The workability of concrete with recycled 

aggregates for the same water content is lower 

depending on the replacement rate, which has 

been reported by many researchers, especially 

[7]. The slump test method used is that of the 

Abram's cone. It is observed in this first concrete 

formulation containing RA, than the value of the 

sag decreases according to the increase in the 

percentage of recycled aggregates used.The loss 

of maneuverability increases with the 

replacement rate. Water absorption test by 

recycled aggregates support this idea (Table 1).  

 

Compressive strength 

 

Replacing natural aggregates NA by recycled 

aggregates RA, usually involves a decrease in the 

compressive strength of conventional concrete. 

The results obtained figures 4 for use of 100% 

RA gives a reduction not exceeding 13%. This 

also results in a considerable drop in the value of 

subsidence, reaching 60mm to 100% RA.In this 

first concrete formulation based on recycled 

aggregates with a W/C = constant 0.526, the 

compressive strength of the recycled concrete is 

smaller than the concrete of natural aggregates. 

The compressive strength at 28 days, decreases 

with the increase of the recycled aggregates 

content for four different proportions (25, 50, 75 

and 100%). The compressive strengthalthough 

most researchers have all reported a decrease in 

the resistance for concrete based recycled RAC 

aggregates, it should be noted that the degree of 

reduction is related to parameters such as the type 

of concrete used for the manufacture of RA, the 

replacement rate, water / cement ratio and the 

moisture condition of the recycled 

aggregate.From the water-cement ratio, the 

moisture condition of RA seems to affect the 

compressive strength. Limited work has been 

made in trying to connect the power of the state 

of aggregates (kiln dried, air-dried, saturated dry 

surface, etc.). 

Constituents 

(Kg/m ) 

 

NC 

 

RC25 

 

RC50 

 

RC75 

 

RC100 

C  380 380 380 380 380 

W  200 200 200 200 200 

NS 351 356 361 365 370 

NSf 275 283 292 300 308 

NA (3/8) 138 104 69 35 0 

NA(8/15) 549 412 275 137 0 

NA(15/25) 412 309 206 103 0 

RA(3/8) 0 56 112 167 223 

RA(8/15) 0 86 172 257 343 

RA(15/25) 0 120 240 360 480 

S.Pl (%) 0.7 0.7 0.7 0.7 0.7 

Slump.(cm) 18 14 12 10 6 

Rc.28(Mpa) 38 37.8 37.2 36.3 34.4 
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Our tests are focused on the nature and quantity 

of the cement pasteattached to the recycled 

aggregate, and the decrease in resistance has 

reached 13% for adegree of substitution of 100% 

of RA, with a workability which decreases70%. 

 

Mixture 2 

 

Constant workability with added water. A second 

mixture is achieved by maintaining a constant 

slump, by addition of water according to the 

percentage of recycled gravel and the absorption 

rate. In a first method, we increased the dosage 

directly into the mixer through repeated trials 

until the mixture reaches the value of a slump 

(18cm) for each percentage. The second 

procedure who was often used to conduct the pre-

wetting of the recycled aggregates with an 

amount of water corresponding to the difference 

in the absorption rate and then add the amount of 

water in the kneading to obtain the constant 

slump. The results obtained, see Figure 5, which 

decreases remarkably compared with that of 

natural concrete NC reaching 30% for a RC 

100%. It is clear that the w/c ratio increases real, 

even if part of the water is absorbed by the old 

mortar attached to the recycled aggregates. 

 

Mixture 3 

 

With added superplasticizer. In this third 

formulation of concrete with recycled aggregates, 

workability is constant 18 ± 2 obtained through 

the collapse assay sperplastifiant based 

polycarboxylates and the ratio of W / C = 0.526 

is also constant. The decrease of the compression 

strength of concrete with recycled aggregates 

RCA by the proportions used, is less important. 

Indeed maximum strength loss to 100% of RA 

does not exceed 13%. 

 

 
 

Fig.4. Compressive strength of concrete with the 

tree mixture 

TRIBOLIGICAL 

 

Fresh concrete is an intermediate material 

between a fluid and a stack wet particles. As a 

fluid, it has to flow to fill a volume of any 

shape.But only the difference of a fluid, the 

granular mixture, when sheared, it presents of 

volume that will lose the homogeneity of the 

mixture. 

Body fluid behavior is shown from the 

relationship between the shear rate and shear 

stress.  
 

 
Fluid rheology models 

 

The current concrete, to farm or plastic 

consistency, have a considerable dilatant 

behavior [8]. The rheological behavior of fresh 

concrete is similar to that of Bingham fluids 

whose constitutive law is written: The Bingham 

model:   0
 

 

Test protocols 
 

The rheological properties of fresh concrete are 

determined by the so-called rheometers, which 

measure the shear stress at varying shear 

rates.The measurement mode of resistance 

moment is to consider only the descent speed 

curve and the neglect of the climb, was used by 

many researchers [8]. The crude result of a test 

carried out with the tribometrical is in the form of 

(T = T0 + kV).The flow of concrete at the steel-

concrete interface be written in the general 

form:vIt seeks to calculate the 

pumping parameters (et à from T0 values 

T0 and Vfound during the tribological test.  

 

Results 
 

The curves of Figures 5-6show that the friction 

torques vary linearly with the speed of rotation. 

The observation of several tests confirms [9-10], 

the fact that the torque-speed curves at decreasing 

sense of speed are more linear than the growing 

sense.For concrete based on natural gravel 

(reference concrete) with a slump of 18 ± 2cm,  it 
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is noted that when the cylinder speed is low and 

the cylinder rub directly against the concrete, 

there's not been a boundary layer formation. This 

is supported by the importance of the slope of the 

torque-speed curve in this speed range. Then this 

slope decreases slightly due to the presence of the 

boundary layer. The friction interface (τo), 

increases with the percentage of recycled 

aggregates. In addition, when the rotation of the 

cylinder increases, the viscous constant (η) of 

concrete with 100%recycled aggregates, strong 

increases, up to double that of natural concrete. 

The test with constant workability and a w/c ratio 

variable causes a decrease in the compressive 

strength value approaching 25% for concrete with 

100% recycled aggregates with added water and 

less than 13% with the addition of a 

superplasticizer and w/c constant curves figure 9, 

value of the friction torque for these two mixtures 

are practically confused, it gives equivalent 

output interface values to that of concrete 

reference and a slightly higher viscosity constant. 

The three curve corresponds to a concrete with 

100% recycled gravel and sagging 6cm, the value 

of the friction interface increases more than 50% 

from the concrete with natural aggregatesand 

three more times for the viscosity. 

 

 

 
 

Fig. 5. Torque for % of recycled aggregates 

 

 
 

 

Fig. 6. Evolution of torque for 100 % of recycled 

CONCLUSION 

 

The results on the physical properties of the 

recycled aggregates clearly show a higher 

absorption capacity, a rate of porosity also 

important, up to 17% greater than that of the 

natural gravel. The mechanical tests confirm low 

wear resistance. With a constant ratio W / C, the 

reduction in workability is based on the amount 

of recycled, while the mechanical strength is 

reduced. A mixture dosed superplasticizer for the 

same workability, gives a lower decrease in the 

value of the compressive strength reaching 13%. 

In terms of tribology, the interface of the friction 

performance (τ) increases with the percentage of 

recycled aggregates and viscosity constant (η) of 

100% recycled fibers, reaching double that of 

natural concrete. The test constant handling and 

W/C variable ratio causes a decrease in the 

compressive strength value approaching 25%. A 

third formulation dosed in adjuvant, with a 

workability and a constant volume of dough 

gives resistance values comparable to that of the 

reference concrete with an output interface 

equivalent to that of the reference concrete and a 

slightly greater constant to viscosity. 
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ABSTRACT 
The aim of this study presented herein is to show how useful is the use of recycled materials in the 

fabrication of sand dune concrete. The valorization of recycled civil engineering materials permits to solve 

problems that arise when considering ecological and environmental issues. It offers an economic solution 

that avoids the extraction of raw materials, thus contributing the preservation of the environment. Two 

fillers obtained from recycled materials were used; fillers of recycled bricks and limestone filler 

(calcareous fillers). A comparative study was carried out in order to establish the effects of the two fillers 

on the physical and mechanical properties of sand dune concrete. The sand used is from the Laghouat were 

in Algeria. The introduction of fillers mode of used materials into the concrete mix seems to provoke 

improvements in the physical and-mechanical properties. During the work, we examine in particular the 

effects of different parameters such as cure, environment and the addition of fillers on the behaviour of 

sand dune concrete. It has been shown that the curing realised in water gives the best results for all dosage. 

Keywords: bricks, limestone, filler, concrete; dune, sand, valorization, cure, environment, conservation, 

physical; mechanical. 

INTRODUCTION  
The word of construction is the sector key in the 

economic activity. Today the construction in 

Algeria is confronted to two contradictory 

requirements, on one hand the reduction of building 

cost and on the other hand the improvement of 

building quality.  

Algeria knows a deficit in aggregates and in 

particular the sand. This deficit is going to increase 

with measures aiming the protection of the 

environment as the interdiction of the utilization of 

beach sands. The valorization of the crushing sand 

and the dunes sand in the concrete can contribute to 

surmount this deficit. Studies of formulation and 

characterization have been undertaken by different 

researchers, however the durability of this concrete 

in an of the Sahara environment as well as its 

behavior in structure elements has not been 

undertaken.  

 

This work permits to know some of features of 

dune sand concrete, however the main objective of 

this work is to know all its physical and mechanical 

properties, in particular the mechanical resistance 

and durability, while trying to improve its behavior 

and to valorize its constituent, as sand and fillers 

(bricks and chalky) that make local materials part. 

The valorization of recycled civil engineering 

materials can only give as well some encouraging 

results in term of economy, and ecology, that of 

behavior. Our works research carried on invader to 

get a sand concrete based on fillers having some 

satisfactory features, in particular the mechanical 

resistance and the durability, this work is divided in 

five parts:  

We tried to treat the different physical and 

mechanical features of the constituent elements of 

the sand concrete. We examined the evolution 

during the time of resistances to the compression 

and bending for the three types of conservation and 

two fashion of cure, as we have studies the 

influence of the fillers percentage on resistances, as 

well as the influence of conservation conditions on 

the mechanical behavior of the sand concrete.  

we relies an experimental tests to study the effect of 

the type and percentage of filler on the stand of the 

sand concrete to the frost-thaw and moistening–

drying as well as that capacity of water absorption.  

     

BIBLIOGRAPHIC STUDY  

The concrete of sand made until now days the 

object of few researches. The quoted 

experiences are varied: laboratory tests 

statistical studies, and field experiences one 

yard. But then, the concrete of sand seems to 

have a wide use in some application in the 

future, the technical and economic advantages 

of sand concretes let some foresee an important 
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development for the future. On the light of the 

bibliographic research, we note that the works 

on the survey of the influence of cure treatment 

on the durability of the sand concrete are very 

few. A few big principles can be extracted of 

the whole of the bibliography treated, that 

concretes of sand will be able to replace the 

classic concretes in some elements of structure 

weakly solicited, and that several application 

has already been achieved with success.  
 

Properties of the concrete hardened are 

influenced extensively by properties of the 

fresh concrete that are mainly the handiness 

and the compactness.  

 

The maneuverability not only depends on the 

W/C report, but also of the module of sand 

sharpness, and it especially depends on the type 

and the content in fine of additions. We saw 

that it requires more water than a classic 

concrete. On the other hand it appears obvious 

that mixture cement-sands will present a more 

high porosity that the porosity of the traditional 

concrete [1], this inconvenience is made up for 

by the addition of fine of good nature to 

improve the compactness. It is necessary to 

choose sands of good granular distribution 

therefore. It is necessary to find a compromise 

between the maneuverability of the concrete 

and its compactness [2]. The sharpness of the 

fine increases the compactness further and the 

resistance.  

 

The resistance in compression of sand 

concretes is 15 to 25 MPa, and The strength to 

bending varies between 1,5 and 8 MPa of after 

already worked out certain works [2]. That 

value of the springiness module is weaker than 

the one of a classic concrete what gives to the 

concrete of sand a big deformability and 

therefore a least crack [3].  

 

In short of other works, as the shrinking, the 

module of springiness, the adhesion to 

armatures of durability has been undertaken on 

the concrete of sand in comparison with a 

classic concrete [4, 5],which they made the 

object practically that of few study, the 

obtained results are limited to the very 

determined materials and the very precise 

compositions [6,7, 8, ].  

CHARACTEERIZATION OF 

MATERIALS  

 

Used Materials: The different Materials 

characterized which are the principal element of the 

sand concrete studies are the sand of dune, the 

cement, and fillers.  

The sand used is the dune sand of the region 

(LAGHOUAT). it is characterized by its sharpness 

and its maximal diameter less than  0.63 mms, and 

own. The cement used for the whole of 

experimentations is type CPA 325. Two type of 

fillers we have use two different less than fillers 

types by their sharpness and their mineralogical 

natures has know, a filler of limestone and the 

second it is a filler of brick of which their maximal 

diameter doesn't exceed 80µm.  

 

 Properties of fresh concrete  
The retained compositions used during this survey 

with a constant W/C ratio equal to 0,8, are 

represented in table 1. The Values of slumps (cone 

of Abrams) and the times (Vebe) obtained, are 

presented in tables 2 and 3. It is shown that the 

calcareous fine has an important effect on the 

workability of concrete. For the same W/C ratio, 

the concrete that contains the fines is generally 

more plastic (workable) than concrete without 

fines.  

 

Table 1: Compositions of dune sand 

concrete (limestone and bricks fillers) 

Constituent  
Proportions of the 

constituent Kg/m3  

Cement  330 330 330 330 

Sand  1236 1286 1336 1486 

Limestone 

Filler  
250 200 150 

/ 

Bricks Filler  250 200 150 / 

Water  264 264 264 264 

Composition  
B.S.C

3 

B.S.

C2 

B.S.

C1 

B.S 

 

Table 2: slump and times (limestone fillers)  

 

Compositions  

percentage 

of filler 

(Kg/m3)  

Slum

p 

(cm)  

Time 

Vebe 

(sec)  

BS 0 6.5 5 

BSC1 150 7,2 4.7 

BSC2 200 7.8 2.8 

BSC3 250 8 2 
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Table 3: slump and times (bricks fillers ) 

Compositions  

percentage 

of filler 

(Kg/m3)  

Slum

p 

(cm)  

Time 

Vebe 

(sec)  

BSB1  150 7,2 2,5 

BSB2 200 6,2 3,5 

BSB3 250 5,5 4,5 

 
Table 3 shown that concrete workability 

decreases with the increase in bricks filler 

percentage. This denotes the higher water 

absorption capacity of the bricks filler that in turn 

lead to a 15 % increase in mixing water. Thus, in 

order to get a workable concrete (plastic) with the 

bricks filler an increase in mixing water is 

necessary. 

 

MECHANICAL BEHAVIOR OF DUNE 

SAND CONCRETE  
In this study the effect of age, curing environment 

and the duration of cure on the properties of 

concrete were investigated. The compressive 

strength was determined for 7, 14, 28 and 90 day 

old concrete. For each composition, curing 

environment or age a minimum of four specimens 

were tested. 

In order to examine the influence of curing and the 

percentage and nature of fillers on the compressive 

strength, tests were carried out on specimens that 

were cured in either of the following environments: 

uncontrolled laboratory conditions ( ENVI), in 

water (ENVII) and , inside a drying oven ( 

ENVIII). The number of specimens tested was six 

for the compressive stength and five for the flexural 

strength. 

 

Compressive strength  

 Sand concrete with limestone fillers   

The study of the variation of the compressive 

strength with the age has shown that specimens 

cured in ENVII (in water) performed better as they 

gave they highest compressive strength. This can be 

partly explained by the fact that the hydration of 

cement increase with age in saturated water. 

Moreover, an increase in the percentage of the filler 

seems to act favorably on the compressive strength 

of concrete at the concrete ages considered. 

The variation of concrete strength with age for 

specimens cured in ENVII is shown in Fig. 1. The 

highest registered values for this strength were 

generally obtained for a percentage of filler equal to 

F1= 150 Kg/m3. 

These values are: 

 Rc = 14,36 MPA for 14 days of age 

 Rc = 17,73MPA for 28 days of age 
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Fig. 1: variation of the compressive strength 

in function of age (5 days under water, BSC)  

 

Sand concrete with brick fillers  

The main conclusions drawn from specimens 

fabricated with different proportions of filler and 

cured in the previously mentioned environments 

are: 

- curing in water improves concrete strength 

and increase the necessary curing time. 

- Curing concrete in environment III seems 

to reduce the concrete strength 

- The highest concrete strength at 14 and 28 

days were obtained when using ENVII 

curing. The development of the strength 

with time is shown in fig. 2. The maximum 

registered strength are: 

Rc = 12,56 MPA for 14 days 

Rc = 14,36 MPA for 28 days 

 

These two values correspond to a filler content 

equal to 150 Kg/m3 (B1) which is the lowest 

percentage of filler considered. 
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Fig. 2: variation of the compressive strength 

in function of age (5 days under water, BSB)  
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Comparative study: According to the results 

obtained with the two types of fillers, we note that 

the age of concrete acts positively on the 

compressive strength and this is true for all the 

curing environments and the filler content 

considered. The highest compressive concrete 

strength was obtained for o filler content of 150 

Kg/m3. This denote, perhaps, the existence of an 

optimum of the fillers content. Rapid water 

evaporation seems to decrease concrete strength. 

The increase in curing time in ENVIII decrease the 

strength. 
 

 Flexural strength 

 Sand concrete with limestone fillers :The 

flexural strength to bending also increases with age, 

which has a similar relation to the one of the 

strength to the compressive is gotten by the strength 

to bending.  

The best observed strength corresponds to the test-

tube maintained under water (ENV II) and 

correspondent to the composition BSB2 (B2 = 200 

Kg/m3) of filler (figure-3,), we obtained:  

T = 28 days  Rf = 8,68 MPa             (B.S.C2)   

These flexural strength correspond practically to 

dosage in fine of limestone (C2 = 200 kg/m3) 

B.S.C2.  
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Fig. 3: evolution of the flexural strength to 

bending in function of  age(5 days under water, 

BSC)  

 

Sand concrete with brick fillers :  The flexural 

strength to bending presents some optimal strength 

always to 28 days of hardening.  

- The conservation under water is favorable to the 

increase of the flexural strength to bending for the 

weak dosage in filler.  

- The best observed flexural strength corresponds to 

the test-tube maintained under water (ENV II) and 

correspondent to the weak dosage in filler of 

recycled brick (figure 4),  

we obtained:  

T = 28  days          Rf = 6,60 Mpas       (B.S.C1(   

- For the environment (ENV III) (to steams it), the 

increase of the cure period Leeds to a shift of the 

maximum of strength of 7 is to 14 days.  

Therefore one can say that test-tubes preserved 

under water present the best strength to bending 

with regard to those preserved in steams it and the 

free air.  
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Fig 4 : variation of the flexural strength to 

bending in function of age(5 days under water, 

BSB)  

 

Comparative study: We notices, that flexural 

strength to the bending of sand concretes preserved 

in the outside  air as well as to steams, are lower to 

the one of the same concretes of sand preserved 

under water lasting 7 days, this reduction of the 

flexural strength is owed to the impoverishment in 

water following its evaporation to air free of the 

mass of the concrete, dragging a lowering of the 

hydration kinetics that provokes a reduction of 

the flexural strength.  
Concretes undergoing in a cure of 7 days in 

water present the high strength owed to the 

sufficient quantity of water that assures them the 

continuity of the hydration process, dragging an 

elevation of the strength.  

With regard to the behavior of sand treaty 

concretes steams some, the same observation that 

for the strength to the compression can be made. 

Indeed the resistance to bending increases until 28 

days, beyond this age, it either decreases, stabilize 

to 90 days, the fast evaporation of water is 

responsible of the strength fall  

  

After different result observation we can say 

that, the temperature affects strength of sand 

concretes, and this phenomenon is much more 

visible than the concrete of sand contains fillers of 
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or the necessity to proceed has cures. The 

introduction of brick fillers seems to improve, 

strength to bending to all age of the sand concrete 

by contribution to fillers limestone.  

 

Shrinkage 
In order to see the effect of the temperature on the 

variation of the shrinking, we have follows the 

evolution of the test-tube shrinking to basis of 

limestone fillers preserved to steams it  

The obtained results, show effectively, that for the 

same E/C ratio and the same concentration of 

cement, the composition of the sand concrete 

without filler presents the weakest shrinking.  

In the case of the sand concrete with fillers of 

limestone preserved to steams it, in remark that the 

shrinking accelerates die the young age until 14 

days of about 12% with regard to the concrete of 

sand with fillers of limestone canned food to the 

free area for a dosage of filler of 200 Kg/m3, then 

to the delay there is a reduction of 14% (figure 5).  

For what is the concrete of sand with fillers of 

bricks preserved to the free area, the shrinking 

decreases according to the increase of the fillers 

dosage (figure 6). One notices that this shrinking 

and bigger than the shrinking of the sand concrete 

without fillers die the young age, for the concrete of 

sand with fillers of limestone, the evolution is 

different. The concrete of sand with fillers of 

limestone preserved to the present free area a 

shrinking delays until 14 days then there are an 

increase that passes the one of the sand concrete 

with fillers of bricks, to arrive to the about of 10% 

to 90 days.  
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Fig 5: shrinking according to dosage of the 

limestone fillers (to the free air) 
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Fig 6 : shrinking according to the 

dosage of brick fillers (to the free air)  

 

 

CONCLUSION : 
 

In this survey we examine the influence of the 

conservation, the environment and the addition of 

fillers on the evolution of the physical and 

mechanical features of the dune sand concrete.  

we did the experimental tests of durability to study 

the effect of the type and dosage in filler on the 

holding of the sand concrete to the frost-thaw and 

moistening - drying as well as that capacity of 

water absorption.  

The introduction of fillers of garbage brick seems 

to provoke physical and mechanical property 

improvements. Among the different fashions of 

conservation chosen, the conservation under water 

appears as the best cure of the sand concrete, and 

this some either dosage in fillers and the age of the 

concrete.  

This study permitted us to put on the one hand in 

evidence the direct influence of the fillers addition 

on the dune sand concrete, that essentially 

characterizes himself by a reduction of the 

shrinking and by a mechanical resistance 

improvement and on the other hand the 

considerable contribution of the treatment of the 

humid cure for the concrete of dune sand. Of the 

point of view holding screw to screw of durability 

tests, the survey revealed us the importance of the 

addition of the fine on the resistance of the material 

or the rate of resistance is superior to 60% in all 

cases. On the other hand the weak dosage in fine 

improvement is observed distinctly for the case of 

the sand concrete to basis of limestone fillers.  

Finally, we show that this new materials, can 

replace the traditional concrete in the realization of 

the secondary elements of construction and also of 

elements carriers for structures little solicited for 
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the mechanical performances that are its specific 

but also for the economic grounds especially in the 

abundant local resource valorization or in the 

lowering of the come back. Price. 
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ABSTRACT  
This project is realized in partnership between the Laboratory of civil engineering and mechanical engineering 

(Rennes, France) and the Laboratory of Geomaterials (Abidjan, Ivory Coast). The objectives of this work are 

to test the feasibility and characterize the thermohygric properties of composite materials, realized with eco-

friendly raw materials and designed to make suspended ceilings or interior partition walls.  

Several raw materials are considered:  recycled paper (granules or cellulose wadding) and wood fibers. 

Aggregates or fibers are bonded with organic or mineral binder. One of the binder considered is starch, due to 

its availability in Ivory Coast (cassava flour). The calcium sulfate hemihydrate is also used for comparison. 

The density of the produced composites ranges from 400 to 1200 kg/m3 depending on formulation.  The 

Thermal conductivity increases proportionally with the density and ranges from 0.09 to 0.5 W/(m.K). 

The characterization of hygric behavior is based on the measurement of moisture buffer value (MBV). 

Composites appear as moderate to excellent hygric regulators.  

                                                                                                   

NOMENCLATURE 
A: open surface area (m2), 

K : constant l (Hot Wire), 

MBV : Moisture Buffer Value (g/(m².%RH)), 

q: heat flow per meter (W/m) (Hot Wire), 

RHhigh/low: high/low relative humidity level (%), 

t: heating time (s) (Hot Wire), 

∆m: moisture uptake/release during the period (g), 

T: temperature rise (°C) (Hot Wire),  

λ : thermal conductivity (W/(m.K)), 

: density (kg/m3). 

 

INTRODUCTION  
In a context of sustainable development, green 

buildings aim at reducing the environmental impacts 

of buildings while also ensuring high indoor quality 

(comfortable and healthy). Bio-based or recycled raw 

materials can be used to reach this objective. 

The objectives of this work, in partnership between 

the Laboratory of civil engineering and mechanical 

engineering (Rennes, France) and the Laboratory of 

Geomaterials (Abidjan, Ivory Coast), are to test the 

feasibility and characterize composites, realized with 

eco-friendly raw materials and designed to make 

suspended ceilings or interior partition walls. The 

considered raw materials are issued from local 

recycled or bio-based materials. Thus, the binders 

considered are plaster, which is widely used in 

France, and starch, for its availability in Ivory Coast 

and its lower cost. The developed loads are made 

from paper waste, as this is widely available in Ivory 

Coast. Other cellulosic loads are also considered for 

comparison. 

Some products made of mineral binder with 

recycled paper already exist [2,3]. They are often 

studied on acoustical and fireproofing point of view. 

Yeon et al. analyzed physical properties of cellulose 

sound absorbers produced from recycled paper [4]. 

Mortar with recycled paper are also developed [5]. 

Granules of paper are currently industrially 

produced and are available in bags for animal’s litter 

[6]. Wadding cellulose is obtained from newspaper’s 

recycling and is mainly used in bulk. Hurtado et al. 

investigate the properties of cellulose fiber 

insulation [7]. 

Wood fiber is a bio based material available on the 

market as insulation panels of conductivity around 

0.04 W/(m.K) and apparent density of 110 kg/m3.  
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Among various binders, cassava starch is well 

adapted to the local context in Africa where plaster is 

a scarce resource. Starch is considered as one of the 

most promising materials for biodegradable plastics, 

because of its natural abundance and low cost. It can 

also be used as binder. As example, wholly bio-based 

insulation products made of hemp and starch is 

currently studied by Tran Le [8]. 

Thus, this study focuses, on the one hand, on the 

formulation of composites made of bio-based or 

recycled local resources and, on the other hand, on 

their hygrothermal characterization. 

 

MATERIALS 

Loads: Wood fiber and recycled paper (granules and 

cellulose wadding) are considered in this study. 

Wood fibers (quoted WF) are commonly used for 

thermal insulation. Fibers are fireproofed with 

ammonium phosphate. Commercial fibers are used in 

this study. They are manually carded before use. 

SEM examination of the fibers shows hollow fibers 

of 20 to 50 μm in diameter (Figure 1). 

The cellulose wadding (quoted CW) is also an 

industrial product stemming from the recycling of 

newspapers. The cellulose wadding is fireproofed 

with boron salts. SEM examination shows a loose 

tangle of the cellulose wadding fibers (Figure 2).  

The paper granules (quoted PG) are made of waste 

paper recovered after use in offices. This paper is 

subject to various process of transformation in the 

laboratory to obtain paper granules. Firstly, strips of 

paper are soaked in water for a few hours. Then, the 

wet paper is transformed in soup and after that it is 

wrung out to remove water before being pushed 

across a metal grid of small mesh in order to obtain 

almost spherical granules of millimeter size (Figure 3 

a, b, c). SEM examination of the granules shows a 

compact tangle of 15 μm width fibers (Figure 3 d). 

 

 
Figure 1 

Wood fiber: 1a) Wood fiber panel 1b) Carded fibers 

1c) SEM view 

 
Figure 2 

2a) Cellulose wadding 2b) SEM view 

 

 
Figure 3 

Paper granules: 3a) strips of paper; 3b) mixing; 3c) 

paper granules; 3d) SEM view 

 

Binders: Aggregates or fibers are bonded with 

mineral or organic binder. 

The calcium sulfate plaster (quoted P), commonly 

used as binder in France, is selected to allow 

comparisons with organic binder. The used plaster is 

Molda 3 Normal calcium sulfate hemihydrate from 

St Gobain-France. The cassava starch is a low cost 

material with large availability in Ivory Coast. Tests 

are made with commercial potatoes starch (from 

Roquette-France, quoted S). In hot water (>70°C), 

the grains of starch inflate under a process of 

irreversible gelatinization (Figure 4). 

 

 

 
Figure 4 

Binders: 4a) plaster powder; 4b) plaster binder; 

4c) starch powder; 4d) starch binder 

4a 4b 

4c

1 

4d

2 
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Formulation and composite production: 
Various kinds of composite materials with different 

loads to binder ratios are produced. The identification 

of composite includes the type of load (WF, CW or 

GP), the type of binder (P or S) and finally the water 

to binder mass ratio that appears in brackets. 

For composites production, binders are firstly 

prepared: plaster powder is mixed with water or 

starch is prepared by adding hot water to the powder. 

Then, in both cases, loads are gradually added in the 

binder. The quantity of loads is adjusted to obtain 

good workability (Figure 5). After mixing, the 

specimens are produced by molding. The size of the 

molds is 28×23×7cm3. The molds are filled by the 

mixture and the specimens are compacted under a 

pressure of 0,03 MPa with a manual press (Figure 5). 

After compaction, the starch specimens are demolded 

immediately and placed in the ambient temperature 

of the laboratory (Figure 6). For plaster specimens, 

the mold removal is applied after setting. 
For plaster, the influence of water to binder ratio is 

investigated. In this study, this ratio ranges from 0.4 

to 2.5. The load to binder mass ratios ranges from 

0.07 to 1.41. 

First trial with starch is made with water to starch 

ratio of 0.83 and a paper granules to starch mass ratio 

of 4.17. 

 
 

Figure 5 

Production process: 5a) Binder mixing; 5b) Addition 

of the load; 5c) Mixing; 5d) Compaction 

 

 
 

Figure 6   

Produced specimens 

METHODS OF CHARACTERIZATION 

Hot wire method: The thermal characterization is 

based on the measure of the conductivity after 

stabilization of the specimens at 23°C and 50%RH. 

To avoid water migration during the measurement, a 

transient state method is used. The thermal 

conductivity λ (W/(m.K)) is measured by using the 

commercial CT-meter device with a five-centimeter-

long hot wire (Figure 7). 

The measurement is based on the analysis of the 

temperature rise versus heating time. The heat flow 

and heating time are chosen to reach high enough 

temperature rise (>10 °C) and high correlation 

coefficient (R2) between experimental data and 

theoretical curve (1). 

))(ln(
4

Kt
q

T 


   (1) 

Where q is the heat flow per meter (W/m) and K is a 

constant including the thermal diffusivity of the 

material. 

According to the manufacturer, the hot wire is well 

adapted for the measurement of thermal 

conductivities ranging from 0.02 to 5 W/(m.K) and 

the expected accuracy is 5%.  

In this study, the heating time is 120 s and the heat 

flow ranges from 4.1 to 11.4 W/m. 

 
 

Figure 7 

CT meter 

 

Moisture buffer value: The moisture buffer value 

MBV quantifies the moisture buffering ability of a 

material. It is measured under dynamic conditions 

according to the method defined in the NORDTEST 

project. This value relates the amount of moisture 

uptake (and release), per open surface area, under 

daily cyclic variation of relative humidity according 

to (2).  

 lowhigh RHRHA

m
MBV






.
  (2) 

5a 5b 
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with MBV: moisture buffer value (kg/(m2 %RH)), 

∆m: moisture uptake/release during the period (kg), 

A: open surface area (m2), RHhigh/low: high/low 

relative humidity level (%).  

The test method requires prismatic specimens to be 

sealed on five out of six sides. After stabilization at 

(23°C; 50%RH), specimens are exposed to daily 

cyclic variations: 8 h at high relative humidity (75%) 

followed by 16 h at low relative humidity (33%). 

Stability is reached when the change in mass is the 

same between the last three cycles with a discrepancy 

lower than 5%. 

Within the NORDTEST project, a round robin test 

was held on nine representative building materials 

and a classification of materials according to their 

MBV is proposed (Figure 8)[1]. 

 

 
Figure 8  

Nordtest project classification [1] 

 

The device used consists in a climate chamber 

(Vötsch VC4060) which can be controlled in the 

ranges +10 to +95°C and 10 to 98%RH. The study is 

performed at 23°C. The relative humidity in the 

chamber is switched manually (75%RH; 33%RH). 

Temperature and relative humidity are measured 

continuously with Sensirion SHT75 sensors and with 

the sensor of the climate chamber. The air velocity is 

measured in the surroundings of the specimens: the 

vertical velocity is in the range 0.07–0.14 m/s and the 

horizontal one is 0.1–0.4 m/s. The specimens are 

weighed out of the climatic chamber five times 

during the adsorption period and two times during 

the desorption one. The weighing instrument reading 

is 0.01 g, and its linearity is 0.01 g. The accuracy of 

the moisture buffer value is thus about 5%.  

 

RESULTS AND DISCUSSION 

Physical characterization:  
To ensure good workability, the quantity of water 

used in the mix increases with the mass of loads 

(figure 9). 

 
 

Figure 9 

Mass ratios of the components and apparent 

densities (kg/m3) of composites 

 

After production, the specimens are naturally dried 

at 23°C 50%RH. They are regularly weighed until 

stabilization. The typical drying time is about 15 

days whatever the composite formulation (figure 

10). Then, the apparent density is calculated from 

measuring and weighing the specimens. The 

densities range from 400 to 1200 kg/m3 for the 

composites made with plaster binder, depending on 

formulation and particularly on the water to binder 

mass ratio. For the composites made of paper 

granules and starch, the density is about 500 kg/m3 

(figure 9). 

It is shown that the apparent density decreases as the 

amount of water or loads is increasing. 

For equivalent water to binder and load to binder 

mass ratios, the apparent density is the lowest for 

the composites with wood fibers and similar for the 

composites with cellulose wadding or paper 

granules. It may be linked with a highest rate of 

trapped air during mixing of wood fibers composites 

and fibers arrangements. 
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Figure 10 

Mass of the specimens during drying 

 

Thermal characterization: Thermal conductivity 

increases proportionally with the density (figure 11). 

Indeed, for the water to plaster ratio equal to 0.6 and 

paper granules or cellulose wadding composites, the 

specimens densities range between 1000 and 1200 

kg/m3 and the conductivity is about 0.45 W/(m.K). At 

high level of plaster in the composite, the kind of 

load do not affect the conductivity. The measured 

value is slightly lower than the values commonly 

used for plaster only (about 0.48 W/(m.K) for 

1100 kg.m3 in the French standard).  

For densities between 550 and 610 kg/m3, the thermal 

conductivity ranges from 0.16 to 0.19 W/(m.K) as 

expected for this range of densities. Finally, the 

conductivity of wood fibers composites whose 

density is around 450 kg/m3 is about 0.09 W/(m.K). 

This may also be linked with a higher rate of trapped 

air during mixing. 

The composite made of starch and paper granules has 

a thermal conductivity of 0.18 W/(m.K). This value is 

in the range of thermal conductivity obtained for 

composites made with plaster, with the same range of 

density. 

The composites showing the lowest densities can 

thus be used for distributed insulation. 

 
 

Figure 11 

Thermal conductivity of materials versus density at 

(23°C; 50%RH) 

 

Hydric characterization:  Plaster and starch 

specimens, initially stabilized at 23°C 50 %HR, are 

first submitted to absorption phase. The discrepancy 

between mass variations during the cycles becomes 

lower than 5 % between the second and the third 

cycles (figure 12). The MBV is thus calculated with 

cycles 3 to 5. 

 

 
Figure 12 

Moisture uptake and release: example of 

WF-P (2.5), specimen 3 
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Figure 13 

Moisture Buffer Value (MBV) in absorption, 

desorption and average for all composites 

 

Figure 13 gives the Moisture Buffer Value in 

absorption, desorption and average for all kinds of 

composites. For all composites, the desorption value 

is greater than the absorption one. This can be 

explained by a decreasing trend of the mass uptake/ 

release curve before stabilization (Figure 12).  

For specimen with plaster binder, when the water to 

plaster mass ratio is 0.6, the MBV ranges from 0.61 

to 0.97 g/(m².%RH) with the three kinds of loads. 

These composites have moderate ability to damp 

ambient relative humidity variations. This is probably 

due to their low porosity. They are slightly better 

hygric regulators than gypsum with MBV about 0.60 

g/(m².%RH) [1]. 

When the water to binder mass ratio is 1, with paper 

granules, the MBV is 1.89 g/(m².%RH)). This 

composite is a good hygric regulator.  

Finally, when water to binder mass ratio is higher 

than 2, the MBV is higher than 2.50 g/(m².%RH)) for 

all kinds of loads. All these composites are excellent 

hygric regulators. For water to plaster mass ratio of 2, 

the load to binder ratio is similar for the three kinds 

of loads. For these composites, wood fiber 

composites are the best ones, probably due to a 

different porosity network. 

Paper granules - starch composites are also excellent 

hydric regulators, their MBV is 2.33 g/(m².%RH)). 

CONCLUSION 
This study investigates the feasibility of composites 

made from paper (paper granule, cellulose wadding) 

and bio-based materials (wood fibers) boinded with 

plaster or starch. It is shown that to ensure good 

workability, the water content increases with load 

content. 

Whatever the kind of loads, the density of 

composites decreases when water ratio increases. 

The density obtained with wood fiber is lower, 

probably in link with higher entrapped air. 

The thermal conductivity of composites ranges from 

0.09 to 0.45 W/(m.K). The lightest composites can 

be used as distributed insulation. 

The developed composites (with starch and with 

plaster) are excellent hygric regulators when the 

water to plaster ratio is higher than 2. 

Finally, these study will be completed with 

mechanical characterization. The great interest of 

such composites is encouraging to go on with the 

development of starch composites. 
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ABSTRACT 

In this study, we sought to use the crystallized sand slag of blast furnace in the production of ordinary concrete. 

The natural sand is partially or totally substituted by the crystallized sand slag in the composition of concrete. 

The characterization of these concretes was made based on their mechanical properties: compressive strength, 

tensile strength as well as durability: capillary, absorption of water and shrinkage. The results show that the 

percentage of crystallized sand slag has an important effect on the mechanical properties of concrete. The 

comparison of different characteristics study in this work shows the benefits of use of crystallized sand slag in 

the composition of concrete compared with ordinary concrete, which confirm the possibility to use the 

crystallized sand slag in the manufacturing of concrete. 

 

KEYWORDS 

Concrete sand slag, crystallized sand slag, natural sand, performance, mechanical proprieties, hydraulic 

proprieties. 

 

 

INTRODUCTION  
Crystallized slag from blast furnace of the El Hadjar 

steel complex, Algeria, can be identified as a new 

building material in the preparation of concrete. The 

uses of industrial waste as a substitute material helps 

save a large share of natural resources and protect 

the environment. The crystallized slag was used as an 

aggregate in the composition of concrete core of 

rectangular thin welded steel tubes subjected to axial 

or eccentric load performed by Fehoune Noureddine 

and al [1, 2, 3]. The crystallized slag aggregate was 

used also in the manufacturing of concrete in the 

composite stubs with I shaped steel section study by 

Zeghiche Jahid and al in 2012 [4]. The concrete sand 

slag has not fact object a comprehensive study to 

identify his different properties. A Few studies have 

been made on the characterization of this concrete, 

for this, we conducted a comparative study between 

concretes containing crystallized sand slag and 

ordinary concrete. In this work, we have 

characterized the different mechanical proprieties 

and study the durability of sand slag concrete. All 

results obtained were compared to the proprieties of 

ordinary concrete. 

 

 MATERIALS CHARACTERIZATION 

 

Cement and water: The cement used in this study 

is commercial Portland (CEM II) class 42.5 MPa 

from cement factory of Hajar Elsoud Skikda 

(Algeria). The chemical and mineralogical 

compositions of the cement are presented in Tables 

1. The apparent density of cement used in the 

manufacturing of concrete is 1100 kg/m3 and his 

specific density is 3000 kg/m3, the fineness 

measured of this cement is between 3200-3400 

cm2/g. The water used in the composition of concrete 

study in this work is tap water at a temperature of 20 

± 2C°. Its quality conforms to the requirements of 

standard NFP 18-404. 

 

Sand: The sand used (0/2.5 mm) in this study is 

from Tébessa quarry (Algéria),and crystallized slag 

sand (0/3.15mm) from blast furnace of the el Hadjar 

steel complex, Algeria. The chemical compositions 
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and the physical properties of the sands are 

presented in Tables 2 and 3. All properties were 

measured by following standards NF P18-553, NF 

P18-555, NF P18-597 NF P18-598, and NF P18-560. 

The morphologies and grading curves of the 

different sands before and after correction are given 

in Figure. 1. 

 

Gravel: We used fractions of crushed stone (5/12.5 

mm) from the Souk Ahras region (Algeria). The 

Apparent density measured is 1300.0 kg/m3, the 

specific density is 2500 kg/m3 and coefficient of Los 

Angeles is equal to 23.04% (hard). The properties 

were measured by NF P18-560, NF P18-554, and NF 

P18-573. The grading curves of the gravels are given 

in figure 1. The physical properties of gravel and 

sand used in the composition of concrete are 

presented in Table 1 and 2. 

 

Mineral addition: In this study, we used slag was 

essentially obtained by grinding by-products of the 

industry of blast furnace steel El-Hadjar (Algeria). 

The compositions and physical properties of the 

addition are shown in Tables 3. The comparison 

between physical proprieties of slag and cement we 

finding an important note is that the slag fineness is 

greater than that of cement. 

Concrete mix design: Concrete mixes containing 

either natural or crystallized slag sands were studied 

and compared. Three different mix designs were 

investigated for the concrete with natural and 

crystallized slag sand (figure 2). The first of these 

was a control mix and did not contain any granulated 

blast furnace slag, and is designated by BO. Two of 

the mixes contained 100% replacement of natural 

sand with crystallized slag sand is designated by BSI 

and one contained 28 % natural sand and 72% 

crystallized slag sand , is designated by BSII. The 

complete proportions for the mixes BO, BSI, BSII 

are given in table 4. 

 
Figure 1  

Grading curves of gravels 

 

 
Figure 2  

Concrete specimens 

 

 

 

Table 1 

Physical properties of sands 

Sand type  Apparent 

density 

(kg/m3) 

Specific  

density 

(kg/m3) 

Porosity in 

percentage 

fines 

Modulus 

(M.F) 

Water content 

in percentage 

ES 

in percentage  
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Dune sand   (0/2.5mm) 1610 2650 40 2.21  90.52 

Crystallized sand slag 

(0/3.15mm) 

1570 2630 41 3.1 0.35 88.52 

 

Table 2 

Physical properties of gravel 

Gravel type 

Apparent 

density 

(kg/m3) 

Specific  

density 

(kg/m3) 

Porosity in 

percentage 

Water 

content in 

percentage 

Property 

Absorption 

coefficient 

in percentage  

gravel (5/12.5mm) 1300 2500 48 0.79 2 2.55 

 

Table 3 

Physical properties of the addition 

Addition   type slag 

(apparent density) (kg/m3) 

Masse volumique absolue  (kg/m3) 

Finesse  (cm2/g) 

1257 

2955.3 

5501.9 

 

Table 4 

The mix proportions and properties 

Compositions Unit Mix1 Mix2 Mix3 

Cement CPJ 42.5 Kg/m3 350 300 300 

Water/Cement  calculated - 0.5 0.81 0.61 

Water/Cement  real - 0.55 0.88 0.88 

Sand  Dune 0/ 2.5 Kg/m3 725.59 - 500 

Slag granulated 0/3.15 Kg/m3 - 1540 (100%) 1275 

Gravel 5/12.5 Kg/m3 1070.67 - - 

 

 

RESULTS AND DISCUSSION 
 

Concrete slump: The test of concrete slump was 

performed in accordance with standard NFP18-

451. The experimental concrete slump was 

evaluated by measuring the slump of the fresh 

concrete with an Abrams cone. The three types of 

concrete: concrete BO, BSI slag sand concrete, and 

slag concrete BSII are formulated with a plastic 

consistency, with a slump of about 6 ± 1. Figure 3 

shows the different results of real and calculated 

water/cement ration of three type of concrete study 

here. The ratio water/cement is quasi-proportional 

and can be explained by the cavities found in 

crystallized slag which absorb water.  

Density: The search for a high compactness or 

density is justified to have good mechanical 

properties. The density is determined using the 

standard NF EN 12350-6, as for a conventional 

concrete, the density of slag sand concrete depends 

on its formulation and its implementation. 

Normally density obtained on wet concrete is equal 

or greater than 2.4. 
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Figure 3 

 Variation of water / cement ration of different concrete 

type 

 

The density obtained for the three concretes study 

here, is 2.55 for BO concrete, and is equal to 2.529 

for BSI concrete, and finally 2.455 for BSII 

concrete. The results of density obtained in this 

study are shown in figure 4.  

 
Figure 4 

Density of different concretes 

 

Compressive strengths: The compressive 

strengths are estimated on cubic samples of 

concrete with dimension (100×100×100 mm3). The 

characterization of the compressive strengths of 

concrete was carried out in 28 days; using a 500kN 

compressive hydraulic testing machine. The value 

of the considered compressive strength constitutes 

the average of the results from six specimens. The 

compression test was conducted in accordance with 

standard NF P 18-406. Results show that the 

compressive strength of concrete BO and BSI is a 

bit higher than that of concrete mix BSII, this can 

be explained by the best binding paste-granulate 

and the surface texture of the aggregate used 

manufacturing of BO and BSI concrete. The 

decrease rate of compressive strength of concrete 

BSII at 28 days compared to two other concrete 

studies in this work is between 3% and 4%. The 

evaluation of the compressive strength of three 

types of concrete study here was found 

proportional to the time of conservation, and the 

compressive strength begins to stabilize after 90 

days of conservation as shown in figure 5.  

 

 
Figure 5 

 Compressive strength of concrete axis title to the right 

 

Tensile strength: The Tensile strength is 

determined using the standard BS 1881 (figure 6). 

The splitting tensile strengths of the concrete mixes 

are compared in figure 8. The results obtained 

show that the largest recorded value of the tensile 

strength is that of concrete BSI who's the natural 

sand is completely replaced by the sand slag in the 

composition. The rate of the tensile strength 

increase for mix BSI compared to that of mix BO is 

almost 100%; this can be explained by the better 

behavior of paste-granulate content 100% of sand 

slag in the case of traction force.  
 

Three-point bending strength: The bending 

test by three points was performed according to 

ASTM D 790-81. The bending strength represented 

in the figure 8 is the average of six samples tested 

specimens for each type of concrete study here. We 

note that the BSI concrete with natural sand is 

completely replaced by the slag sand has a higher 

bending strength than that of ordinary concrete BO. 

The growth rate of strength is 42% in this case, 

meaning that the concrete BSII has better bending 

strength compared to ordinary concrete BO. By 

against, the BSII concrete has a bending strength 

that it is within the range of two concrete strength 
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resistance of BSI and BO (Figure7). 

 
Figure 6  

Tensile strength of concrete 

 

 
Figure 7 

 Bending strength of concrete 

 

Capillarity: The capillarity is determined using 

the standard NF P 18-502. The results presented in 

figure 10 are the average of six prismatic 

specimens 70×70×280 mm3. These results show 

that the capillary rise is low for concrete BSI (C = 

0.37%) and BSII (C = 0.28%) compared to 

ordinary concrete BO (C = 0.47%). From these 

results we can conclude that the use of crystallized 

slag as sand in the manufacturing of concrete does 

not increase the permeability (Figure 8). 

 

Water absorption by immersion: The result is 

the average of six prismatic specimens 70×70×280 

mm3, the water absorption in percentage is equals 

to 5.43 for BSΙ concrete and 7.15 in the cases of 

BSΙΙ concrete. We can note that the percentage of 

water absorption by immersion of both BO and BSI 

concrete are very close, which means they have the 

same characteristic of water absorption. The results 

registered are presented in figure 9; we see that 

ordinary concrete BO has a water absorption 

coefficient higher than that of other type of 

concrete study here. 

 
Figure 8 

Capillarity of concretes 

 
Figure 9 

Water absorption by immersion of concretes 

 

Weight loss according concrete age: Weight 

losses for concrete based on the sand slag of blast 

furnace BSI and BSII are the weakest. This is 

explained by the fact that part of the mixing water 

is chemically combined with slag fine and 

participates in the hydration reactions. As against 

the ordinary concrete BO, have higher weight loss 

rates. All results of Weight loss depending on the 

concrete age are presented in figure 10.  

 

Hydraulic shrinkage: The shrinkage is 

determined using the standard NF P 15-433.  
The evolution of hydraulic shrinkage over time of 

the three concretes is shown in figure 11. It can be 

see that overall values of hydraulic shrinkage of 

sand slag concrete with high dosage of granulated 

slag are lower and remain close to the limits of the 

current values of ordinary concrete BO. This can 

be explained by the strong compactness obtained 
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for the sand slag concrete. 

 
Figure 10 

 Water absorption by immersion of concretes 

 

 
Figure 11 

 Hydraulic shrinkage of different concretes 

 

CONCLUSIONS 
Sand concrete represent a new family of concretes 

whose performances evolve according to several 

independent parameters. This study highlighted the 

role and influence of certain parameters namely: 

the dosage, the nature and size of the sand on the 

characteristics of the concrete slag sand, fresh and 

hardened.  

The characterization of slag sand concrete were 

made from their mechanical properties: 

compressive strength and tensile strength, as well 

as their durability: the capillary water absorption 

and hydraulic shrinkage. By analyzing the results 

we can conclude several positive points:  

 

 The high compactness achieved by adding 

sand slag in suitable proportions provides gains in 

compressive and tensile strength. 

 The use of granulated slag as sand in the 

composition of concrete can meet two objectives 

that have a direct relationship to the cost of 

concrete: minimize the amount of cement in the 

concrete composition and increasing the 

mechanical characteristic of concrete.  

 The amount of mixing water used in 

concrete sand slag is important because of the high 

water absorption by the crystallized slag sand. 

 The use of crystallized sand slag granulated 

in the composition of concrete can give an 

economic interest in reducing the cost of concrete 

and may intervene in the environmental protection 

of this blast furnace waste.  
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ABSTRACT  
An investigation carried out from mirror artisans shows that in the region of Médéa in Algeria and in the 

absence of a factory of glass making, an important glass quantity is generated by this activity but not 

exploited and eventually throws in the landfill. This study is a contribution to the valuation of this waste in 

the manufacturing of mortar either by substitution of the aggregates of the sand by the glass, or by addition. 

Six (6) different proportions (0 (reference), 25, 35, 50, 75 and 100%) of recycled glass as mass substitution 

of sand and three (3) others taken as addition to the reference formulation were used. 

A comparison of the properties of the material made with one or the other method (substitution or addition) 

was realized, and some durability aspect was investigated. 

By working either on constant workability or with constant W/C ratio, a comparative plan and a discussion 

of the properties in the fresh and hardened states, sometimes good for one case but bad for others were 

clarified. 

At 28 days, the optimum in terms of mechanical strength was achieved for the mortar with 35% substitution 

and with 10% addition of recycled glass. 

Key words: Mortar, Waste Glass, Physical, Mechanical, Characterisation. 

INTRODUCTION  
The recycling of used materials has become an 

important issue as it is a suitable way to preserve 

natural raw materials that are increasingly rare, 

reduce landfills and save energy [1,2]. 

The construction sector is one of the most absorber 

of recycling wastes and many research works on the 

use of waste glass as substitution of sand aggregates 

or Portland cement have been done [3-6]. 

Kiang Hwee T. & Hongjian Du [1] have tested 4 

composition up to 100% of sand substitution by 

waste glass; they found a reduction of the flowability 

and density of mortar, while its air content increase 

and the mechanical properties were compromised. 

This behaviour is comparable to other research 

program [7-8].  

In this part of the study, we examine the possibility of 

making a mortar with recycled glass supplied by 

artisan glaziers, once by substituting the sand by the 

glass and in another time by adding glass quantity to 

the mixture. Then, this material is mechanically and 

physically characterized. 

 

EXPERIMENTAL DETAIL  
Waste flat glass sourced from a local glaziers’ 

artisans is used for the manufacturing of a glass 

mortar (GM). The glass in fraction of 25, 35, 50, 75 

and 100 % substitutes a mass of sand. Samples were 

characterized in both the fresh state by examining 

the density, the air content and the fluidity and in the 

hardened state (flexural and compressive strength), 

shrinkage and swelling. An important aspect of 

durability for this type of material is the alkali-silica 

reaction (ASR) which has also been considered in 

this study. 

 

Materials: Ordinary Portland cement OPC CEM 

II/A 42.5 was used.  

The chemical composition of OPC is given in   

Table 1.  

In this study, recycled glass (RG) with a fineness 

modulus of 3.83, and 2.49 g/cm3 of density is used. 

It’s chemical composition is given in Table 1. 

The natural fine aggregate used was corrected from 

rolled and crushed sand with fineness modulus of 

2.50 and a density of 2.63 g/cm3. No 

superplasticizer was used. 
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Table 1 

Chemical composition of OPC & glass (%) 

 

  S
iO

2  

 A
l2 O

3  

F
e

2 O
3  

C
aO

 

M
g

O
 

N
a

2 O
 

K
2 O

 

OPC 21.91 5.19 2.94 60.41 1.60 0.16 0.54 

Glass 72.5 1.5 0.1 9.3 3 13 3.0  

 

Mixtures preparation, casting and curing: the 

mortar mixed is cast in moulds 4x4x16 cm3. 24 h 

after, samples are demoulded and stored for a cure, in 

water with 20 C° ± 2 C° or in the free air (24 C° ± 2 

C° according to the nature of the test. 

It should be noted that for the same percentage of 

substitution, two types of mortars are studied, once 

by maintaining a flowability constant (10s) and 

another time by keeping the water/cement ratio (w/C) 

constant (0.5). 

Mix proportions of different type of mortar are cited 

by M. Bentchikou & all [9]  

 

Tests and measurements: Tests on fresh 

properties of GM, include flow test, air content test 

and fresh density are conducted respectively. 
Tests on the cast specimens include shrinkage, and 

water absorption test and flexural & compressive 

strength that were conducted according to NF EN 

196 –1 at 7, 28, and 90 days, respectively. All testing 

was carried out in room temperature from 20 to 28 

°C. Test results are given bellow. 

 

RESULTS AND DISCUSSION 

Results of the various tests of the density, incorporated 

air content and mechanical tests, carried out on the 

mortars made according to the various combinations 

referred to above are given bellow: 

 

Unit weight : 
As shown in Fig. 1, when the glass sand replacement 

amount is increased, the mortar unit weight is reduced 

compared with the reference Mortar without glass 

(MTsc) because the glass sand unit weight is lower 

than that of general sand, thus leading to a reduction in 

the mortar unit weight for all types of mortar prepared 

with substitution of glass (M25-M100%) or with 

addition (MA10-M30%). 

These results are in the same range with those 

presented by P. Penacho & all  [7]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1 

Variation of the unit weight of the 3 types 

manufactured glass mortars. 

 

Incorporated air content: by comparing the 

results of these modified mortars (obtained by 

partial replacement of natural aggregate by glass 

waste) with those for a conventional mortar (0% 

waste incorporation), Fig. 2 enables us to conclude 

that the incorporated air content increased with the 

replacement of sand by glass aggregates in an 

almost linear relationship (R2 ≈ 0.99). 
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 Figure 2 

Variation of the air content of the 3 types 

manufactured glass mortars. 

 

This result also explains the decrease in bulk density 

in the fresh mortars. The trend may be justified by 

the change in internal structure due to the waste 

incorporation. 

The same tendency is observed for the composition 

produced with addition of glass waste (10, 20 & 

30%) to the conventional mix. 
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Flexural and Compressive Strength :Results of 

Flexural and compressive strength determined at 7,  14 

and at 28 days after moulding are grouped on figures 

3, 4, 5, 6, 7 and 8 respectively for the 2 types of mortar 

(substitution & addition) and for the 2 types of 

preparation (at constant workability and constant 

W/C).  

 

Flexural Strength: 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3 

Flexural strength Vs. time of cure for the 6 

compositions with glass substitution prepared with 

constant workability. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4 

Flexural strength Vs. time of cure for the 6 

compositions with glass substitution prepared with 

constant W/C. 

The substitution of sand aggregates by glass 

improves flexural strength compared to the 

reference mortar (0%). The best result is got for 

35%. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5 

Flexural strength Vs. time of cure for the 4 

compositions with glass addition prepared with 

constant workability. 

 

From 7 to 28 days flexural strength increase not as 

the result found by Kiang Hwee & all [8], where 

there is not a significant difference between the 

strength at 7 and 28 days. 

 

Compressive Strength: From the graphs below we 

see a continuous increase of the compressive 

strength with time. This increase is due to the 

hydration of the cement over time; which causes 

changes in compactness. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6 

Compressive strength Vs. time of cure for the 6 

compositions with glass substitution prepared with 

constant workability. 
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Figure 7 

Compressive strength Vs. time of cure for the 6 

compositions with glass substitution prepared with 

constant W/C. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8 

Compressive strength Vs. time of cure for the 4 

compositions with glass addition prepared with 

constant workability. 
 

For all substituted glass fractions, there has been a 

decrease in the compressive strength in comparison 

with the control mortar (0%). We note that for 100% 

aggregates sand replaced by WG, resistance drop is 

estimated at 28% and 19% respectively for mortar 

with constant workability and constant W/C. 

 

CONCLUSIONS 
By fixing workability at 10 s, we note that: 

 

The amount of air entrained in the mortar, achieved 

by constant workability is lower than that of mortar 

made with constant W/C. in all cases the glass mortar 

is lighter than control mortar. 

At 28 days the optimum in terms of resistance is 

achieved for the mortar with 35% substitution and 

with 10% addition of recycled glass. 

 

By fixing W/C at 0.5, we note that: 

 

The mechanical strengths of mortars with constant 

W/C are more important than resistance of mortars 

with constant workability. 
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ABSTRACT  
The use of aggregates from recycling of demolition products can contribute to the solution of the storage 

problem of waste, contributing to the reduction of pollution of the environment, preserving natural resources, 

reducing the cost of construction and finally solve the problem of supply of sand and gravel. 

The use of recycling concrete aggregates requires the characterization of physical - chemical properties of these 

aggregates, the determination of mechanical performance of recycled aggregate concrete and the understanding 

of the rheology of these new concretes. 

In this work, we present the values of some characteristics of recycled aggregate concrete that are analyzed by 

comparison with an ordinary concrete. 

Recycling materials covered in this study come from the demolition of buildings in Oran (ALGERIA. 

The observation of the evolution of compressive strength and loss weight are particularly important factors for 

a first characterization of the developed material. The values found show that it is important to standardize the 

use of such aggregates in concrete. 

Finally, the values of deformation modulus are compared with those of analytical expressions proposed by the 

EC2. It turns out that, the relations proposed by the EC2 provide satisfactorily the mechanical properties and 

the stress strain curve of the elaborated concrete.

 

INTRODUCTION  
Sustainable development has become a strategic issue 

for the construction industry in its various dimensions 

because of the direct impact on the building 

materials. The production of these materials generates 

CO2 emissions, is energy consuming and as well as 

causing the depletion of natural raw materials 

generates great quantities of waste during 

construction and demolition[1]. 

At the end their useful life, structures of civil 

engineering constitute a major source of recycled 

aggregates after their demolition especially as the 

cost of landfill is in constant increase [2, 3]. 

Recycling aggregates therefore can be one of the 

solutions to the problem of resource depletion and 

waste storage. 

Recuperating the cement paste after treatment of the 

aggregates can also lead to minimize the CO2 impact 

attributed to the manufacture of cement. 

The introduction of recycled aggregates in concrete is 

already done in some European countries such as 

Denmark, England, Germany and other 

industrialized countries such as Australia and Japan 

[4, 5] 

In Algeria, although there is a large deficit in 

aggregates and cement that amounts to about 20% of 

the quantities needed, the wastes generated by the  

construction industry and the demolition that are 

important in volume are not valorized [6].  After the 

seism of 1982 that struck the region of CHLEF 

(ALGERIA), a campaign for promoting  the wastes 

generated by the collapsed constructions was 

undertaken in collaboration with the Scientific and 

technical Centre of Belgian Building (S.C.T.C) [6]). 

The use of these materials requires the quantification 

of their impact on the behavior of concrete in the 

fresh and hardened state across the identification of 

mechanical, thermal, porometric and rheological 

properties. 

Currently, the EN206-1 norm allows a reuse of 

recycled aggregates in the production of fresh 
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concrete, but in a proportion not exceeding 30% (in 

reinforced concrete) depending on the 

characterization of the recycled granulates [6]. 

The present study, by presenting the result of some 

physical and mechanical parameters of concrete 

based on recycled aggregates, attempts to contribute 

to the recovery of such waste. 

 

STUDY OF CONCRETE MADE WITH 

RECYCLED AGGREGATES 
Several research works [7, 8, 9] have studied the 

replacement of some or all the natural gravels by 

recycled aggregates in concrete. The recycled 

concrete aggregates differ from natural aggregates by 

their composition. Indeed, the recycled concrete 

aggregate is a composite material in which the two 

principal components shown in figure 1 are [10]: 

- Natural aggregates crushed partially, 

-Crushed hydrated paste cement coating the natural 

aggregates. 

 

 

 

Figure1 

Compositions of recycled aggregate concrete 

In this article, we present the results of some of the 

characteristics of a concrete made with natural 

aggregate replaced entirely by recycled aggregate. 
 

MATERIALS AND EXPERIMENTAL 

PROCEDURES 

Materials 

Cement: Cement used is the CEM II / B 42.5 type 

that conforms to the NF EN 42.5 norm. The Blaine 

specific surface, SSB = 3600 cm2 / g. The chemical 

analysis of the cement is given in the table 1. 

 

Table 1 

Chemical analysis of used cement  

 

Elements Sio2 Al2O3 Fe2O3 CaO 

(%) 18.92 4.35 3.58 62.34 

Elements MgO SiO2 Free CaO  Fire loss 

(%) 1.30 1.72 0.62 6.38 

 

Tap water is used for mixing. 
 

Aggregates: Two families of aggregates were used. 

Crushed aggregates obtained from ordinary 

concrete samples and recycled aggregates resulting 

from the crushing of concrete waste. These wastes 

were recovered after the demolition of several 

buildings located in the city of Oran in Algeria. 

These aggregates were prepared in 3 steps as shown 

in figure 2. 

1- Manual preliminary crushing by using a hammer 

2- Automatic Crushing by a mechanical crusher; 

3- Sifting for getting 3-8 mm and 8/15 mm 

aggregates; 

 
        

  a) Product of demolition     b) Crushed aggregates 
            

c) Aggregates 3/8             d) Aggregates 8/15 

Figure 2 

Steps of recycled aggregates preparation 

 

The main characteristics of the aggregates used are 

given in Table 2. Analysis of the results shows that 

the recycled aggregates have a lower density than 

natural aggregates but a greater absorption capacity 

than natural aggregates. 

 

Table 2 

Main characteristics of used aggregates 

 

Characteristics Natural aggregate  

Gravel 3/8 Gravel 8/15 

Mva (Kg/m3) 1.56 1.60 

Mvs (Kg/m3) 2.65 2.67 

Absorption % 2.45 4.90 

Characteristics Recycled aggregate 

Gravel 3/8 Gravel 8/15 

Mva (Kg/m3) 1.12 1.20 



International Conference On Materials and Energy – ICOME 16 

Goufi et al.  241 

 

Mvs (Kg/m3) 2.39 2.52 

Absorption % 6.05 4.75 

Characteristics Sand (crushed) 

Mva (Kg/m3) 1.36 

Mvs (Kg/m3) 2.63 

Fineness modulus 2.95 

Note that the materials have previously been washed 

and the recycled aggregates were put in water for 

more than 24 hours for saturation [6, 11, and 12]. 

The grading curves of the materials used are shown in 

the following figure. 

 

 
 

 

Figure 3 

Grading curves of aggregates 

 

EXPERIMENTAL PROCEDURES 
For the purposes of the study, 16x32 cm2 cylinders 

were prepared in order to characterize the 

compressive strength and the modulus of elasticity of 

concrete made with natural and recycled aggregates. 

The formulation of these concretes is based on the 

Dreux Gorisse method [13]. The main parameter of 

formulation taken into consideration in the study is 

consistency. Therefore the quantity of cement was 

kept constant. The amount of water was adjusted 

until the desired consistency was obtained. 

It should be noted that the quantity of calculated 

water does not represent the total amount but the 

value of efficient water. During mixing the water is 

introduced in 3 phases. The details of formulations 

are given in Table 3. 

 

Table 3 

Formulating concrete (¨% of Constituents) 

 

Composition 

in  % 

Cement Sand Gravel 

3/8 

Gravel 

8/15 

Ordinary concrete 15.36 23.43 5.79 45.63 

Recycled concrete 15.36 23.82 4.98 45.03 

Composition 

en % 

eau E/C Water 

added 

E/C 

corrected 

Ordinary concrete 9.59 0.62 0 9.59 

Recycled concrete 10.22 0.66 0.96 0.73 

 

All samples were stored at controlled hygrometry 

and temperature (T = 20 ° C, HR = 95%) during 24 

hours. After 24 hours, the samples are kept in water. 

ANALYSIS OF RESULTS 

Abrams Slump cone 
This parameter allowed us to correct the quantity of 

water in the concrete based on recycled aggregates. 

The values found are given in Table 4. 

 

Table 4 

Values of the Abrams slump cone  

 

Ordinary concrete  Recycled concrete  

Before 

correction 

After 

correction 

Before 

correction 

After 

correction 

7.8 - 3.8 7.5 

 

The analysis of results, shows that for the same ratio 

W / C, the workability of a concrete made of 100% 

recycled aggregates (recycled concrete) is weaker 

than that of a concrete of natural aggregate because 

of the important capacity of absorption of the 

recycled aggregates [14, 15]. 

 

Densities and absorption 
The results of the characteristics determined in 

Table 1 show that the density of recycled concrete is 

less than that of concrete made with natural 

aggregates while their absorption is more important. 

These differences are attributed to a higher porosity 

of the recycled aggregate concrete compared to that 

of ordinary concrete [16, 17]. The change in mass of 

the test specimens as a function of time is given in 

the following Figure 4. 

 

 
Figure 4 

Weight Variation of ordinary and recycled concrete 

according to the age 

Recycled 

gravel 

3/8 

Recycled 

gravel 

8/15 

P  % 

Sand 

Natural 

gravel 

3/8 

Natural 

gravel 

8/15 

Diameters  
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The analysis of figure 4 shows an increase of the 

weight of the ordinary and recycled concrete of 

16x32 cm2 specimens. At the age of 28 days, the 

mass of the specimens was 14.98 Kg and 13.85Kg 

respectively. These values lead to densities equal to 

2328.28 and 2152.66 Kg/m3. The value the density 

of recycled concrete is less than that of ordinary 

concrete because of the mortar that remains stuck to 

the aggregates. These values are in agreement with 

those of previous research works that found that the 

value of the density of concrete made with recycled 

aggregates lies generally between 2000 and 2200 kg 

/ m3 [18]. 

 

Mechanical performance 
The evolution of compressive strengths of concretes 

studied is presented in what follows. 

 
Figure 5 

Variation of compressive strengths  

of concretes studied 

Analysis of figure 5 shows that the studied concretes 

have the same kinetic evolution of resistance over 

time. However, the values of the compressive 

strength of concrete made with natural aggregates are 

superior to those of recycled concrete aggregate. This 

difference is equal to 16% at 28 days and rises to 

18% at the age of 45 days. This lower value of 

resistance of concrete made with recycled aggregate 

is attributed to the greater porosity in the recycled 

aggregate concrete, a bad interface aggregate / binder 

(figure 6) and the quality of concrete recycling 

aggregates. 

 

      
 

(a)                                     (b) 

Figure 6 

Facing concrete with natural (a) and  

recycled aggregates (b) 

 

Modulus of deformation 
The deformation modulus is one of the important 

characteristics of concrete. Its determination gives 

an idea of the behavior and the stiffness of the 

material. The following table gives the values of this 

parameter and the corresponding stress and strain of 

the specimens tested. 

Table 5 

Values of deformation modulus 

 
Concret

e 

Stres

s 

(MPa) 

Strai

n 

 % 

Deformatio

n Modulus 

(GPa) 

Value 

of  

EC2 

Differenc

e 

% 

Ordinar

y 

34,8

2 

0,10

1 

34,46 29,64

2 

16,26 

Recycle

d 

27,4

8 

0,09

6 

28,67 26,83 6,86 

 
The analysis of results shows that the modulus of 

deformation of the recycled concrete aggregate has a 

value lower than that of ordinary concrete. Like the 

BAEL, Eurocode 2 [19] considers only the use of 

natural aggregates and does not mention the use of 

recycled aggregates. The following formula given in 

the Eurocode 2 was used to calculate the modulus of 

deformation from the compressive strength.  

    E= 17553(fc/10)0.42                       

With  

E: Deformation modulus   

fc: Compressive strength. 

These values are very close to the experimentally 

measured values. 
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CONCLUSION 
The study was conducted to assess the effect of the 

incorporation of recycled concrete aggregates on the 

mechanical and physical properties of concrete. The 

following conclusions can be drawn:  

Concrete made with recycled aggregates is less dense 

than the concrete with natural aggregates. This is due 

to the adhesion between the old mortar stuck on 

recycled aggregates and the new product.   

The absorption of concrete made with recycled 

aggregates is higher than that of the concrete based 

on natural aggregates due to greater porosity.  

The use of recycled material did not significantly 

affect the strength development. But values of the 

compressive strengths of concrete made with natural 

aggregates are superior to those of recycled concrete 

aggregate due to the nature of the used aggregates. 

So, the results obtained shows that the characteristics 

of recycled concrete aggregate although lower than 

those of normal concrete are still acceptable and that 

the recycled aggregates can be used in making 

ordinary concrete. However further research studies 

of recycled concrete must be carried out in order to 

understand the link between the properties of 

concrete and aggregates from crushed concrete, and 

to control the quantity and quality of the cement paste 

present on the original aggregate. It is also necessary 

to study shrinkage and durability of concrete made 

from recycled aggregates if we want to popularize its 

use. Finally, an effort must be carried on "selective 

sorting out" of the different inert waste generated by 

the demolition of construction in order to avoid their 

mix. 
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ABSTRACT 

Valorization and recycling of quarries waste may offer interesting advantages and solutions in order to 

preserve the environment and should be considered as a supplementary source of construction materials.  

The main objective of this study is to technically show the possibility to recuperate the sand marble wastes 

as a substituted addition in the cement and mortar. The aggregate used in this study is a sand of marble 

wastes (excess loads of sand exposed to bad weather conditions) of the quarry derived from Fil-fila marble 

(Skikda, east of Algeria) .The basis of this study is the effect of marble waste sand fillers substitution in the 

cement paste and mortar (5, 10, 15 and 20℅) with the same fineness of the cement, to compare the results 

obtained through control samples (0%) of cement paste properties in the fresh condition and the mechanical 

performances of mortar in the hardened condition. 

The results show that the introduction of marble waste sand fillers led to improve the consistency, increases 

the time of start and end of setting until 15% of the substitution rate without affecting the stability of the 

cement. For the mechanical properties, the study shows an increase in the compressive strength at 7 days for 

5% of the substitution rate, while for the flexural strength the best performance is obtained for 5and10%. 

Key words: Waste, Sand, valorization, marble, substitution, cement.

Fig1: Declassified powder of Filfila quarry (Algeria) 

INTRODUCTION  
Algeria has a large deficit in building materials, 

especially cement and sand, the demand rises 

annually to more than 15 million cubic meters of 

sand. 

The quarries of granite and marble provided a large 

amount of scrap masses and waste, also the crushing 

plants generate a very large amount of waste 

consisting essentially of powders and slurries, the  

storage of such wastes in the deposits favours air 

pollution, [1].contamination of water sources and 

rural land, therefore it is necessary to remove these 

products, to enhance and reuse them again. 

The main objective of this study is to contribute to 

the reuse of white marble waste sand (dust) of the 

Fil-fila career in cement manufacturing. 

2. CHARACTERIZATIONS OF THE USED

MATERIALS

The used materials for this period are:

- Cement CEM1 class 42.5 coming from the cement

works of HADJAR SOUD Company,

-Fillers of Marble waste sand are obtained by

grinding in a standard normalized ball.

- The mortars are prepared with standard sand CEN

according to the norm EN 196-1, this natural

siliceous sand with an apparent voluminal mass of

1.63 g/Cm3 and an absolute density mass of

2.5g/Cm3, this sand is inert from a chemical point of

view with fineness module of 2.33.

With the results listed in Table 1and according to the

chemical analysis, we find that the marble waste

sand are limestone fillers (98, 67 CaCO3). The

addition of marble waste sand fillers in cement leads

to increase the CaO quantity. This increase gives a

mailto:berdoudisaid@yahoo.fr
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lot of C3S; it also reduces the quantity of C2S, C3A 

and C4AF. 

Table 1 

Characteristics of used materials 

3. EXPERIMENTAL PROGRAM
In the experimental program, we study the 

substitution of a cement part by the marble wastes 

sand additions, through varying the substitutions rate 

(0℅, 5℅, 10℅, 15℅, 20℅). 

3.1 Campaign 1: Manufacturing starting from 

cement CEM I and marble wastes sand fillers of 

cement pastes with substitutions rates (0℅, 5℅, 10℅, 

15℅, 20℅).  

The constants and variables parameters are 

water/cement ratio which is equal to 0,27 and the 

substitution rate respectively. Tests made in this 

company are consistency, setting and steadines 

3.2 Campaign 2: Manufacturing starting from 

cement CEM I and marble wastes sand fillers of 

mortars with substitutions rates (0℅, 5℅, 10℅, 15℅, 

20℅).The constants and variables parameters are 

water/cement ratio which is equal to 0, 5 and sand, 

substitution rate respectively. Tests on hardened 

mortar samples are compressive and tensile strength 

in flexion at 2, 7, 28, and 90 days.  

4. EFFECT OF RECYCLED FILLERS ON

THE CEMENT PASTE

CHARACTERISTICS.

4.1 Consistency

Figure 2: Variation of the consistency according to 

the substitution rate 

For specific surface (Blaine)  marble waste sand 

fillers equal to specific surface (Blaine) cement, the 

penetration of the probe « Vicat » is a decreasing 

function with the degree of substitution, the  bad 

consistency is obtained for the sample cement 

(cement rich in C3A) [2].;the addition of marble 

waste sand fillers led to improved the consistency of 

the cement paste [3]. 

4.2 Start and end of setting 
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Fig 3: Variation of time of start and end of setting 

according to the substitution rate. 

Figure 3 shows that for W / C constant, the start and 

end of setting times vary depending on the 

substitution rate, minimum values are obtained for 

the sample cement (presence of large quantities of 

the C3A giving a quick time of setting ) [2] and the 

maximum values are obtained for a substitution rate 

of 15% for marble waste sand. 

4-3 Steadiness
Figure 4 show that the introduction of marble waste

fillers does not affect the stability of the cement

paste whatever the rate of substitution and the

fineness of grinding.

Characteristics CEMI 
marble wastes 

sand fillers 

Absolute density  ( g/cm3) 3,33 2,79 

Surface Blaine) (Cm2/g) 3200 3200 

CaO 61,31 55,29 

Al2O3 5,45 0 ,14 

Fe2O3 3,54 0,09 

SiO2 22,73 0,53 

MgO 0,48 0,2 

Na2O 0,19 0,00 

K2O 0,63 0,01 

Cl- 0,035 0,025

SO3 2,44 0,04 

Loss on ignition 2,45 43,40 

Insoluble residue 0,85 0,035 

CaO (free) 0,4 -- 

MS 2,52 -- 

MAF 1,54 -- 

LSF 0,88 -- 

MH 1,93 -- 

C3S 28,14 -- 

C2S 38,71 -- 

C3A 8,45 -- 

C4AF 10,76 -- 

CaCO3 -- 98,67 
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Figure 4: Variation of steadiness according to the 

substitution rate 

5. EFFECT OF RECYCLED FILLERS ON

THE MORTAR CHARACTERISTICS

5.1. Compressive strength
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Figure 5: Influence of substitution rate on the 

compressive strength 

Up to 7 days, the best performance is obtained for the 

mortar with 5% substitution rate. The introduction of 

5% of marble waste sand leads to increase the 

compressive strength, this can be explained by the 

increase of CaO which promotes hydration of the 

C3S [3],Beyond 5%, the behavior of the different 

formulations is the same for all ages. 

Between 2 and 7 days the change in the strength is 

important compared to 7d, 28d and 90 days, this can 

be explained by the presence of CaO in large 

quantities which offers very high strengths at short 

term. The strength increases with age [4]. 

5.3. Flexural strength 

Figure 6: Influence of substitution rate on the flexural 

strength 

Generally, the behavior of the flexural strength 

(Figure 6) is the same as in compression;  

The variation is less between 28 and 90 days 

compared with 2 and 7 days. 

CONCLUSIONS 
The study shows that: 

-The bad consistency is achieved for the sample

cement; adding the marble waste sand, duct

improved the consistency of the cement paste; they

cause a decrease in the C3A quantity.

- The introduction of marble wastes sand fillers

accelerates the mechanical strengths of mortars at a

young age.

-The introduction of marble waste leads to increase

cohesion.

-The mechanical strength decreases with increasing

of the substitution rates (beyond of5%)
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ABSTRACT  
Environmental protection is fundamental, it is directly related to the survival of 

human beings, fauna and flora. Parameters such as the environment, nature 

conservation and sustainable development play an important role in meeting 

modern requirements for construction. 

The depletion of natural sources of aggregates, stricter laws on environmental 

protection and the problems of waste disposal are all factors that promote the 

recycling of materials démolitiion public works and engineering works civil. 

Cette study aims to highlight the possibility of using waste as aggregates for 

concrete reinforcement. In addition to conventional tests such as analysis of the 

particle size, the density measurement and the test Los Angeles, physical 

characterization tests on mechanical and recycled aggregates (gravel), the 

influence of the addition metal fibers in concrete aggregates recycled with 

different percentage of replacing natural aggregates was studied in fresh and 

hardened concrete. 

 

KEYWORDS 

Recycled Aggregates, Fiber Reinforced concrete, Environment, Concrete, 

Mechanical Properties, replacement rates. 

 

 

INTRODUCTION  
The ecological thrust imposed to take 

account of the environment is 

avoiding  

The ecological thrust needed to take 

account of the environment, 

eliminating waste and by-products 

which often unsightly deposits may 

lead to some pollution of the natural 

environment which will require the 

mobilization of very large capital. 

Developing countries including 

Algeria lags far behind in the 

management of such waste; they are 
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often abandoned in landfills causing 

environmental impact. Concrete 

représente75% by weight of the 

buildings, the result is that the 

majority of demolition waste is 

concrete [1]. In the context of 

sustainable development, it is 

desirable to think of recycling 

aggregates [2, 3, 4]. The majority of 

aggregates applications recycled from 

demolition products are mainly in the 

road sector, but a better understanding 

of concrete behavior, including such 

aggregates can contribute to the 

development of this application [5, 6]. 

However, work on demolition 

materials as replacement aggregates 

are not or inconclusive. They are 

considered "non-standard aggregates." 

They are believed to have a negative 

impact on the durability of concrete 

[7,8]. The high water absorption of 

recycled aggregate is attributed to the 

presence of old mortar bonded 

aggregates. [9] It generally appears 

that the use of recycled aggregate 

concrete decreases drop from concrete 

containing natural aggregate for the 

same W / C [10, 11]. This decline 

would collapse due to the large 

absorption and angularity of recycled 

aggregates. Moreover, qualification 

and development of demolition 

materials depend on the pollutant 

content (plaster, wood, plastic, paper 

...) and acceptability is fixed 

compared to their level of 

contaminants. [12] This can be 

improved by treatment before the 

development of recycled aggregates.It 

is generally recognized that for a 

conventional formulation of the 

concrete and a replacement of 100% 

of the natural aggregate, a reduction 

in compressive strength is observed. 

Several researchers have found a 10% 

decrease of the 28-days strength of 

concrete in this case [13]. Like several 

other properties of the concrete, it is 

observed that the tensile strength of 

the concrete decreases as the rate of 

replacement of natural aggregate by 

recycled granulate increases [11, 14]. 

this experimental study is to value the 

contribution of steel fibers in concrete 

aggregates from demolition. 

The influence of concrete based on 

recycle aggregates (gravel) with 

different percentage of substitution 

and in the presence of metal fibers, on 

the fresh and hardened concrete was 

studied 

MATERIAL COMPOSITION 

OF CONCRETE 

Cement: Portland cement concrete is 

a compound CPJ-CEM IΙ / A 42.5; 

manufactured by ECDE of cement 

Chlef. 

Table 1 

Composition of the cement used.

Chemical composition (%). 

CaO Al2O3 Fe2O3 MgO SO3 K2O PAF SiO2 

62,14 4.2 3.55 0.62 2.19 0.42 1.84 22.6 

Minéralogique composition (%). 

C3S C2S C3A C4AF     

41.8 3.33 5.1 10.7     
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Sand: The sands used are the sands 

called "sands rolled" . 
 

 

 
Figure 1 

Curve size 

 

The natural aggregates and 

recycled aggregate: Aggregates 

must have a good size. The diameter 

of the aggregates varies from smallest 

to largest. They can be:  

- Natural broken (quarry rocks) or 

recycled aggregates (crushed 

concrete), manufactured in the 

laboratory.  

• LOS Anglos coefficient for 

natural gravel = 0.28  

• LOS Anglos coefficient for 

recycled gravel = 0.3 

 

Table 2 

Identification of natural and recycled 

aggregates used 
Guy Class Code Nature Source 

Natural 

gravel 

3/15 NG 

3/15 

Crushed 

limestone 

Career 

Recycled 

gravel 

3/15 RG 

3/15 

Crushed 

concrete 

Made in 

laboratory 

 

Adjuvant: Adjuvant is chemicals 

incorporated into fresh concrete in 

small quantities. They improve the 

properties of the concretes and 

mortars to which they are added. The 

adjuvant that we used is a super 

plasticizer manufactured by 

GRANITEX called MEDAFLOW 

145.  

Metal fibers: The fibers used are 

metal fibers made from drawn steel 

wire, marketed by the company under 

the name Sika Dramix (METAL 

FIBRE RC-80/50-BN). They have 

hooks at both extremities. They are 

connected and separated into contact with 

water in order to ensure their distribution 

in the concrete.  

 The different properties of the fibers 

are summarized in (Table 3) as 

follows: 

Table 3  

Caractéristiques of fiber Dramix 

Form  

 

 

 

Length 

(mm) 

Diameter 

(mm) 

Slenderness  

Ratio (l/d) 

Tensile 

strength 

(MPa) 

Nb of fiber 

per kg 

50 0.62 80 1100 8168 

Mixing Procedure and 

preparation of test specimens: 

Experimental program: The 

various concrete we have made in this 

study are shown in Table 4. 

 

Table 4 

Designation of tested concretes 
CFM Concrete metal fiber 

CFR25 Concrete fiber with 25% recycled 

aggregates  and 75% natural 

aggregates 

CFR50 Concrete fiber with 50% recycled 

aggregates  and 50% natural 

aggregates 

CFR75 Concrete fiber with 75% recycled 

aggregates  and 50% natural 

aggregates 

CFR100 Concrete fiber with 100% recycled 

aggregates 
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Preparation of test specimens: In 

the tests carried out for studying the 

concrete, two types of specimens were 

used:  

*Cylindrical specimens of dimensions 

16x32 cm; whose height is equal to 

two times the diameter for the 

compression tests.  

*Prismatic specimens of size 7x7x28 

cm, according to the flexural tensile 

tests. So the total is 120 samples. 

Crushing were carried out at 7, 14, 28 

days. 

 

Concrete formulation: The 

formulation of the concrete is to 

define the optimal mixing of the 

various aggregates that are available, 

as well as the cement content, water 

and adjuvant in order to achieve a 

concrete which are those desired 

qualities and in particular, the 

workability and the resistance. 

  In order to study the rheological and 

physico-mechanical properties of steel 

fiber concrete using recycled 

aggregates, we examined five types of 

concretes (Table.4), concretes were 

made by the method Dreux-Gorisse 

[15]. 

 

Table 5 

Assays weight of components (kg / m 3) 

Designation 

Component 
CFM CFR25% CFR50% CFR75% CFR100% 

Cement 400 400 400 400 400 

Sand 750 750 750 750 750 

Gravel N 1019 764.3 509.5 254.7 / 

Gravel R / 254.7 509.5 764.3 1019 

Fiber 38.9 38.9 38.9 38.9 38.9 

Water 240 240 240 240 240 

Adjuvant 20 20 40 60 80 

Testing:  

Tests on fresh concrete:  

Abrams cone slump: Controlling 

the workability is performed by the 

slump test cone Abrams (Slump test), 

which is the test most used because of 

its ease and reproductive on site.  

This test is used to control the 

percentage of water in the made 

concrete. It consists in measuring the 

sagging of a concrete cone under the 

effect of its own weight after the 

lifting of the Abrams cone vertically. 

We take the average of three 

successive trials. 

The use of recycled aggregates 

decreases concrete slump versus a 

concrete containing natural aggregate 

for the same W / C ratio. This decline 
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would collapse due to the large 

absorption and angularity of recycled 

aggregates. Indeed, to avoid this 

problem and the dosage of 

superplasticizer was increased when 

the recycled gravel rate increases. 

 

Table 6 

Subsidence of concretes used. 

 
 

Tests on hardened concrete:  

Compression Test: It is carried out 

on cylindrical specimens (16 * 32) 

cm, using a hydraulic press capacity 

of 3000 KN.  

 

Bending test: This test is performed 

on samples 7x7x28 cm prismatic. To 

measure the flexural tensile strength 

we use the method of 3 points (three 

points bending). 

RESULTS AND 

INTERPRETATION  

Compressive strength: In Table 7, 

the represented values of the 

compressive strength is an average 

made on three values of concretes 

CFM, CFR25% CFR50% CFR75% 

and CFR100%. The compressive 

strength increases proportionally with 

time, although the rate of change is 

not similar for the different concrete 

mixtures. 

The maximum value of the 

compressive strength at 28 days is 

27.44 MPa obtained in the concrete 

BFR75%. The minimum value of the 

compressive strength at 28 days is 

23.2 MPa obtained in the recycled 

aggregate concrete without BF. This 

can be explained by the strength of 

the concrete is influenced by the form 

of aggregates with the fibers, so the 

adhesion strength between the 

recycled fibers and the gravel with 

cement paste is larger than those of 

natural gravel with the fibers. In the 

long term, the resistance of blends of 

recycled gravel and the fibers are 

greater than the mixture with natural 

gravel base and the fibers, which 

confirms that the granularity of the 

recycled gravel provides better 

cohesion than the recycled gravel-

based matrix with the fibers. 

 

Table 7 

Compressive strength 
Strength 

 

Concrete 

Strength 

(MPa) 

7 days 

Strength 

(MPa) 

14 days 

Strength 

(MPa) 

28 days 

CFM 19.80 21.22 23.20 

CFR25% 18.95 19.52 23.65 

CFR50% 19.80 23.20 24.44 

CFR75% 26 26.48 27.44 

CFR100% 25.46 26.31 27.16 

 

 

Bending strength: In Table 8, the 

represented values of the tensile 

strength is an average made on three 

values of BF concretes BFR25% 

BFR50% BFR75% BFR100%. 

The mixed substitution does not obey 

the law of mixtures; the two partial 

substitutions are not cumulative. It is 

noted that the interaction of the 
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different effects is accentuated 

depending on the age of loading and 

the stress. 

Table 8 

Bending strength 
Strength 

 

Concrete 

Strength 

(MPa) 

7 days 

Strength 

(MPa) 

14 days 

Strength 

(MPa) 

28 days 

CFM 5.05 5.69 7.16 

CFR25% 5.32 5.96 6.42 

CFR50% 5.60 7.16 7.16 

CFR75% 5.51 5.51 6.61 

CFR100% 4.77 5.51 7.89 

 

The maximum value of the tensile 

strength by bending at 28 days is 7.89 

MPa obtained in the concrete 

BFR100%. The minimum value of the 

tensile strength by bending at 28 days 

of 6.82 MPa is obtained in the 

concrete BFR25%. This can be 

explained by the tensile strength of 

the fiber-reinforced concrete recycled 

aggregate base is influenced by the 

texture of the aggregate, so the 

adhesion strength between the fibers 

and recycled gravel and cement paste 

is larger than those of without natural 

aggregates and recycled fibers. 

CONCLUSION: 
- The strong water absorption rate of 

recycled aggregates complicates the 

implementation of the concrete. 

- The addition of recycled aggregates 

in reinforced concrete, as a percentage 

(75% GR), providing a maximum 

increase in compressive strength; 

beyond 75% of the compressive 

strength decreases, while the 

percentage of (100%) of GR gives a 

better tensile strength (flexural).  

- The blends of partially substituted 

aggregates give the best performance 

in fresh and cured concrete than or 

completely substituted by reference.  

-The replacement rate of 100% of 

natural aggregate has in most cases a 

negative effect on the compressive 

strength and beneficial for bending 

resistance.  

-This study sheds light on the 

utilization of by products and should 

help ultimately to the establishment of 

concrete formulation of rules-based 

alternative aggregates. 
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ABSTRACT  
In Senegal, soil is used in construction with a misunderstanding of the thermal and mechanical properties. The 

lifespan of building considerably depends of the mechanical properties of construction materials used. The 

thermal properties of construction materials have considerable influence on the energy performance of the 

building. This work deals with the determination of thermal and mechanical properties of soil bricks stabilized 

with cement produced by five handicraft manufacturers. For the mechanical characterization, we determine the 

compressive strength of bricks using a mechanical press. The thermal characterization is to determine thermal 

capacity and thermal conductivity of bricks by asymmetrical transient Hot Plate method. The results show that 

vibrated bricks have a compressive strength of about 1.6 MPa  and a thermal conductivity of about 0.8 W.m-1.K-

1. The compressed bricks have better compression strength of about 2 MPa and a thermal conductivity of about 

0.7 W.m-1.K-1. 

KEYWORDS 

Characterization, stabilized, thermal, mechanical, brick, thermal effusivity, thermal conductivity, 

compressive strength.                                                                        

                                                                                                                                                                                                                                                                          

NOMENCLATURE 
 

a Thermal diffusivity(m2s-1) 

C Thermal capacity  per area unit (J.m2.K-1) 

c Specific heat(Jkg-1K-1) 

E Thermal effusivity(Wm2k-1s1/2) 

e Thickness of sample (mm) 

Fc Compression strength(MPa) 

p Laplace parameter 

Rc Contact thermal resistance (m2.K.W-1) 

w water content 

  
 

 

Greek Symbols 

ψ     Quadratic error between 

       experimental and theoretical curves 

ρc     Thermal capacity (Jm-3K-1) 

Φ      Laplace transform of the flux  

θ        Laplace transform of the temperature 

          

 

 

 

Subscripts 

exp    Experimental 

mod   Model 

h        Heating element 

i         Insulating blocks 

 

 

INTRODUCTION  
The lifespan of building depends considerably on 

the mechanical properties of construction materials 

used. The thermal properties of construction 

materials have considerable influence on the energy 

performance of the building both in terms of thermal 

inertia or insulating property. The conception of a 

sustainable building requires knowledge of the 

mechanical and thermal properties of construction 

materials to use. 
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Many studies have been published concerning the 

characterization of mechanical and thermal 

proprieties of materials.  

Aigbomian and Fan [1] develop a new building 

material using sawdust, waste paper and Tradical 

lime. Their results showed that lightweight 

sustainable blocks can be produced with good 

insulating, density ranging from 356 to 713 kg/m3 

and compressive strength from 0.06 to 0.80 MPa. 

Millogo et al. [2] conducted an investigation to 

determine the physical and mechanical properties of 

Hibiscus cannabinus fibers used in the fabrication of 

Pressed Adobe Blocks (PABs). Muntohar. [3] showed 

that compressive and flexural strength of clay brick 

are improved by adding of lime and rice husk. 

Alavez-Ramirez et al. [4] evaluated the effects of the 

addition of Lime and sugar cane bagasse ash on the 

mechanical properties of compacted soil blocks. F. 

Gouny et al. [5] have worked on the pull-out and 

shear mechanical behavior of laboratory assemblies 

of wood, geomaterial binder and two different types 

of earth brick. Benmansour et al. [6] have studied the 

thermal and the mechanical performance of a new 

material composed with natural cement, sand and 

date palm fibers. Mounir et al. [7] determined the 

thermal properties of clay by combining it with cork, 

using the asymmetrical hot plate and the flash 

methods. Daniel Maskell et al. [8] have demonstrated 

the improvement of the compressive strength of 

extruded earth, with a range of cement or lime 

contents and three initial curing temperatures. Bal et 

al. [9] conducted an experimental study of thermal 

properties of laterite bricks with millet waste as 

additive material. 

In all these characterization works, materials have 

been fabricated in laboratory only in framework of 

study. This research work is a mechanical and 

thermal characterization of stabilized earth bricks 

produced by five different handicrafts manufacturers 

constructing buildings witnesses with these bricks. 

 

I.  DESCRIPTION OF THE 

EXPERIMENTAL PROTOCOL 

1. MANUFACTURING PROCESSES 

For anonymity, the five manufacturers are named 

respectively A, B, C, D and E. The brick 

manufacturing process is the same for the 

manufacturers B, C, D and E. Bricks of these 

manufacturers are compressed while those of 

manufacturer A are vibrated. The details of the 

compositions of these earth bricks are in Table 1. 

 

Table1: Mixture proportions of brick 

 
Manufacturers Laterite(%) Sand(%) Cement(%) 

A 90 0 10 

B 74 20 6 

C 62 30 8 

D 67 27 6 

E 67 25 8 

 

2. MECHANICAL 

CHARACTERIZATION METHOD 
The compressive strength is measured using a 

compression machine with 0.05 kN of precision and 

a loading speed of 2 kN/s. This test consists of 

subjecting a brick to a simple compression until 

failure as illustrated in Figure 1. 

 

 
Fig.1. Schema of the mold used for the manufacture 

of brick [11]. 

 

3. THERMAL CHARACTERIZATION 

METHOD 

 
The thermal capacity and the thermal conductivity 

of bricks are measured using the hot plate device. 

The asymmetrical experimental device represented 

schematically in Figure 2 was adopted. A plane 

heating element having the same section (100 100 

mm2) as the sample is placed under the sample 

(100 100 10 mm3). A thermocouple is stuck on the 

lower face of the heating element. The sample is 

placed between two extruded polystyrene blocks 

with a thickness of 50 mm; these blocks are set 

between two aluminum blocks with a thickness of 

40 mm. A heat flux step is sent into the heating 

element and the transient temperature T(t) is 

recorded. Since the thermocouple is in contact with 

polystyrene that is a deformable material, the 

presence of the thermocouple does not increase the 
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thermal contact resistance between the heating 

element and the polystyrene. Furthermore, since 

polystyrene is an insulating material, this thermal 

resistance will be neglected. 

 
Fig.2. Schema of the experimental hot plate device 

[10]. 
 

The theoretical model originates from the integral 

transform treatment of the heat equation [10], is 

modeled with the hypothesis that the heat transfer 

remains unidirectional 1D at the center of the sample 

during the experiment. The recording processing of 

T(t) is realized by supposing that the heat transfer at 

the center of the heating element is 1D. Considering 

the very low value of the heat flux reaching the 

aluminum blocks through the polystyrene and their 

high thermal capacity, their temperatures are 

supposed equal and constant. 

Within these hypotheses, one can write: 
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  is the Laplace transform of the temperature T(t), 

01  the Laplace transform of the heat flux density 

living the heating element (upstream), 02  the 

Laplace transform of the heat flux density living the 

heating element (downstream), 
0  the Laplace 

transform of the total heat flux density produced in 

the heating element, 
0  the heat flux density 

produced in the heating element, Ch the thermal 

capacity of the heating element per area unit: 

hhhh ecC   ; Rc the thermal contact resistance 

between the heating element and the sample,  the 

Laplace transform of heat flux density input on the 

upper aluminum block,  the Laplace transform of 

heat flux density input on the lower aluminum 

block. 
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E is the sample thermal effusivity, c the sample 

thermal capacity, e the sample thickness, ki the 

polystyrene thermal conductivity, ai the Polystyrene 

thermal diffusivity, ei the polystyrene thickness. 

Combining those five equations, the system leads to: 

i

i

B

D

B

D

p
p






1

1

0 )(
)(                                               (7) 

The principle of the method is to estimate the value 

of the parameters ρc and k of the sample that 

minimizes the sum of the quadratic error 

2

mod

0

exp )]()([ jTjT
N

j




  between the 

experimental curve and the theoretical curve 

calculated with relation (7). The inverse 

transformation is performed using the De Hoog 

algorithm [11]. 

 

4. RESULTS AND DISCUSSION 
4.1. MECHANICAL RESULTS  

 

The results of mechanical test are shown in Table 2. 

 

Table2: Mechanical characterization results 
Manufacturers (kg/m3) Fc (MPa) 

A 1757 1.65 

B 1950 2.50 

C 1818 2.10 

(5) 
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D 1805 2.10 

E 1889 2.60 

 

The vibrated bricks (manufacturer A) have a lower 

density and a lower compressive strength of about 

1.6 MPa. The compressed bricks (manufacturer B, C, 

D, and E) have a mean value of density of about 1865 

kg/m3 and the mean value of compression strength is 

about 2.3 MPa. The difference between vibrated and 

compressed bricks can be explained by the 

manufacturing process. The vibrated bricks are not 

compacted or the compact increases the compressive 

strength of the brick. Despite the difference of the 

composition of compressed bricks, the standard 

deviation of compression strength is about 0.3 MPa. 

The low standard deviation show that the mean value 

of compression strength is enough representative. 

These results show that compressed bricks can be 

used as structural wall.    

4.2. THERMAL RESULTS 
The results of thermal test are shown in Table3.  

 

Table3: Thermal characterization results 

 
Manufacturers w ρc k 

A 1.2 1.65.106 0.81 

B 1.6 1.98.106 0.69 

C 1.3 1.93.106 0.72 

D 2.0 2.0.106 0.72 

E 1.6 1.91.106 0.72 

 

The vibrated bricks (manufacturer A) have the lower 

thermal capacity of about 1.6 106 Jm-3K-1 and the high 

thermal conductivity of about 0.8 W.m-1.K-1. The 

compressed bricks (manufacturer B, C, D, and E) 

have a mean value of thermal capacity of about 1.9 

106 J.m-3.K-1 and a mean value of thermal 

conductivity of about 0.7 W.m-1.K-1. The standard 

deviation of thermal capacity and thermal conductivity are 

respectively 0.04 106 J.m-3.K-1 and 0.01 W.m-1.K-1.  

 

5. CONCLUSIONS 
It is clear that the use of construction materials with 

more favorable mechanical and thermal properties 

greatly increases the lifespan of building and reduces 

the heat gain. For that, a great knowledge of the 

characteristic of the construction materials can be 

used and introduced by designers in the estimation of 

the sustainable building. For this purpose, the 

mechanical and thermal characterization of stabilized 

earth bricks from five different handicrafts 

manufacturers is done. The measurements 

essentially give compressive strength, thermal 

capacity and thermal conductivity. The results show 

that vibrated bricks have a compressive strength of 

about 1.6 MPa and a thermal conductivity of about 

0.8 W.m-1.K-1. The compressed bricks have better 

compression strength of about 2 MPa and a thermal 

conductivity of about 0.7 W.m-1.K-1.  

These results provide the necessary information to 

the manufacturers for optimal use of these building 

materials. This work allows a better valuation of 

these local building materials.  
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ABSTRACT 
The purpose of this study is to model a stiffened panel having a longitudinal crack in a bidirectional tensile 

loading. According to the laws of linear fracture mechanics, it was found that the stress concentration is always 

located at the tip of the crack. In order to stop, delay or reduce the spread and stress concentration, it is better 

to use high-performance materials such as composites. In addition, the stiffeners may be employed to optimize 

the total weight, the increase panel strength and relaxation of the stress concentration at the tip of the crack. In 

this context, we account on the proposal for an Ansys modeling for the study of the crack propagation in a 

composite laminate panel. Our modeling take into account the effect of the load intensity, the influence of the 

presence and location of the stiffeners, the crack inclination angle end and the influence of the material 

properties. Following the satisfactory results obtained by the proposed modeling, our work can be used as a 

basis for the repair of cracked laminated composite panels after a possible shock. 

1. INTRODUCTION 
The shipbuilding industry is increasingly interested 

in the use of composite materials. It is no longer just 

small pleasure boats, but also military vessels (ships 

composite), passenger vessels (bridges sandwich 

material) etc. Unfortunately, and unlike steel, many 

uncertainties remain concerning the mechanical 

behavior of the composites. One of the important 

aspects of the behavior of the composites is their 

resistance to impact and therefore damages and 

cracks resulting [1, 2]. The study of tensile strength 

of the composite materials is a much more complex 

than analysis of elastic or viscoelastic properties. 

Indeed, the development of a crack depends on 

several parameters intrinsic to the material such as 

the geometrical and mechanical properties of the 

structure, or extrinsic as the extent of the crack or the 

nature of the loads applied [3, 4]. All these 

parameters should be taken into account in the 

computer simulation, so as to allow the study of the 

static crack growth in a stiffened panel. According to 

the process of degradation of composites, we can 

have the micro cracks appear in the matrix, the fibers 

that break (brittle or ductile fracture), the debonding 

are created at the interfaces of lamination appear 

without causing the ruin of the room [5]. 

Much research has focused on the behavior of 

composite panels. In this context, we can mention the 

work of Kadid. A [6] proposed a model to describe 

the behavior of composite panels stiffened but not 

cracked. In their research, Dexter et al [7] analyzed 

the crack growth effect on the behaviour of the long 

box girders with welded stiffeners. The model aims 

to assess the stress intensity factor based on the 

mechanical superposition of the linear-elastic 

fracture solutions, taking into account the typical 

motifs of residual stresses in the stiffened panels. 

The study of the effect of fracture in stiffened 

panels, subjected to lateral pressure, has been the 

subject of work provided by Vishwajeet et al [8] and 

Riccio et al [9] using various samples of stiffened and 

unstiffened panels subjected to lateral pressure. In 

order to study the propagation of fracture behaviour 

of stiffened and unstiffened specimens subjected to 

lateral pressure, an experimental and FE analysis is 

presented by Željko BOZICA et al [10]. Puhui et al 

[11] studied the behavior of a unidirectional 

composite damaged under static loading and fatigue. 

The model is part of the mechanical damage.  

 

 

 
 

Figure 1: Cracks in aeronautics construction panels  

 



17 – 20 May 2016, La Rochelle, France 

264 Beghdad et al., 

As a continuity of the research mentioned above, we 

expect the proposal for an Ansys modeling for the 

study of the crack propagation in a composite panel. 

In addition, For Reasons of reinforcement stiffeners 

can be placed to delay or stop the spread of this 

crack. The position, dimensions and loading the 

Applied are the hand evaluated parameters for linear 

modeling of our composite laminate panel. 
 

2. MODELING 

The purpose of this work is to model a stiffened 

panel with a crack at its center. This panel is simply 

supported on its contour and exposed to a bi-

directional loading. Because of the axial symmetry 

and the symmetry of the load, it was only considered 

the quarter panel. This technique allows reducing the 

grid and activating the calculation time. In order to 

block the propagation of this crack, two stiffeners are 

arranged in longitudinal and transverse direction. The 

panel is made completely of a composite 

graphite/epoxy with the mechanical characteristics 

data in Tables 1 and 2. 

Table 1 : Mechanical properties of a composite 
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Table 2 : Resistance of a graphite epoxy composite 
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E1, E2, E3 : are longitudinal deformation modulus in 

the directions 1, 2 and 3. 

Gij : are the transverse deformation of modulus.           

ij    : are the Poisson's ratios. 

XT   : tensile strength in direction 1. 

XC : compressive strength in direction 1. 

YT : tensile strength in direction 2.   

YC  : compressive strength in direction 2. 

Our structure is modeled by ANSYS software. The 

proposed panel is six degrees of freedom at each 

node with a symmetrical lamination of eight layers 

[0/90/45/-45] of uniform thickness of 0.125mm. 

Figure 3 shows the mesh structure with the fastening 

methods and loading conditions. 

 

3. STUDY PARAMETERS 
Behavioral study the parameters of our panel, 

composite laminate, bidirectional cracked under 

tensile loading are: 
 

3.1 Effect of the intensity of the load 
To illustrate the evolution of the stresses along the 

panel and can follow the behavior as a function of 

applied load, was performed a gradual increase in 

the load of P=5 MPa at P=100 MPa. Thereafter, it 

traces the evolution of the longitudinal stress σx 

(Fig. 3), the transverse stress σy (Fig. 4) and the 

equivalent stress σequi (Fig. 5), along the panel for 

a progressive variation of the applied load. In all the 

figures, it is clear that the stress is always highest at 

the tip of the crack. The presence of the longitudinal 

and transverse stiffeners generates a fluctuating 

stresses. Moreover, the gradual increase of the load 

generates a sizeable increase in stress. For example, 

to equivalent stress, the maximum value at the point 

of crack password 39,605 MPa for a load P = 5 MPa 

to 792,103 MPa for a load P =100 MPa. 

 

Figure 2 : Simply supported panel under 

                  a bi-axial tensile loading 
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3.2 Influence stiffeners 

3.2.1 Influence Effect of the presence of  

      stiffeners 
To test the effect of the presence of the stiffeners on 

the evolution of the equivalent stress at the crack tip, 

we have plotted in figure 6. This figure shows the 

change in the equivalent stress according to the 

increase of the load applied for four types of panels: 

1- plate without stiffening; 2- longitudinal stiffening 

3- transversal stiffening; 4- bidirectional stiffening 

From this figure, it is clear that for low loads, the 

stiffeners have no effect on the evolution of this 

constraint. A superposition of the curves is observed 

up to a load of 10 MPa. Above this load, a clear 

distinction begins to appear between the four 

curves. For maximum load (P = 100 MPa), the 

location of the stiffening in the transverse direction 

allows a net reduction of this constraint, because it 

offers almost similar results to those of a stiffening 

in both directions. The worst case is that of a 

longitudinal stiffening because it hardly affects the 

equivalent stress; that is to say, the values are almost 

equal to those of a plate without stiffening. It is 

obvious that for a load P = 100 MPa, the equivalent 

stress = 876 MPa. This stress is reduced to 792 MPa 

if the stiffeners are placed in the transverse 

direction. 

 

Table 3 : Comparison between the equivalent stress 

and the weight of each panel 
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 Total weight of the panel (Kg) 
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Figure 3 : Variation of the longitudinal 

strain as a function of load 
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Figure 4 : Variation of the transverse stress   

as a function of load 
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Figure 5 : Variation of the equivalent  

                 stress as a function of load 
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PNR : Panel Unstiffened.                                   

PRL   : panel with longitudinal stiffener. 

PRT : panel with transverse stiffener.                

PRTL : panel with transverse and longitudinal 

stiffeners. 

 
3.2.2 Influence of the position of the stiffeners 
To reduce stress concentration at the bottom of the 

crack and stop or delay the spread of the crack, it is 

essential to find an appropriate position of the 

stiffener. Therefore, the location of the stiffeners 

relative to the location of the crack is a determining 

factor for minimizing or stress relaxation at the 

bottom of the crack. 

In this context, varying the transverse stiffeners 

position that the distances 0, 40, 80 and 120 mm from 

the end of the panel. It is obvious that a high stress 

concentration is located at the crack tip. This stress 

concentration is less important with the 

approximation of the stiffeners to the tip of the crack. 

The evolution of the equivalent stress according to 

the panel length for different positions transverse 

stiffeners. From this figure, we notice that the stress 

takes a peak at the bottom of the crack (maximum 

stress). Subsequently, it has an asymptotic value  = 

50 081 MPa. The position of the stiffeners gives rise 

to fluctuations constraints ( = 409.52 MPa for a 

spacing of 40 mm, eq = 396.05 MPa for a spacing 

of 80 mm and  = 431.23 MPa for the spacing of the 

end).   

 

 
 

3.2.3 Influence of the thickness of stiffeners  
In order to relax the stress concentration at the crack 

tip, we will try to keep this constant times- it the 

position of the stiffeners, but their thickness varies  

only following the same stacking sequence data 

initially. The problem is therefore to double the 

thickness of each layer. Figures 18-21 represent the 

mesh panel with different thicknesses stiffeners (1.0 

mm, 2.5 mm, 3.75 mm, 5.0 mm). 

 
 

3.3 Influence of the orientation of the crack  
The variation in the position and thickness of the 

stiffeners are not the only parameters affecting this 

stress concentration. For this, is varied progressively 

panel tilt angle without changing the stacking 

sequences and applied loads. Now we vary the angle 

of orientation of 0° to 90° in steps of 15°. Figures 24 

to 30 illustrate the variation of the equivalent stress 

for angles of directions 0°, 15°, 30 °, 45 °, 60 °, 75 ° 

and 90 °. Of all of the figures, it is obvious that a 
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Figure 6 : Constraint equivalent to the crack  

tip for the four types of panels. 
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high stress concentration is located at the tip of the 

crack. 

To better Quantify this variation, we present the 

Evolution of the equivalent stress at the crack tip 

based on the panel orientation angles. From this 

figure, it is evident That θ = 75 ° angle of orientation 

Provides the minimum constraints contre has θ = 0 ° 

orientation Generates a high concentration of 

stresses. The Therefore, it is desirable to carry out an 

orientation of 75 ° for better relaxation of stress 

concentration. 

 

3.4 Influence of material properties  

To check the effect of the nature of the materials on 

the stress concentration at the crack tip, four kinds of 

materials are proposed (IM6/epoxy, E-glass/epoxy, 

graphite/epoxy, Kevlar). To see the effect of the 

choice of materials, the figure 32 is a plot that 

illustrates the evolution of the equivalent stress along 

the panel. From this figure, it is clear that E-

glass/epoxy material offers minimal constraints 

(=353.34 MPa). By cons, a Kevlar material 

produces a high concentration of stresses of 406 

MPa. 

 

 
 

4. CONCLUSION 
For this work, the linear behavior of stiffened panels 

laminated composite having a longitudinal crack in 

bidirectional load was analyzed. The study was 

performed using ANSYS software, and provides a 

basis for the repair of laminated composite panels 

cracked after a possible shock. 

From the results, it turned out that for this type of 

panels, the crack propagation is related: 

 the nature of the load.                

 fixing the conditions.          

 the geometry of the panel.                   

 orientation of the crack.                  

 the type of materials. 

 the change in the equivalent stress is 

proportional to the applied load. 

 the maximum equivalent stress is always on 

the cutting edge of the crack. 

 the presence of the stiffeners creates slight 

fluctuation constraints. 

The location of the stiffening in the transverse 

direction is more dominant because they: 

 contribute to blocking the propagation of 

the crack. 

 allow a significant reduction in weight 

compared to the stiffeners arranged in two 

directions. 

 for loads of low intensity, the stiffeners have 

no effect on the behavior of our panel. 

In order to minimize the stress concentration at the 

bottom of crack, stop and even delay the spread of 

the crack, it is recommended to place the transverse 

stiffeners in the vicinity of the tip of the crack. 

Increasing the thickness of the stiffener has a 

considerable effect on the relaxation of the stress 

concentration at the crack tip, but in part against it 

Figure 9 : Variation of the equivalent stress  

                   according to the inclination angle  

                   of the crack 
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gives an additional weight. In addition, it was 

observed that the stresses are significantly influenced 

by the fiber orientation angles. 

For future recommendations include provision for 

patches for repairing cracked panels. In order to 

ensure structural stability, there is also address the 

buckling of panels and the stiffening sheet-peeling 

associated. 
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ABSTRACT 
In this work Dufour and Soret effects on natural double diffusion convection in a horizontal porous layer 

have been studied numerically using a finite difference method. A uniform heat and mass fluxes are applied 

on the horizontal walls while the vertical walls are impermeable and adiabatic. The Darcy model along with 

the Boussinesq approximation is assumed in the problem formulation. The governing parameters of the 

problem are the thermal Rayleigh number, RT, the buoyancy ratio, N, the Lewis number, Le, the aspect ratio 

of the cavity, A, and the Dufour, Du, and Soret, Sr, coefficient. For a shallow enclosure, a closed form 

analytical solution was derived assuming zero convection wave number, which is still valid near criticality. 

The effects of Dufour and Soret on the heat and mass transfer rates and on the flow intensity are studied, 

and their effects on the onset of subcritical, supercritical and oscillatory convection were also investigated. 

Keywords Double diffusion convection, porous media, analytical and numerical solution, Soret and Dufour 

effects. 

NOMENCLATURE 
A aspect ratio. 

𝐷𝐶𝑇 cross-diffusion coefficient due to 𝑇 ′ 
component. 

𝐷𝐶𝑆 cross-diffusion coefficient due to 𝑆 ′             
component. 

𝐷 solute diffusivity . 

g  gravitational acceleration. 
H   height of the porous enclosure. 

j    constant mass flux per unit area.  

K  permeability of porous media. 

L    length of the porous enclosure. 
Le  Lewis number, 𝛼𝑝 𝐷⁄ . 

N  buoyancy ratio, 𝛽𝑆
*ΔS 𝛽𝑇

*ΔT⁄ . 

Nu  Nusselt number. 

q    constant  thermal flux per unit area.  

sub

TCR   subcritical Rayleigh number. 

sup

TCR   supercritical Rayleigh number. 

TR   thermal Rayleigh number, 

*

T Pg KΔT H    

 

Sh  Sherwood number. 

S  dimensionless concentration, 

(𝑆′ − 𝑆0
′ )/ *ΔS

.
. 

*ΔS   concentration difference,  𝑗′𝐻′/𝐷. 

T  dimensionless temperature,  

  (𝑇′ − 𝑇0
′)/ *ΔT .  

*ΔT   temperature difference,  𝑞′𝐻′/ k .  

t  dimensionless time, 𝑡′𝛼𝑝/𝜎𝐻′2. 

(u, v)  dimensionless  velocity components, 

  (𝑢′𝐻′/𝛼𝑝, 𝑣′𝐻′/𝛼𝑝) . 

(x, y) dimensionless coordinates, 

( 𝑥′/𝐻′,  𝑦′/𝐻′). 

 

Greek Symbols  

pα  thermal diffusivity of the saturated 

porous medium. 

Sβ  solutal expansion coefficient. 

Tβ   thermal expansion coefficient. 

k   thermal conductivity of the saturated 

porous medium. 

ε  normalized porosity, .ε σ  
'ε  porosity of the porous medium. 

ν  kinematic viscosity of fluid. 

f(ρc)  heat capacity of the fluid. 

p(ρc)  heat capacity of the saturated porous 

medium. 

σ  heat capacity ratio, ( ) ( )p fρc / ρc . 

Ψ  dimensionless stream function. 

 

INTRODUCTION 
Combined heat and mass transfer by natural 

convection has received considerable attention 

recently, due to its importance in many natural 

and engineering applications. A comprehensive 

review of the phenomena of double diffusion 

convection can be found in Huppert and Turner 
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[1]. Double diffusive convection in porous media 

is encountered in many applications, among them 

are the migration of moisture in fibrous 

insulation, contaminant transport in saturated 

soil, underground disposal of nuclear wastes and 

electro-chemical and drying processes. Mass-

diffusion (Dufour effect) and thermo-diffusion 

(Soret effect) could be encountered in double 

diffusive convection and their effects could be 

significant, see for instance, Nield and Bejan [2] 

and Vafai [3]. Dufour effect was found to be 

significant in gas mixtures with very light (H2, 

He) and medium molecular weight (N2, air). In 

liquid mixtures, Soret effect was found to be 

strong as stated by Platten and Legros [4] and in 

most liquid mixtures the Dufour effect was 

negligible. The effects of buoyancy ratios, 

Rayleigh numbers and Soret and Dufour 

coefficientson double diffusion convection in a 

horizontal cavity were studied numerically by Jin 

Wang et al [5]. The coupling–diffusive 

interaction was found to have a significant effect 

onheat transfer and mass transfer rate. In a 

horizontal porous layer heated and salted from 

below at constant temperature and solute, for 

opposing buoyancy forces, Gaikwad et al [6] 

concluded that a positive/negative Soret 

parameter destabilizes/stabilizes the system in the 

stationary/oscillatory mode. However, the Dufour 

parameter destabilizes the system in both 

stationary and oscillatory modes. Both Soret and 

Dufour parameters increases the Nusselt number 

and Sherwood number, Benano-Melly et al. [7] 

studied numerically and experimentally the 

problem of thermo-diffusion in an initially 

homogeneous mixture submitted to a horizontal 

thermal gradient. Their numerical results showed 

that, depending on the Soret number value, 

multiple convective flow patterns could develop 

in the presence of counter-acting thermal and 

solutal buoyancy forces. The Soret effect on 

convection in a horizontal porous cavity 

submitted to cross gradients of temperature and 

concentration was considered by Bennacer et al. 

[8]. Their results showed that, when the vertical 

concentration gradient was stabilizing, multiple 

steady-state solutions became possible over a 

range of buoyancy ratios which was strongly 

dependent on the Soret parameter.  Bahloul et al. 

[9] considered the double-diffusive and Soret-

induced convection in a shallow horizontal 

porous layer. The stability of the parallel flow 

solution was studied and the threshold for Hopf 

bifurcation was determined.  

In the present study, both Soret and Dufour 

effects on double diffusive convection in a 

shallow porous layer were considered in the 

presence of vertical thermal and solute 

concentrations gradients. The Soret and Dufour 

effects on the heat and mass transfer were 

investigated and explicit expressions were 

derived for the thresholds of the onset of 

subcritical and supercritical convection using a 

parallel flow assumption. 

 

MATHEMATICAL FORMULATION 
 

The schematic representation of the system under 

consideration is shown in Fig. 1. It consists of a 

two-dimensional enclosure of width L  and 

height H  . The left and right side walls are 

assumed to be adiabatic and impermeable, while 

the top and the bottom walls are subject to 

constant heat, q , and mass, j , fluxes. The 

convective motion in the homogeneous isotropic 

porous medium is assumed to be governed by the 

Darcy law for which the form drag and viscous 

effects are negligible. 

 

                  

 

 

 

 

Figure 1 

Flow configuration. 
 

The dimensionless governing transport equation 

describing stream function, energy and mass in 

the porous medium are written as follows:   

2
T

T T
Ψ R N

x x

  
    

  
                               (1) 

2 2
u

T T T
u v T D S

t x y

  
     

  
                  (2) 

 2 21
r

S S S
u v S S T

t x y Le

  

     
  

            (3) 

 

where the stream function   is defined such that 

,
Ψ Ψ

u v
y x

 
  
 

                                                 

(4) 

By considering the total heat and mass fluxes on 

the active walls, the corresponding dimensionless 

boundary conditions are derived as follows: 

1
, 0, 1, 1

2

, 0, 0
2

u r

T S S T
y Ψ D S

y y y y

A T S
x Ψ

x x

    
            


     

  

(5) 

 

where A is the aspect ratio of enclosure defined 

as /A L H  . 

j  q  

j  q  

x' 

y' 

 

L  H   
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The dimensionless parameters governing the 

problem are the Rayleigh number, 
T

R , the Lewis 

number, Le , the buoyancy ratio, N, the 

normalized porosity,  , the Dufour coefficient, 

uD , and the Soret coefficient, 
rS , which are 

defined as follows. 
**

p ST

T *

p T

* *

CS CT

u r* *

p

α β ΔSgβ KΔT H
R = , Le = N =

να D β ΔT

D ΔS D ΔTε
ε = , D = , S =

σ α ΔT D ΔS

 




 



           

(6) 

In the presence of the Dufour and Soret effect, 

the heat and mass transfer rates are expressed in 

term of the Nusselt and Sherwood numbers, 

defined as follows: 

1

u

Nu =
ΔT +D ΔS

, 
1

r

Sh=
ΔS+S ΔT

            (7) 

where ΔT =T(0,−1/2)−T(0,1/2) and ΔS =S(0,−1/2)−S(0,1/2) 

are respectively the temperature and 

concentration differences evaluated at the centre 

of the enclosure (x =0). 

 

ANALYTICAL SOLUTION 
 

In the present problem, the above governing 

equations can be solved analytically using the 

parallel flow approximation when the aspect ratio 

of the cavity is very large (A>>1), see Mamou 

[10]. For this situation, the flow in the central 

region of the cavity becomes parallel to the 

horizontal walls of the cavity and both of the 

temperature and concentration profiles are 

characterized by a linear stratification in the 

horizontal direction leading to the following 

simplification: 
Ψ(x,y) Ψ(y)                                                      (8)

( , ) ( )T TT x y C x y                                         (9) 
( , ) ( )S SS x y C x y                                       (10) 

Using these approximations together with the 

boundary conditions (5) and substituting into the 

governing equations (1)-(3), we obtain 

 2
0( ) 1 4Ψ y Ψ y                                            (11) 

 3
( , ) 3 4

3(1 )

T S

T 0 T
u

u r

C C D Le
T x y C x Ψ y y a y

D S


   



                                                                              (12) 

 3
( , ) 3 4

3(1 )

S T
S 0 S

r

u r

C Le S C
S x y C x Ψ y y a y

D S


   



                                                      

(13) 

where 0Ψ  
is the value of  Ψ  at the centre of the 

porous layer which is defined as: 

 0

1

8
T SΨ = C +NC . 

The constants aT  and aS are defined as: 

   1 1T u u ra - D - D S  and    1 1S r u ra = - S - D S , 

and 
TC  

and SC  
are constant gradients of 

temperature and solute concentration in the x-

direction, respectively. The constants are 

determined by considering zero energy and 

species balances across any transversal cross 

section of the cavity.   
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(15) 

Substituting the above expressions of TC and SC

in the expression of  0Ψ , we obtain the following 

polynomial expression: 
4 4 2 2 2

0 0 1 0 22 0 
 Ψ Le Ψ - bLe dΨ - b d =

                
(16) 

with 




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1

* 2
2
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T u r

u r u r
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d = R Le + NLe - D + NS Le+

+ D S Le+ N - Le - D S
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


    (17)                   
 

where 

0 012 , (1 ) and 15 16*
T T u rR = R b=b - D S b  

 

 

Equation (16) shows that five solutions are 

possible, one of which is null and corresponds to 

the fluid rest state solution or pure diffusion: 
 

0 0Ψ =
                                                             

(18) 

The other four convective solutions are given by: 

20
0 1 1 2

b
Ψ = ± d ± d - d

Le                              
(19) 

where two of them (with positive sign within the 

square root expression) are stable and the two 

others (with negative sign) are unstable. The 

positive and negative sign outside the square root 

indicate that the flow circulation could be 

clockwise or counter-clockwise.  

Substituting Eqs. (12) and (13) in Eqs. (7), the 

Nusselt and Sherwood numbers become: 

0

3

3 2 T

Nu =
- C Ψ

,  

0

3

3 2 S

Sh =
- C LeΨ      

( 2 0 )  

 

NUMERICAL SOLUTION 
 

The numerical solution of the full governing 

equations is obtained using a second-order finite-
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difference method. The discretized form of the 

energy and concentration equations (2)-(3) were 

solved using a time-accurate scheme based on the 

alternating direction implicit method (ADI) and 

the flow motion equation (1) was solved using a 

successive over relaxation method (SOR). A grid 

sensitivity study was performed using a grid size 

ranging from 60×80 to 80×240, see Table 1. The 

results indicate that, for a refined grid, there is a 

relative difference of 0.4 % for the stream 

function and less than 1 % for the heat and mass 

transfer rates. Thus a grid of 80×240 was found 

to be enough to simulate accurately the 

convective flow.  

Table 1 

Grid sensitivity study for TR = 100, Le= 2, N = 1, 

Du=0.1, Sr=-0.1 and A=10. 

Numerical solution    Analytical      

solution 

  60×120   80×160 80×220 80×240   

  4.696 4.699  4.698  4.698    4.696 

Nu 4.242 4.253  4.245 4.242    4.228  

Sh 5.696    5.744 5.757 5.757     5.742 

 

RESULTS AND DISCUSSION 
 

Typical numerical results in terms of streamlines, 

isotherms and isosolutes are presented in Figure 

2, from top to bottom respectively, for 
TR = 50, 

Le = 2, N = -0.5, Sr=1.1, Du=0.2 and A = 10. 

From these results, it is clear that for a shallow 

cavity (A>>1) the flow in the core region of the 

enclosure is essentially parallel while the 

temperature and concentration are linearly 

stratified in the horizontal direction.  

(a) 

(b) 

(c) 

Figure 2 

Streamlines (a), isotherms (b) and isosolutes (c) 

for RT = 50, Le = 2, N = 0.5,  Sr=1.1, Du=0.2 and 

A = 10. 

 

Figure 3(a)-(b) shows the stream function, 

temperature and concentration distributions in the 

centre of the cavity with a very good agreement 

between the numerical and the analytical results. 

For constant Dufour effect, the evolution of the 

flow intensity, 
0Ψ , the Nusselt, Nu, and the 

Sherwood, Sh, numbers with TR
 
is presented in 

Figure 4 for Le=2, N= -1, Du=0.2 and various 

values of Sr (1.1, 0.55 and 0.45). Figure 4(a) 

shows that there was only one convective stable 

solution for Sr=1.1 (pitchfork bifurcation), 

occurring at supercritical Rayleigh 
sup
TCR  =3.8.In 

the range of Soret number 0.45 < Sr < 0.55 the 

analytical solution predicted the existence of two 

stable solution (solid line) and unstable one 

(dashed line), showing the existence of 

subcritical flows where the bifurcation occurred 

at a saddle-node point characterized by a finite 

amplitude convection. The subcritical Rayleigh 

number is obtained from the condition 1 0d   
and 

2
1 2 0d d  . The evolution of Nu and Sh with TR

 
are presented in Figure 4(b)-(c). Generally, at 

large TR , far from criticality, it could be seen that 

the heat transfer rate increased with increasing Sr, 

however a reverse trend was seen for the mass 

transfer rate. There was a strange behavior of the 

Sh number which dropped below unity very close 

to the onset of supercritical convection for Sr=1.1. 

              

 

 

 
Figure 3 

Stream function (a), temperature (b) and 

concentration (c) profiles at the centre of the 
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cavity for RT = 50, Le = 2, N = 0.5, Sr=1.1, 

Du=0.2 and A = 10. 

As discussed above, for Sr=0.55 and Sr=0.45, two 

types of subcritical bifurcation occurred.          

For Sr=0.55, the bifurcation was characterized by 

two saddle node points: The first                             

(
sub

TR =43.64) represented the onset of subcritical 

convection at finite amplitude and the other one   

(
sup
TCR =59.40) characterized the onset of 

supercritical convection at zero amplitude. For 

Sr=0.45, the pure subcritical convection occurred 

at finite amplitude convection (
sub
TCR =63.18) and 

characterized only by a single saddle node point. 

For a constant Soret coefficient, Sr=0.2, the 

Dufour effect on the flow intensity, and on the 

heat and mass transfer rates is displayed in Figure 

5. To illustrate the three types of bifurcations, 

three values of Du= -0.45, -0.2 and 0.02 are 

considered. For Du = -0.45, the bifurcation is 

purely supercritical, and the onset of convection 

occurred at 
sup
TCR =16.57.  For Du = -0.2, a double 

bifurcation occurred leading to two saddle node 

points. The first subcritical bifurcation occurred  

a pure subcritical bifurcation occurred at decrease 

in the Dufour coefficient induced an at            
sub
TCR =45.56 and the second one which is 

supercritical occurred at  
sup
TCR =81.12 and at zero 

amplitude. The later could be viewed as a 

backward supercritical bifurcation. 

For Du = 0.02, 
sub
TCR =77.78 without any 

connection to the onset of supercritical state. 

Overall, above criticality, as shown in Figure 5, 

the increase in the flow intensity, and in the heat 

and mass transfer rates. The present study is 

relied on the parallel flow assumption for the 

determination of the onset of subcritical and 

supercritical convection. The assumption is 

regarded as a nonlinear stability analysis that was 

able to predict the threshold of   subcritical 

convection that usually occurs at finite amplitude 

flows.  

The assumption was also valid for predicting the 

onset of supercritical convection thresholds, 

which occurred at zero amplitude convection. 

Also, it is important to mention that the current 

approach was based on steady state convection. 

However, unsteadiness occurrences near the 

onset of convective flows are well known in 

double diffusive convection. Therefore, to 

complete the present analysis, a linear stability 

analysis is required to examine any occurrence of 

overstable flows below the of supercritical 

convection. The analysis will be presented in a 

journal paper to be published in the near future. 

 

 

 

 
Figure 4 

Bifurcation diagrams of (a) stream function, (b) Nu 

and (c) Sh versus TR  for 
rS =0.45, 0.55 and 1.1, 

Le=2, N=-1 and Du=0.2. 
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Figure 5 

Bifurcation diagram of (a) stream function, (b) 

Nu and (c) Sh versus RT  for Du= -0.45, -0.2 and 

0.02, Le=2, N=-1 and rS =0.2. 

 

CONCLUSION 
 

Double diffusive convection induced in a 

horizontal porous layer subject to uniform fluxes 

of heat and mass was studied analytically and 

numerically in the presence of Soret effect and 

Dufour effect. The analytical solution, based on  

the parallel flow approximation, was 

determinedfor the case of shallow enclosure. The 

influence of governing parameters on the Nusselt 

and Sherwood numbers were predicted and 

discussed.  

The main features predicted by the analytical 

solution were confirmed by the numerical 

solutions of the full governing equations.It is 

observed that the Soret and Dufour effects 

modify considerably the occurrence of the 

convective flow, and the heat and mass transfer 

rates. Three types of bifurcations were captured 

in the present analysis, depending on the Soret 

and Dufour coefficients. The first bifurcation 

occurred at zero amplitude characterizing the 

onset of supercritical convection. The second one 

is a mixture between subcritical bifurcation 

occurred at finite amplitude followed by a 

backward supercritical bifurcation. The third one 

is a pure subcritical bifurcation that occurred also 

at finite amplitude convection but with no 

connection to any supercritical state. 
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ABSTRACT  
The main purpose of this work is to investigate the hydrodynamic and thermal characteristics of an      Ag-

water nanofluid into a cubical enclosure, including a heat source which located at the center of the bottom 

wall. Due to its crucial role in the characterization of the main transfer into such configurations, the effect of 

some parameters is widely inspected. It consists the Rayleigh number   (103 to 106), the solid volume fraction 

(0% to 10%), the width (10% ≤ w ≤ 40%) and height of the heat source (10% ≤ h ≤ 50%). To do so, a 

numerical code based on the Lattice-Boltzmann method, coupled with a finite difference one, is utilized. The 

latter has been validated after comparison between the present results and those of the literature. It is to note, at 

the end, that the three dimensions D3Q19 model is adopted based on a cubic Lattice, where each pattern of the 

latter is characterized by nineteen discrete speeds.

KEYWORDS 
 

. 

 

 NOMENCLATURE 

a Coefficient in external forces (= g ) 

aij Coefficients in Equation (12) 

c Cold 

cs Sound velocity in the Lattice ( 3/1cs  ) 

Cp Specific heat at constant pressure, (J kg-1 K-1) 

f fluid 

feq Equilibrium distribution Function 

Fext External Force 

fi Distribution Function 

h Hot 

k Thermal conductivity, (W m-1 K-1) 

Hx,y,z Enclosure dimensions, (m) 

mj Moments 

nf Nanofluid 

Nu Mean Nusselt number 

Pr Prandtl number (Pr = ) 

s Solid particles 

Sj Relaxation rate 

t Time, (s). 

T Temperature, (K) 

Ra Rayleigh number, ( = 2T0 H3 a/ ν k) 

u Horizontal velocity component, (m) 

v Vertical velocity component, (m) 

w Depth velocity component, (m) 

x, y, z Dimensional Cartesian coordinates, (m) 

X, Y,Z Dimensionless coordinates,  

 (X = x/H, Y = y/H, Z = z/H) 

 Thermal diffusivity, (m2 s-1) 

β Thermal expansion coefficient, (K-1) 

 Dimensionless temperature 

i Coefficients of the equilibrium function 

 Density, (kg m-3) 

φ Nanoparticles volume fraction 

ε Energy square  
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ν Kinematic viscosity, m2 s-1 

 Collision Operator 

INTRODUCTION 

Natural convection phenomena inside enclosures are 

relevant to a wide range of industrial processes or 

environmental situations. It has been the subject of a 

very intense research activity over the past decades 

[1-5]. The most innovative, (and most promising), 

technique is the injection of nanoscale particles into 

the base fluid such as the  Ag,  Al2O3,  Cu,  CuO  and 

TiO2, nanoparticles, to enhance the heat transfer rate 

in engineering systems. 

 Some papers deals with free convection in 

differentially heated enclosures were very helpful    

[6-7], a review of the literature indicates that 

numerous geometries were investigated [8-13]. Even 

though there have been these numerous 

investigations, under many configurations and 

boundary conditions, relatively few studies were 

documented by taking into account the third 

dimension. As such, this paper presents a 

comprehensive numerical investigation of a 

nanofluid natural convection inside a cubical 

enclosure, having a temperature gradient generated 

by the side walls and a bottom heat source. The 

numerical study is developed using the coupling 

between Lattice Boltzmann method and finite 

difference method [14, 15]. 

Referring to papers of Santra et al. [8] and many 

others, the nanoparticles with a high thermal 

conductivity (such the  Ag  and  Cu) produce a 

significant enhancement of heat transfer rate. Thus, 

the use of the  Ag  nanoparticles is considered in our 

investigation. 

 Noted that the Brownian motion is not taken into 

consideration in our study since the nanoparticles 

size is assumed to be greater than  40 nm. 

PROBLEM STATEMENT 

The system considered in this paper is shown in     

Fig. 1. The system consists of a cubical enclosure 

with cold-sides walls, having an isothermal solid 

source with width  ‘w’  and height  ‘h’,  which 

located at the center of the bottom wall. The bottom, 

top, front and rear side walls are assumed to be 

insulated. 

 

 
Figure 1. Simulation domain with its boundary conditions. 

 

 The thermo-physical properties of the base fluid 

and the spherical  Ag  nanoparticles are given in 

Table 1. Constant thermo-physical properties are 

considered for the nanofluid whilst the density 

variation, in the buoyancy term, was determined 

using the Boussinesq approximation, [16]. 
 

Table 1. Thermophysical properties of the base fluid 

and the Ag nanoparticles, Pr = 6.2. 

Thermophysical 

properties 

Base fluid  

(water) 
Ag 

Cp (J kg-1 K-1) 4179 230 

ρ (kg m-3) 997.1 10500 

k (W m-1 K-1) 0.613 418 

β (K) 105 21 1.65 

 

MATHEMATICAL FORMULATION 

 The nanofluid density, noted as  ρnf, heat capacity  

(ρ Cp)nf, thermal expansion coefficient  (ρ β)nf, and 

thermal diffusivity  αnf, may be defined respectively, 

as follows [13]: 

ρnf = (1 - φ) ρf + φ ρs        (1) 

(ρCp)nf = (1 - φ) (ρ Cp)f + φ (ρ Cp)s    (2) 

(ρ β)nf = (1 - φ) (ρ β)f + φ (ρ β)s      (3) 

nfp

nf
)C(

k
nf


         (4) 

 For the effective dynamic viscosity  μnf , and the 

effective thermal conductivity  knf , Brinkman [17] 

and Maxwell-Garnetts models [18] are employed, 

respectively, as: 

  5.2

f
nf

1 


        (5) 
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 The dimensionless conservation equations, 

describing the transport phenomenon inside the cube, 

can be written as follows: 
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where  V'  is the velocity component  U  in  X  

direction,  V  in  Y  direction and  W  in the  Z  one.  

Ra  (= g β ∆T H3/ αf νf)  is the Rayleigh number,  Pr  

(= νf/ αf)  is the Prandtl number. 

 

LATTICE BOLTZMANN METHOD 

Regarding the Lattice Boltzmann equation for 

nanofluids, a nineteen-velocity model on a three-

dimensional lattice, noted as  D3Q19, is utilized [19]. 

For the adopted dynamic model, two successive 

phases are taken into account; starting with the first 

one which expresses the propagation of particles 

from nodes to their neighbors, and continuous with 

the second one, so-called as the collision, where 

particles on the same lattice redistribute and relax 

into their quasi-equilibrium. The particles 

distribution equation can be expressed as follows: 

scat
t

f
fc
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
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
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


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


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
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         (10) 

where  f(x,c,t)  is the distribution function depending 

on the particle velocity  ©  at a location  (x)  and a 

time  (t). According to Guo et al. [15], the right side 

term of particles distribution equation displays the 

diffusion process when the new equilibrium 

distribution is rebuilt after the collision. 

Function of the location  (x)  and the time  (t), the 

fluid shape can be defined as particles populations 

vector, noted as fi, where i = 0, 1, 2,…, 18. Thus, the 

discrete distribution equation can be given as: 

 
iiii f)t,x(f)tt,tcx(f       (11) 

where  (fi) is the space vector based on the discrete 

velocity set and    is the collision operator. Noted 

that a primary discrete velocity sets will be created 

then from the set of  18  vectors pointing from the 

origin to the above neighbors and the zero vector 

(0,0,0). 

The space vector, fi, is constructed using the 

moment of the last. The relationship between two 

spaces is defined by means of the below equation, 

when the coefficient  aij  is calculated using the 

particle velocity  ci. 


i

iijj fam        (12) 

where the corresponding  19  moments mj (0, 1, 2, 

..,18) are: the mass density (m0 = ), the kinetic 

energy independent of the density (m1 = e), the 

kinetic energy square independent of the density and 

kinetic energy (m2 =  = e2), the momentums (m3;5;7 

= jx;y;z), the energy flux independent of the mass flux 

(m6;8;10 = qx;y;z), and the symmetric traceless viscous 

stress tensor     (m9= 3 pxx, m11 = pww = pyy - pzz, with 

pxx + pyy + pzz = 0, m13;4;15 = pxy;yz;zx). 

The two vectors of quadratic order, m10 and m12, 

have the same symmetry as the diagonal part of the 

traceless tensor pij, while the other three vectors of 

cubic order are parts of a third rank m16;17;18 tensor, 

with the symmetry of jk pnm. The diagonal collision 

matrix Sij is given as: 











161616131313109

10944421

ij
s,s,s,s,s,s,s,s

,s,s,s,0,s,0,s,0,s,s,0
S     (13) 

Note that relaxations are related to the dynamic 

viscosity [20]. 

About the energy equation, and because of the 

nonexistence of non-linearity, the finite-difference 

scheme is found more required than the LBE-

scheme. The relation between the temperature and 

flow fields is found to be as far as the force in the   

y-direction, which arises with the temperature 

gradient, is introduced. The later is thus, used in the 

y-velocity calculations, as shown in the advection 

term in the energy equation cited below: 

TkTV
t

T




 
       (14) 

At the end, it is worth to denote that the mean 

Nusselt number computed along the side walls is 

obtained through the following expressions: 
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where   knf  and  kf   are the nanofluid and the base 

fluid thermal diffusivity, respectively. 
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RESULTS AND DISCUSSION 

The presented results are generated for different 

dimensionless groups, such as the Rayleigh number 

(103 ≤ Ra ≤ 106), the solid volume fraction (0% to 

10%), the width (0.1 ≤ w ≤ 0.4) and height of the 

obstacle (0.1 ≤ h ≤ 0.5). The Prandtl number is fixed 

at 6.2. The predicted hydrodynamic and thermal 

fields’ variables are presented through the 

Streamlines, the temperature Iso-surfaces. The 

average Nusselt number is also represented in order 

to supply useful information about the influence of 

each parameter, quoted above, on heat transfer 

enhancement. 

The performance of the using code via the 3D natural 

convection problem is established by comparing 

predictions with other numerical results, namely 

those of Fusegi et al. [21] and Frederick et al. [22]. 

By taking into account the same hypotheses, Table. 2 

demonstrate a comparison of the mean Nusselt 

number computed inside the Air cube. As we can see, 

the present results and those of Fusegi et al. and 

Frederick et al. are in excellent agreement with a 

maximum discrepancy of about 2%. 

 
Table 2. Average Nusselt number obtained with our 

computer code and those of references [21, 22], Pr = 0.71. 

 Fusegi  

et al. [17] 

Frederick 

et al. [18] 
Present Work 

103 1.085 1.071 1.071 

104 2.100 2.057 2.062 

105 4.361 4.353 4.367 

106 8.770 8.740 8.761 

 

Figure 2 illustrates temperature Iso-surfaces (a), 

streamlines and Isotherm plots (b) for different 

values of the Rayleigh number (Ra). For low values 

of the Rayleigh number (Ra ≤ 104), the flow is not 

very significant and heat exchanges are then 

dominated by conduction mode (conductive regime). 

However, for high values of the Rayleigh number (Ra 

≥ 105) flow intensifies and convective exchanges 

prevail resulting in a convective regime. 

 

            

      Ra = 103          Ra = 104 

           

 Ra = 105       Ra = 106 

(a) 

 

             
 Ra = 103     Ra = 104 

              

 Ra = 105     Ra = 106 

      (b) 

Figure 2: Temperature Iso-surfaces (a), streamlines and 

Isotherm plots (b) of nanofluid for various values of the 

Rayleigh number, W = 0.4, h = 0.1 and  = 0. 

 

Figure 3, present the temperature Iso-surfaces (a) 

and the streamlines with Isotherm plots (b) for 

different values of various widths of the heat source. 

Ra = 106. 

Gradually, as the width of the heat source increases 

the flow of convective fluid intense, and 

consequently, the thermal boundary layer (and 

figuratively close cold side walls) becomes thin, 

making it the heat transfer more important. 

The variation of the mean Nusselt number as 

function of the height of the obstacle, for different 

values of the Rayleigh number nanoparticles volume 

fraction ( = 0) and = 0.1), is shown in Fig. 4. 

The mean Nusselt number is found as an increasing 
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function of the nanoparticles volume fraction, and 

increases by increasing the Rayleigh number. 

Additionally, It appears that the average Nusselt 

number increases when the height of the obstacle 

increases 
 

           

    W = 0.1        W = 0.2 

           

    W = 0.3        W = 0.4 

(a) 

              

 W = 0.1    W = 0.2 

        

 W = 0.3    W = 0.4 

      (b) 

Figure 3 : Temperature Iso-surfaces (a), streamlines and 

Isotherm plots (b) of nanofluid for various values of the 

width W,   Ra = 106  and  h = 0.10. 

 
Figure 5 shows the evolution of the average Nusselt 

number according to the variation of the soource’ 

height for different widths (elevating W from 0.1 to 

0.4). It appears that the average Nusselt number 

increases so, by increasing the high of the heat 

source, specially with using the nanoparticles inside. 
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h  
Figure. 4 Variation of the mean Nusselt number with the 

source height for various values of Rayleigh number and 

nanoparticles volume fraction. 
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Figure 5: Variation of the mean Nusselt number, with the 

source height for various values of the width, and two 

different nanoparticles volume fraction  = 0 and =0.1. 

 

CONCLUSIONS 

The analysis of natural convection phenomenon 

inside a cubical enclosure, including heated source 

which located at the center of the bottom wall was 

realized in this paper. Taking into account the effects 

of various parameters, such the Rayleigh number, 

the nanoparticles volume fractions, and the width 

and height of the obstacle, the results may resume as 

follows: The heat transfer enhancement consequent 

to the dispersion of solid nanoparticles into the base 

fluid and increases by increasing the nanoparticles 

volume fraction, the latter is an increasing function 

of the increase Rayleigh number the width and 

height of the bottom heat source. 
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ABSTRACT  

Turbulent swirling flow in can-type model of a gas turbine combustor is computationally investigated. 

Computations were performed using the commercial finite-volume code ANSYS-FLUENT. As the basic 

modeling strategy, a two and three-dimensional Uunsteady Reynolds Averaged Navier-Stokes (URANS) 

approach is applied, employing a differential Reynolds Stress Turbulence model      (RSM and SST k-w). 

Numerical predictions of the mean flow field showed a large inner recirculation zone and an outer recirculation 

zone which represents a typical result of confined swirl flames. Mean velocity vector plots showed that the 

inner recirculation zone  is formed by two counter rotating vortex pair, while instantaneous velocity vector 

plots showed clearly the existence of many small vortex in that zone. 
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Gas turbine combustor, 2D URANS RSM, 3D URANS RSM, Fluent 

 

INTRODUCTION  
Numerical simulations of the flows in gas turbine 

combustors had become an unavoidable way to 

accelerate the design of this type of modern engines 

and optimize their performances: reducing fuel 

consumption, limiting noise and air pollution, 

avoiding combustion instabilities...etc.  

The simulations also facilitate the understanding and 

the visualization of physical phenomena often 

inaccessible by the experimental measurements.  

The use of numerical tools for simulating unsteady 

combustion phenomena still presents some issues; 

the Reynolds Averaged Navier-Stokes (RANS) 

approach, also in its time-resolved form, URANS, 

has been proven of not being capable of resolving all 

time and space scales, which play crucial roles in 

highly turbulent unsteady combustion. Swirling lean 

premixed flames are frequently used in modern gas 

turbine combustors since they offer a possibility of 

controlled flame temperature and thus favorable 

thermal NOx emissions and avoid intrusive methods 

disturbing flow field.  

Combustion requires the effective mixing of fuel 

and oxidizer. For premixed flames, mixing takes 

place in a separated mixing chamber. This type of 

burner imposes the danger of a flashback of the 

flame into the mixing chamber. Another possibility 

is the mixing of fuel and air within the burner 

chamber. This prevents the danger of flashbacks, but 

homogeneous mixing is more difficult to achieve.  

A method often used in practical burners is the 

application of the swirling flows to improve mixing. 

In the swirl burner natural gas freely propagates into 

the burner chamber in the axial direction and is 

surrounded by the combustion air flow which has 

radial and tangential velocity components (swirl) in 

addition to the axial flow. The resulting flow field is 

strongly turbulent. Hot burned gases are transported 

back to the nozzle by internal recirculation in the 

flame and thus ensure effective mixing and stable 

ignition conditions. Swirling flows have been the 

mailto:med_guessab@yahoo.fr
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subject of intensive experimental, analytical and 

numerical investigation over many years                 

[1-2-3-4 ,5]. The application of swirling flows in 

industrial gas turbine combustors is of particular 

interest to the current work. The goal of actual study 

is flame behavior according to transit natural gas 

turbulent flame evolution is analyzed using 

commercial code ANSYS-FLUENT with URANS 

Simulation model to treat turbulence coupling to 

partially premixed model to treat combustion. 

Models are applied to a three-dimensional geometry; 

they gave suitable results and were able to describe a 

detailed flow field. Results of the mean as well as the 

time-dependent numerical predictions of the 

turbulent vortex structures were presented. 

  

GEOMETRY 

The basic geometry of the gas turbine can-type 

combustor chamber is shown in Fig. 1.  The flame is 

stabilized by a law swirl number (S = 0.6). The size of 

the combustor is 590 mm in the Z direction, 250 mm in 

the Y direction, and 230 mm in the X direction. The 

primary inlet air is guided by vanes to give the air a 

swirling velocity component. The total surface area of 

primary main air inlet is 57 cm2. The fuel is injected 

through six fuel inlets in the swirling primary air flow. 

There are six small fuel inlets, each with a surface area 

of 0.14 cm2. The secondary air is injected in the 

combustion chamber through six side air inlets each 

with an area of 2cm2. The secondary air or dilution air 

is injected at 0.1 m from the fuel injector to control the 

flame temperature and NOx emissions. The can-type 

combustor outlet has a rectangular shape with an area 

of 0.0150 m2.  

 
 

Figure 1 

Computational domain 

 

MODELING AND NUMERICAL 

SIMULATION 
Conservation equations governing reactive flows 

resolved by the numerical code ANSYS-FLUENT [6] 

actual investigations are: mass, momentum, species 

and energy conservation equations using several 

models described below with finite volume methods. 

Gambit post-processor [7] is a generator used to 

generate high quality 3-D meshes for CFD 

simulations. It creates tetrahedral, pyramids and 

prisms in 3D meshing mode.  Generally these are the 

regions where we expect maximum gradients in our 

fluid flow. Moreover the grids should also be fine 

enough to resolve the geometry accurately. We cannot 

have the smallest grid size throughout the whole 

geometry as that would increase the computational 

time significantly.  
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Thus we would like to have a finer mesh in regions 

where the geometry is complex and also where we 

expect higher gradients in the flow field variables. 

Periodic boundary conditions can significantly reduce 

our computational domain. If a model is axis-

symmetric then instead of meshing and solving the 

entire 3D model we can simply cut out a wedge from 

the solid part and use periodic boundary conditions. A 

view of the grid system is shown in   Fig. 2. The mesh 

is generated by automatic method and its main quality 

specifications are summarized in Table 3. A 3D 

URANS-RSM procedure is applied [8], [9].  

For comparison, the Shear Stress Transport (SST) 

model is also applied within the 3D URANS 

formulation for assessing the performance of RSM vs. 

SST. The RSM and SST models are also applied 

within a 2D-axisymmetric URANS formulation, and 

the results are compared with 3D URANS ones. For 

the temporal discretization, a second-order Euler 

scheme is employed. The time step size is chosen in 

such a way that the cell Courant number while 

sufficiently resolving important physical time scales 

such as the eddy turnover time. In combusting flow 

applications, the Eddy Dissipation Concept (EDC) of 

Magnussen and Hjertager [10] is used as the 

combustion model. The oxidation of fuel, which is 

assumed to be methane, is represented by a four-step 

global reaction mechanism of Jones and Lindstedt 

[11]. The flow and thermal variables are defined by the 

boundary conditions on the boundaries of the studied 

model. Mass-flow inlet conditions are applied at the 

tow inlets in the burner and one in the combustor for 

secondary air inlet. Out flow boundary condition is 

applied at the exit of the combustion chamber and the 

walls are treated as constant wall temperature. The 

walls are stationary with no-slip conditions applied on 

the wall surface. The detailed and typical data 

boundary conditions are summarized in the Table 4 

below. The specific heat of the species is temperature 

and mixture dependant. The physical properties are 

defined for the mixture material and the constituent 

species. The flow is considered unsteady and 2D/3D, 

used parameters in the numerical simulation using 

ANSYS-FLUENT code are shown in Table 3 with the 

pressure-based solver [1] which is an algorithm that 

belongs to a general class of methods called projection 

method and SIMPLEC scheme proposed by [1] with 

second order solver algorithms pressure based are 

available as isolated algorithm. Geometries produce 

high levels of turbulence and enhanced mixing rates. 

The nozzle used in can-type combustor in this study 

has axial type swirler, as illustrated in Fig. 4. Swirl 

generator is characterized by eight-fixed vanes in the 

annular nozzle with a fix angle in the trailing edge; 

the definition assumed for the swirl number is the 

relation between the flow-averaged-azimuthal 

velocity and the corresponding axial velocity. 

 

Table 1 

The Jones-Lindstedt mechanism (4-step) 
 

JL1 
224 H2COO5.0CH   

JL2 
224 H3COOHCH   

JL3f OHO5.0H 222   

JL3r 
222 O5.0HOH   

JL4 
222 HCOOHCO  (forward) 

 

Table 2 

Rates equations of the original Jones-Lindstedt 

mechanism: units in [m], [s], [Kmol], [J] and [K] 

Eq. Rates equations [Kmol/(m3.s)] 

JL1   25.1
2

5.0
4

)RT/(1026.1114 ]O[]CH.[e104.4
dt

CHd 8

 

JL2  
]OH][CH.[e100.3

dt

CHd
24

)RT/(107.184
8  

JL3f   5.1
2

25.0
2

)RT/(1067.11152 ]O[]H.[eT108.6
dt

Hd 8

 

JL3r  

]OH][O[]H.[eT10255.1

dt

OHd

22

75.0

2

)RT/(10095.4877.017

2

8 



 

JL4  
]OH][CO.[e1075.2

dt

COd
2

)RT/(104.89 7

 
 

 

 

 
 

Figure 2 

3D grid system 
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Figure 3 

Mech geometry of gas turbine can-type combustor 

(midaxial vertical plane) 

 

Table 3 

Mech statistics 
Number of Nodes: 

Number of Elements: 

Tetrahedra: 

Pyramids: 

Wedges: 

31433 

106651 

74189 

1989 

30473 

Extents: 

min x, max x:  

min y, max y:  

min z, max z: 

 

-0.11314 [m], 0.11314 [m] 

-0.125 [m], 0.125 [m] 

-0.138145 [m], 0.45 [m] 

Max Edge Length 

Ratio:  

Volume:  

 

21.1566 

0.0186368 [m3] 

 

Table 4 

Boundary conditions 
 Type values 

Primary air inlet 

 

  

Mass flow 

inlet 

U =  10 m/s;  

Q=  0.0688875kg/s 

Dh = 85 mm. 

T = 300K 

It = 10% 

Fuel inlet 

 

 Mass flow 

inlet 

U =  40 m/s;  

Q=  0.00218033kg/s 

Dh = 4.2 mm. 

T = 300K 

It = 10% 

Secondary air 

inlet 

 

 

Mass flow 

inlet 

U =  6 m/s;  

Q =0.00845225kg/s 

Dh = 16 mm. 

T = 300K 

It = 10% 

Combustion 

chamber exit 

Outflow   

Walls of 

combustion 

chamber 

Wall  

 

T = 320 [k] 

 

RESULTS AND DISCUSSION  

Detail plots of the instantaneous velocity field, in a 

section near the inlet, predicted by the 2D and 3D 

URANS-RSM and SST k-w methods are shown in 

Figure 4 and 5. In this section, 2D and 3D URANS 

modeling the Reynolds Stress Model (RSM) and the 

Shear Stress Transport model (SST) are compared for 

ability to predict flow field. The radial profiles of the 

time-averaged circumferential velocity components 

extracted 50 mm above the injector inlet, figure 4, 

reveal that case 3D-URANS RSM, overestimates the 

negative circumferential velocity on the axis in 

comparison to case 3D-URANS SST k-w by 

approximately 5% (in the interval of  -0.075m and  

+0.075m). Then again, case 3D-URANS RSM 

captures the intensity of the flow between the inner 

and outer shears better, figure 4, and also the shape of 

the ORZ is better reproduced from the profiles 

extracted for case 3D-URANS RSM. All test cases 

show the right penetration of the ORZ in the 

chamber: at x = 50 mm, the ORZ is not present 

anymore, figure 5. Due to the contraction of the 

chamber into the exhaust canal rectangular a peak of 

velocity was registered next to the outlet. A similar 

comparison for z = 0.2m is provided in Fig. 5.  Based 

on the profiles of time-averaged axial velocity at  z = 

0.05m, one can see that 3D URANS SST k-w over-

predicts the size and intensity of  the recirculation 

zone compared to 3D URANS RSM (Fig. 4). 

Comparing the time-averaged circumferential velocity 

profiles, one can observe that 3D URANS RSM 

predicts a more confined vortex core with 

substantially higher velocities compared to 3D 

URANS SST k-w. for the comparison of time-

averaged circumferential velocities by 3D URANS 

RSM and 3D URANS SST k-w, similar trends are 

observed, also for  z = 0.2m. The 2D URANS SST k-

w results predict an even larger recirculation zone and 

a broader vortex core compared to 3D URANS SST 

k-w. It is already mentioned above that no 

convergence could be obtained by 2D URANS RSM, 

which can be seen as the manifestation of ability of 

RSM to capture low frequency flow unsteadiness. 

The 2D URANS RSM results displayed in the figures 

predict a qualitatively complete different W velocity 

field, implying a region of forward flow (central jet) 

enveloped by a recirculation zone. The 

circumferential velocity profiles of 2D URANS RSM 

also differ considerably from those of 3D URANS 

RSM.  
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The all cases 2D-URANS, reveals better profiles for 

time averaged circumferential velocity.  

This comparison shows the importance of three-

dimensional effects combined with flow unsteadiness. 

Generally, the time averaged characteristics of the flow 

field were very well captured by al numerical 

simulations.  

Figure 6, gives the temperature contours in a central 

cross section of the combustion chamber for six 

instantaneous time steps t=0.15s, t=0.25s, t=0.35s, 

t=0.55s, t=65s and t=0.95s. The time evolution of the 

flame in size and position can be clearly observed in 

the sequence of 6 images presented in Figure 6. In fact, 

initially at t=0.15s, flames are present in the center of 

the combustion chamber. Then at t=0.55 the flames 

moves upstream and approach each other. At t=0.65s 

they are partially mixed and finally at t=0.95s, they are 

totally mixed to form two relatively big flame.  

The simulation reported by case 3D-URANS SST k-w 

investigated the possible improvements in the 

simulation due to chemical kinetics effects. Since 

using very large reaction models would lead to a too 

high computational effort. The flame of the model 

combustor can be considered as a technically premixed 

flame. Because the fuel admission holes are positioned 

between the inner and outer swirler, so that fuel and air 

can premix to a certain extent before arriving in the 

primary reaction zone. 
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Figure 4 

Time-averaged circumferential velocity profiles for 

different turbulence models along a line                   at 

z = 55mm 
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Figure 5 

Time-Averaged circumferential velocity profiles for 

different turbulence models along a line at z = 0.2m 

 

 

 
 

Figure 6 

Contours plot of time – averaged temperature in [K], 

in meridial plan (Oyz) of the combustion chamber 

with 3D URANS SST k-w 
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CONCLUSION 

Turbulent swirling flow in can-type combustor model 

of a gas turbine combustor is computationally 

investigated. As the basic modeling strategy, a 3D 

unsteady RANS/URANS approach is applied, 

employing a differential Reynolds Stress Turbulence 

Model (RSM/……). A highly unsteady and 2D/3D 

flow structure, the vortex breakdown and a presessing 

vortex core are observed. 

Main findings can be summarized as: 

 For obtaining a sufficiently stationary time-

averaged flow field, the time-averaging time 

should be about 5 times the integral time scale. 

 Differences between 3D URANS RSM and 

3D URANS SST k-W are rather substantial. 

The larger differences are observed for the 

time-averaged circumferential velocity profile, 

as the former predicts a more intense vortex 

core with higher maximum velocities. 

 2D URANS (RSM/SST K-w) results may only 

be used for purely qualitative purposes. 

 2D URANS RSM did not lead to converged 

results. 2D URANS RSM leads to 

substantially different results compared to 3D 

URANS RSM. 
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ABSTRACT  
Nitrogen oxides NOx are pollutants that spread along important distances and affect eco systems. Particular 

attention is paid to these emissions, which are originated by three factors: free radicals concentration, flame 

temperature and residence time.  

This work is a CFD analysis of the NOx production in a diffusion turbulent combustion of methane and air. 

Relation between the dilution of primary air with CO2 and emissions levels is stressed. It is shown that the 

emissions can be reduced by 90% by diluting primary air. 

 

KEYWORDS 
 

Combustion, flame, scalar dissipation rate, flamelet. 
 

NOMENCLATURE 
T temperature, K 

P pressure, Pa 

Y mass fraction 

Z mixture fraction 

K turbulent kinetic energy, m2s-2 

H enthalpy, J kg-1 

h0 enthalpy of formation, J kg-1 

CP specific heat coefficient at pressure 

constant,  Jkg-1 K-1 

Greek letters 

  dissipation rate of turbulent kinetic 

energy, m2 s-3 
  dynamic viscosity 

  global equivalence ratio 

  density, kgm-3 

  scalar dissipation rate, s-1 

Superscripts 

~ Favre-averaged 

– Reynolds-averaged 

“ fluctuations 

 

1. INTRODUCTION  
Accumulation in the atmosphere of certain gases 

by the industrial activities is likely to involve 

important modifications of the climate and to 

compromise the perenniality of the biosphere.  

Most of domestic and industrial energy responsible  

of pollution is produced via combustion processes   

[1], which emits extremely toxic species, such 

as carbon 

monoxide (CO) and nitrogen oxides (NOx). The 

turbulent diffusion flames are widely used in the 

industrial field especially in ovens. Therefore, the 

reduction of the polluting emissions became a 

priority in order to satisfy the world standards. 

Several techniques allow the reduction of the 

polluting emissions in burners. We can cite the 

staged combustion technique [2], the selective non 

catalytic reduction (SNCR) technique and the 

mixture dilution by flaring gases technique [3]. 

Despite the disadvantages of carbon dioxide stated 

by Du et al. [4], these techniques show that the 

addition of CO2 in fuel or the combustive has 

chemical and thermal effects on the reduction of 

thermal NO and the reduction of the soot formation. 

The researches conducted by Liu et al., [5] and Park 

et al., [6] show that the reaction 
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OHCOHCO 2  is responsible of the chemical 

effect in the dilution by CO2, therefore the radicals 

OH and NO are reduced with a significant rate by 

means of dilution beside combustive [5].  

This work constitutes a CFD contribution to the 

quantification of the polluting emissions of a 

turbulent diffusion flame diluted by CO2 with a 

volume range from 0% to 24%, where the upper 

value represents the extinction limit of the flame. 

 

2.GEOMETRICAL CONFIGURATION OF 

THE PROBLEM AND BOUNDARY 

CONDITIONS  

 

 The burner is formed by a central jet of diameter 

D=7.2 mm which injects a mixture of methane-air 

(25% vol. CH4, 75% vol. air) with a Reynolds 

number of 22400. The jet is surrounded by a set of 

small pilot flames spread over a diameter of 18.2 

mm. This burner is plunged in a flow of air.  

The initial speed of the central jet is 49.6 m/s, that of 

the pilot flame is 11.4 m/s and that of the air is 0.9 

m/s [7]. 

 
Figure 1 

 Geometry of the combustion chamber 
 

The kinetic energy of the turbulence [8] of the flow 

of air and its rate of dissipation [9] are expressed by  









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2
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hD

k
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2/3
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3. Combustion model  
In this study, the laminar flammelettes approach is 

used, where the mixture fraction Z is defined by: 
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1
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For such a mixture the fraction takes values ranging 

between 0 and 1 (Z = 1 for fuel and Z = 0 for 

oxidant). In the previous equations, YF represents 

the mass fraction of fuel and YO the mass fraction of 

oxidant. 

The flame is located in the stoichiometric plane  

where: 




1

1
stZZ    (5) 

 

The structure of the laminar flammelette is given 

by the resolution of the conservation equations of 

the chemical species (by adopting a 

reactional mechanism) and that of energy [10].  
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The equations of the flammelette are solved by 

supposing that Lewis number Len = 1 for all the 

species. The two input parameters are the fraction of 

mixture (Z) and the rate of scalar dissipation 

stoechiometric (
st

 ). With this approach, the 

functional dependence of the scalar rate of 

dissipation with the fraction of mixture )(Z is 

parameterized par
st

 . 

This value acts as an external parameter, which is 

imposed on the structure of the flammelette by the 

field of fraction of mixture. A set of discrete values 

of 
st

  is used in which the limits are represented 

by 0
st

  at the equilibrium and 
qst

   at the 

extinctions. Moreover, the effect of the loss of heat 

within the limits of extinction is not taken into 

account. [11]. 

Under the non-adiabatic conditions, the temperature 

field is then obtained from the enthalpy in an 

iterative way (Eq (3) below.) for a range of values of 

average enthalpy H
~

. 
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n
nHnYH

~~~
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and 
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),(,
~

nTrefnh
T

Tref

dTnpcnH                       (9) 

with npC ,  is the species n specific heat at constant 

pressure, which is   function of the temperature. 

 ),( nTrefnh  is the enthalpy of formation of species n 

at the temperature of reference.  

The PDF (Probability Density Function) required by 

the fraction of mixture is of Beta type, it is controlled 

by the transport equation of the fraction of mixture Z 

and its variance.  

The stationary solution is stored in tables containing 

the profiles of temperature and the mass fractions of 

all the chemical species in function of the mixture 

fraction, its variance and its stoichiometric scalar 

dissipation rate. The average density is calculated 

from the law of perfect gases:  

 



n
nMWnY

P

TR
)/

~
(

1


                        (10) 

In this equation P  is the average pressure, R the 

universal constant of gases and Wn the molar mass of 

species n. 

Consequently, the average temperature, mass fraction 

and the density are given by: 
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The coupling of the chemistry and the flow field is 

carried out via the fraction of mixture, its variance, 

the scalar dissipation stoichiometric rate and the 

enthalpy, which are provided starting from 

calculations of field of flow. In fact, in code CFD, the 

equations transports are solved for the fraction of 

mixture and its variance. 

These equations are closed by the assumption of the 

gradient of diffusion (first order closure) for scalar 

turbulent flows: 
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where Sct  is the Schmidt number turbulent (it takes 

a value of 0.85). The Cg constant takes a value of 

2.86.   is the scalar dissipation average rate, its 

modeling is based on the effect of the stretching and 

the fluctuations of the fraction of mixture : 

2~~ Z
k

dC 


                       (16) 

with  Cd = 2.0. 

The transport equation for the averaged enthalpy, 

H
~

, is also solved in code CFD: 

    hS
ix

H

tr
P

t

ix
Hiu

ix
H

t
































~

~~~ 
       (17) 

with rtP  the number of turbulent Prandtl (it takes a 

value of 0.85), Sh is  the source term due to the 

radiation. 

 

4. CHEMICAL MODEL 
 

The choice of the chemical kinetics is based on the 

tests of Davidenko  in which the performances of 

the chemical mechanisms mentioned in table 1 were 

compared in various configurations of shock tube 

and the well-stirred reactor. The results showed that 

the chemical mechanisms tested lead to similar 

results. On the other hand, Pitsch et al. [14] showed 

that the GRImech mechanisms are also able to 

predict the mass fractions of CO and CO2. Taking 

account of these results and in order to reduce the 

amount of calculations without weakening the 

exactitude of the predictions, the chemical 

mechanism GRImech 3 is adopted. 

 

5. RADIATION MODEL 

 
The radiation is taken into account in the energy 

equation (15) by the approach of the optically thin 

body. The absorption coefficients of H2O, CO2 and 

CO are taken starting from an adjustment for 

calculations of narrow band by using RADCAL 

[16], as reported in [15]. 

6. FLAMELET BASED NOX MODEL 
 

In this work, the modeling of NOx is carried out in 

the phase of post-processing. A single transport 

equation for the average mass fraction of NO with a 

source term is solved after obtaining convergent 

solution of the flow and the mixture of field through 

calculations of turbulent flow. 



 

292   HADEF  et. al 

17-18 May 2016, La Rochelle, France 

    NO
j

NO

NO

t

j
NOi

j
NO

x

Y

x
Yu

x
Y

t







~
~

~~~

































  (18)        

where the number of turbulent Prandtl NO  is 

regarded as being 0.7. 

During calculations of flammelette, for a given value 

of the dissipation scalar rate, the total production rate 

of NO is calculated and compiled with the other 

reactive scalars according to the fraction of mixture. 

The sources terms laminar are then integrated 

into the supposed PDF  for obtaining the average 

of the source term NO . 

7. GAS-PHASE GOVERNING EQUATIONS 

AND NUMERICAL METHOD  

 
The fields of flow and mixture are studied in 2D in 

an axisymmetric geometry. The effects of turbulence 

are modeled by the model with two transport 

equations ( k ). On the basis of the report that the 

standard model ( k ) over-estimates the rate of 

round widening out of the jets. This over-estimation 

can come from the growth of the size of the swirls 

and the acceleration of their destruction related to the 

axisymmetric effects. Priest [17] takes into account 

this effect by proposing an additional term of 

production of dissipation to the transport equation of 

 , proportional to the swirling stretching. A transport 

equation for the average enthalpy is solved with the 

radiation source term. Instead of solving the transport 

equations of several species, the equations of the 

fraction of mixture and its variance are solved. Then 

the species are obtained from a table calculated as a 

preliminary by the model of the flameletes. The 

solution of the transport equations is made using the 

Current FLUNT 6 CFD code [18]. 

The equations that describe the reactive turbulent 

flow are of convective diffusion type with a source 

term. These equations are converted into algebraic 

equations by discretization with UpWind diagram 

[19], the simple algorithm is used for speed-pressure 

coupling, and finally the solution of the algebraic 

system of equations is obtained by using the Thomas 

algorithm. 

 

8. RESULTS  AND DISCUSSION 
 

8.1. Validation of the procedure of calculation: 

Figure 2 shows the profiles of the fraction of mixture 

and the temperature along the central line. The axial 

decrease of the fraction of mixture is well reproduced 

and the measured temperatures are estimated with a 

reasonable precision. However, the fraction of 

mixture and the temperature are slightly 

underestimated between x= 100 mm and x = 350 

mm which can be related to uncertainties in the 

profile speed of entry [20].  

These results show that calculation by the approach 

of the flamelete and the model k correctly 

predicts the form of the flame, its height and the 

distribution of the temperature. 

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
x [m]

0.00

0.25

0.50

0.75

1.00

M
ix

tu
re

 F
ra

c
ti
o
n
 Z

0

500

1000

1500

2000

M
e
a

n
 T

e
m

p
e

ra
tu

re
 K

 

Exp. Z

Exp. T

k-epsilon

 
Figure 2 

Centerline mixture fraction and temperature in 

flame 
 

8.2 Study of the effect of dilution by CO2 on 

the thermal field : 
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Figure  3 

Effect of dilution over the length of the flame 
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Figure  4 

Profile of the temperature on the axis of symmetry.   
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Figure 3 shows that the position of temperature axial 

peak xTmax, used for the determination length of flame 

Lf (Lf=xTmax), keeps the same axial position with the 

increase in dilution . Contrary to the length of the 

flame, the maximum of temperature decreases 

according to CO2 added about 24%.  

Figure 4 represents the axial profiles of temperature 

for the various percentages of dilution by the CO2 

species. It is noted that the axial evolution 

of temperature keeps the same track for the five 

cases.  

Dilution does not affect the axial profiles in the 

zone close to the outlet of the central methane tube, 

contrary, its effect appears especially starting from     

x > 0.2m.. 
 

8.3 Study of the effect of dilution by CO2 on 

the field of the species 
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Figure 5 

Profile of the mass fraction of H on the axis of 

symmetry  
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Figure  6 

Profile of the mass fraction of O on the axis 

 of symmetry 

 

We notices that the most important variations are 

around the point x = 272 mm, i.e. to the maximum of 

the variables. It is the zone of the face of flame 

(T=Tmax). The none existent species in the mixture 

such as H, O, CO and the HCN will appear 

gradually and increase to reach maximum values in 

the zone of reaction as the profiles show (figures 

5,6,7 and 8). the behavior of their mass fractions is 

similar. The effect of dilution by CO2 is very 

significant for the various species, it generates an 

important reduction. For the species H (Fig. 5) the 

reduction is about 73%, for the species O (Fig.6) it 

is about 60%, and for the specie  CO is 

reduced almost with the same rate   Fig. 7. 
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Figure  7 

 Profile of the mass fraction of CO on the axis  

of symmetry 

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
x [m]

0E+0

1E-5

2E-5

3E-5

4E-5

5E-5

M
a

s
s
 F

ra
c
ti
o

n
 o

f 
H

C
N

 
Figure  8 

  Profile of the mass fraction of HCN on the axis  

of symmetry    
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Figure  9 

Profile of the mass fraction of NO on the axis  

of symmetry.    
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In the rich face of the flames, the carbonaceous 

radicals (CX) can easily break the nitrogen molecule 

following the reaction HCNNHCN  
2  with 

activation energy of 50 Kcal/mole. Due to that, the 

species HCN (Fig.8) is formed in a very narrow zone 

on the axis of the flame with a considerable growth, 

then it is dissociated quickly with the temperature 

diminution.  

The nitric oxide will appear and increase gradually 

starting from the point X =150 mm to reach 

maximum values in the zone of reaction as show it 

Fig 9, downstream from the flame front, the 

concentration of this species decreases to reach its 

normal value at the outlet.  
 

CONCLUSIONS 
   

The rate of formation of NO can be reduced 

approximately 93% by using a dilution by CO2 of the 

primary education air that an injection vitiated (swirl) 

or sheared primary education air which feed the 

burner. 

 In spite of dilution impacts on the reduction of the 

maximum temperature of the flame which is about 

25% its length remains constant.  

The dilution in the air stream with CO2 leads to a 

greater reduction of the concentrations of the 

important radical species, such as O, H, CO and the 

HCN which generates the reduction of NO directly. 
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ABSTRACT  
The study of the coke combustion kinetics has been achieved by using isothermal thermogravimetry 

(TGA/TDA) under an oxidizing atmosphere. The goal is the determination of kinetic parameters required for 

modeling of coke combustion process during the calcination process of natural phosphate. 

In order to analyze the effects of heating rate and temperature on the change in the rate of coke combustion 

reaction, various experiments were carried out at temperatures ranging from 650 to 1050°C and various heating 

rates in the area 1-50 °C/min. 

The experimental results show that: 

The organic matter of the coke combustion reaction starts only after a latency period, which varies depending 

on the temperature and the speed of heating. The duration of the combustion also depends on the evolution of 

these two parameters. 

The percentage of organic matter burned coke, in thermal equilibrium, is always of the order 98%. 

If the temperature corresponding to the maximum rate of coke combustion is increased, the kinetics of this 

reaction becomes slower when increasing the heating rate. 

The application of the Friedman’s method the thermogravimetric curves allows deducing the values of the 

apparent activation energy and the pre-exponential factor. 

Keywords: Phosphate ore, Coke, Kinetic, Calcination, Combustion, Energy. 

INTRODUCTION  
Coke has become as a result of significant progress in 

the distillation of oil, a material for multiple uses and 

a very important energy source, particularly in the 

phosphate treatment processes at the phosphate 

calcination that is based on the dissociation thermally 

carbonates, in a temperature range between 700 and 

1000°C, the progress of this reaction requires an 

amount of energy supplied by the exothermic 

reaction of coke combustion. 

A study of representative samples of coke 

combustion kinetics is conducted using a 

thermogravimetric apparatus ATG / ATD in 

conditions close to those existing in industrial 

furnaces (variable heating rate and variable 

temperature) in order to optimize the energy 

consumption at the level of the calcination and 

obtaining a calcined phosphate better. 

The kinetics of the combustion of coke was the 

subject of several research published in the 

scientific literature. 

This work is devoted to the analysis of experimental 

results obtained by TGA/DTA, from heterogeneous 

kinetic methods to acquire data, such as the rate 

constant, activation energy and pre-exponential 

factor ...) to understand the reaction mechanism 

involved in the combustion. 

 

ANALYSIS AND MODELLING 
 

Characterization of coke 

Coke used in this study was provided by the Centre 

for Studies and Research on the Chérifien 

Phosphates Office Group. 

The results of his immediate analysis, elemental and 

physical characteristics are given in Tables 1, 2 and 

3. 
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Immediate analysis allows evaluation of the moisture 

content, volatiles, fixed carbon and ash. Moisture 

was determined by measuring the weight loss of a 

sample dried in an oven for one hour at 105°C. The 

ash content was evaluated from the residue of the 

combustion of a coke sample at a temperature of 

800°C. The volatile matter was determined by the 

weight loss of a sample maintained at a temperature 

of 900°C under nitrogen. Fixed carbon is obtained by 

difference. 

Table 1 Results of the studied coke immediate 

analysis 

Compound % by mass 

Humidity 0.79 

Volatile matter 12.9% 

Ash 2 

Fixed carbon 83.31 

 

Table 2 Results of the studied coke elemental 

analysis  

Element % by mass 

C 85.13 

H 3.62 

N 1.62 

S 7 

Elemental analysis was performed using the CHNS-CERPHOS unit 

Table 3 Values of density, specific surface area and 

studied coke porosity 

Density (kg m-3) 1.41 

Specific surface area (m²g-1) 0.36 

Porosity (%) 99.5 

 

The density of the coke studied was determined using 

autopycnomètre 1320. The pore surface area was 

measured using a mercury prosimètre. 

Experimental technique 

The experimental study of the coke combustion 

kinetics was carried out using the thermogravimetric 

apparatus Rheometrix Scientific STA 1500. try has 

been made on the initial mass 18 mg, at different 

temperatures 650, 750, 850, 950 and 1050°C at 

various heating rates, 1, 5, 10,50°C / min and an air 

flow rate 100ml/min. 

RESULTS AND DISCUSSION 

Thermogravimetric analysis 

Coke combustion was carried out at a temperature 

1000°C with a heating rate of 5°C /min under an air 

flow 100ml/min and an initial mass of 18mg. 

The result of the thermogravimetric analysis and 

differential is shown in Figure 1. Including the 

curves represent the total loss of mass and heat flow 

during the combustion of coke as a function of 

temperature. 

The analysis of these curves shows that the 

combustion of coke: 

• Through a single step in the temperature range 

390-630°C. 

• The curve of the differential thermal analysis 

shows a single exothermic peak between 277-650°C 

corresponds to the combustion of organic matter in 

the coke; 

• The percentage of lost mass is around 98%. 

During this, after several tests at different heating 

rates, it should be noted that when increasing the 

rate of heating, the maximum temperature which is 

the combustion speed of the coke increases (Table 

4).  

Table 4 Temperature maximum combustion of coke 

(Tmax) 

  

 

 

 

 

 

 

 

 

 

 

Fig. 1. Analysis Thermogravimetry and differential 

of the coke under air (5°C/min) 

According to several experimental try carried out, it 

was noted that the reaction of the coke combustion 

takes place in the temperature range 250-600 ° C. 

Sample 1 ° C/min 5 ° C/min 50 ° C/min 

Coke 460 ° C 510 ° C 600 ° C 
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This leads us to consider the following results in this 

range. 

Temperature effect on the evolution of the 

combustion reaction degree progress 

Isotherms progress curves α = f (t) T, express the 

variation of the degree progress α as a function of 

time are shown in Figure 2. 

The analysis of these curves shows that: 

i / - whatever the temperature, the curves tend 

towards the same combustion stage. 

ii / - the percentage of the organic material, in 

combustion equilibrium is still of the order 98%.  

iii / -the organic matter combustion reaction of the 

coke begins only after a latency period, which varies 

depending on temperature. 

4i / - the duration of the reaction also depends on the 

evolution of the temperature. 

5i / - from the first 30 minutes, each curve can be 

described by a parabolic shape. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Evolution of the rate of the combustion 

progress time for different temperatures with a 10 ° 

C/min heating speed 

Effect of the heating rate on the degree progress 

of the combustion reaction 

The results reflect the evolution over time of the 

promotion rate α = f (t) β for different heating rates:  

β = 1°C/min; β = 5°C/min; β = 10°C/min; β = 

50°C/min. the maximum combustion temperature is 

Tmax = 1,050°C. Figure 3. 

The analysis of the results shows that: 

i / - always tend to bend the same a combustion 

bearing whatever the heating rate. The percentage of 

burnt organic matter is still on the order of 98%. 

ii / - these curves can be described by two different 

speeds depending on the heating rate. 

For the low heating rate; they have the sigmoid shape 

and their inflection points are at lower feed rates. 

This form changes to become quasi-sigmoid at high 

heating rates. 

iii / - over the heating rate, the higher the 

combustion kinetics becomes slower. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Evolution of the coefficient of progress over 

time for different speeds of heating (β=1°C/min, β = 

5°C/mi, β = 10°C/mi and β = 50°C/mi) at Tmax = 

1000°C 

To seek the dominant kinetic regime in the case of 

non-isothermal combustion of coke, several 

experiments were made at different temperatures. 

The progress curves α = f (t) β were traced 
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according to the maximum temperature for different 

temperatures as shown by curves α = f (T) β shown 

by Figures 4, 5, 6, 7 and 8. 

We found that most of the heating rate, the higher the 

combustion kinetics becomes increasingly slow for 

different try. 

This is explained by the fact that the volatiles once 

quickly released from the solid mass of coke, provide 

protection around the particle, this protection is 

consumed slowly with oxygen until now too thin, the 

particle oxygen attacks. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. Evolution of the coefficient of progress 

according to the temperature for different speeds of 

heating (β = 1°C/min, β = 10°C/mi and β = 50°C/mi) 

at Tmax = 650°C 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Change in the coefficient of progress 

according to the temperature for different speeds of 

heating (β = 5°C/min, β = 10°C/mi and β = 50°C/mi) 

at Tmax = 750°C 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6. Evolution of the coefficient of progress 

according to the temperature for two-speed heating 

(β = 5°C/min and β = 50°C/mi) at Tmax = 850°C 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7. Evolution of the coefficient of progress 

according to the temperature for different speeds of 

heating (β = 5°C/min, β = 10°C/mi and β = 

50°C/mi) at Tmax = 950°C 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8. The coefficient of progress based on the 

temperature for different speeds of heating 
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The overall kinetics of the coke combustion 
At a heating rate of 5°C / min, the coke combustion 

begins at temperature 292°C with a minimum speed 

of combustion 0.106 mg / min to reach thereafter to a 

maximum value of 5.540 mg / min at the temperature 

410°C. Figure 10 

The speed of this reaction can be controlled by one or 

a combination of processes: 

• Chemical process between the solid reactant 

(carbon) and the reactive gas (oxygen), which occur 

at low temperatures (350-500°C) [1-6]. 

• Transfer Process (Dissemination of material and 

heat) through the gas layer surrounding the coke 

particles and pores of the solid, which take place at 

high temperatures (600-1400°C) [1, 3, 6, 7]. 

 

 

 

 

 

Fig. 9. Derivative of thermogravimetric analysis of 

coke combustion for a maximum temperature 1000°C 

and 5°C/min heating speed 
 

 

CONCLUSIONS 
The organic matter of the coke combustion reaction 

starts only after a latency period, which varies 

depending on the temperature and the speed of 

heating. The length of the combustion also depends 

on the evolution of these two parameters; 

• The percentage of organic material burnt coke is 

always about 98%; 

• When increasing the heating rate, the maximum 

temperature corresponding to the maximum speed of 

burning coke increases; 

• The higher the speed, the higher heating kinetics 

becomes slower this is explained by the fact that the 

combustion of volatiles vapor goes first before 

oxygen finds time to attack the grain coke. 

• At a heating rate of 5°C/min, the activation energy 

and pre-exponential factor found from the 

Friedman’s method, respectively, are of the order of 

31.78 kJ / mol and ln (K) = 7.37 in the temperature 

range 242-613°C. these values are significantly 

different from that of the literature. This difference 

is due to the nature of the raw material (coke) used 

in the experimental study and the mathematical 

model of the kinetic adopted for the treatment of 

experimental results. 
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ABSTRACT 
 

The building industry is called to a generalised use of eco friendly materials for a climate change limitation. In 

this context, the EU project ‘Rehafutur’ aims to promote the use of bio-based materials in building. Thus, a 

traditional north France house was renovated using 8 bio-based materials and was instrumented. The 

instrumentation allows different parameters monitoring during several months and seasons. In this article, we 

present an over view of the project and the first recorded data. Then, we focus on the south-east wall data to 

apply an inverse heat transfer method. The method was developed and applied in our laboratory, it allows 

thermophysical properties estimation. 

 

NOMENCLATURE 
 

C Volumetric heat capacity J K-1 m-3 

T Temperature  °C 

t Time s 

x Space (Thickness) m 

 Thermal Conductivity W K-1 m-1 

 Thermal Diffusivity m2 s-1 

p Parameters array  

F Objective function  

 

INTRODUCTION 
 

Recently COP21 and Paris agreement were achieved. 

Building is one of the major axes of reduction in 

energy consumption and greenhouse gas emissions. 

In this context, Rehafutur 1 is one of the multiple 

demonstration sites of the EU project called Cap’Em. 

The project was achieved thanks to partners (Cd2e -

sustainable activities organisation- , Maisons et Cités 

-social housing landlord-, Ekwation -Cluster- and 

others). All participants aim to promote the use of 

bio-based materials in building through this project. It 

is also considered as a reference in hygrothermal 

buildings’ studies in the actual conditions of 

renovation: north France old mining houses, more 

than 100 000 units. Rehafutur 1 concerns the 

rehabilitation of a 20’s built mining engineer house 

using at least 8 bio-based materials. It is now 

considered as a close to passive establishment open 

to public [1] (Figure 1).  

 

 
Figure 1 

Rehafutur - North France mining house: before and 

after renovation. 

 

The original constructions’ walls were non-insulated 

traditional north France bricks based. Now, roof and 

walls thermal performances are enhanced thanks to 

an interior insulation by using: hemp concrete bloc 

(HCB), cellulose wadding, sheep, linen and wood 

wools. The actual work aims to share an in situ 
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experience. The first months’ data and the first 

conclusions made on its light are exposed. 

 

INSTRUMENTATION 
 

To analyse the building behaviour a complete 

instrumentation was performed. The building was 

instrumented during renovation using more than 50 

sensors. Thus, 70 parameters are monitored to study 

the building behaviour for a middle term: 2 years.  

The building is equipped with an Air Handling Unit 

(AHU) for an optimum inside air quality and energy 

exchange between the in and out air. 6 sensors were 

placed in the basement nearby the AHU for 

temperatures, relative humility (RH%) and air 

velocity monitoring at different locations of the unit 

(Figure 2). A compact Local Telemetry Unit is used to 

record the building consumptions. Thus, power 

consumption at different locations is monitored.  

 

  
Figure 2 

Air Handling Unit -Glod RX- details 

 

In the same time, the four buildings’ facades were 

similarly instrumented. Each wall was equipped with 

heat flux meters and thermocouples placed at the 

inside, outside and at the insulation/brick interface. 

Hygrothermal sensors were also placed at the 

interfaces (Figures 3 and 4). 

The inside building temperatures and RH% in 

addition to CO2 amounts are all monitored at different 

locations. The outside temperatures and RH% are 

also recorded (Figure 5). 

 

 
Figure 3 

First floor sensors and modules positions 

 

 
Figure 4 

Walls instrumentation details. 

 

An instrumentation network was imagined to gather 

the whole data in one accessible monitor. Thus, a 

programmable display monitor is used to 

communicate with the measurement network, record 

different physical variables and display live results 

(Figure 6). 
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Figure 5 

CO2, Temperature and Relative Humidity sensors 

locations in the house. 

 

 
Figure 6 

Instrumentation network details. 

 

In addition, 7 thermocouples were placed at different 

locations through HCB thickness (Figures 4 and 7). 

Thus, an In situ LGCgE developed method 

application is being possible. 

 

ANALYSIS AND MODELLING 
 

The developed method is based on an inverse heat 

transfer analysis using experimental tests and a 

numerical model [2]. In fact, the recorded in situ 

temperatures thanks to the 7 thermocouples (T meas i, 

i=1,...,7) are compared in an optimisation algorithm 

with the model simulated temperatures to predict the 

HCB behaviour. At this stage, the method is applied 

to estimate the thermophysical properties (ThPs) of 

the hemp concrete. Next, prior laboratory tests will 

allow defining the correlation between materials’ 

ThPs and their moisture content. Using future 

several months’ available data will allow us 

estimating the HCB hydric state. Thus, its hydric 

and thermal properties will be estimated during the 2 

years data exploitation.  

Numerical basis of the inverse heat transfer developed 

method is exposed hereafter.  

First, a direct heat transfer model is implemented on 

Matlab to solve the heat equation (equation 1). The 

direct model inputs are: initial (Tini(x)) and boundary 

conditions (T1(t) and T7(t)) and the user initial ThPs 

(0 : thermal conductivity and C0 : volumetric heat 

capacity). The initial HCB temperature is determined 

thanks to the first recorded temperatures through the 

material’s thickness (Figure 7). HCB boundary 

recorded temperatures allow determining the 

boundary conditions. A heat flow meter setup (please 

refer to EN 12667, EN 13939 and previous work [3]) 

allow us to determine the materials’ ThPs in 

laboratory. The model outputs are: simulated 

temperatures (Tsim) through the HCB thickness (1D). 

For more information about the experimental setup or 

the model validation and sensitivity study, please refer 

to our previous work [4]. 

 

 
Figure 7 

HCB instrumentation details: 7 equidistant 

thermocouples and 6 supposed layers 

 

The model simulated temperatures are compared to 

recorded temperatures in an iterative optimisation 

algorithm implemented on Matlab. Thus, an 

objective function (equations 2 and 3) is minimised 

and new thermal properties are estimated over the 6 

supposed layers (Figure 7). When at least one stop 

criterion is satisfied, the iterations stop and optimum 

𝐶
𝜕𝑇

𝜕𝑡
=  𝜆 

𝜕2𝑇

𝜕𝑥2
    𝑜𝑟 ∶

𝜕𝑇

𝜕𝑡
 =  𝛼 

𝜕2𝑇

𝜕𝑥2
   

(1) 
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ThPs are reached (Figure 8). Next, the inverse heat 

analysis results and first recorded data are exposed. 

 

𝒇𝒋(𝒑) =
𝑻𝒎𝒆𝒂𝒔 𝒋 − 𝑻𝒔𝒊𝒎 𝒋(𝒑)

max(𝑻𝒎𝒆𝒂𝒔 𝒋) − min(𝑻𝒎𝒆𝒂𝒔 𝒋)
 (2) 

𝑭(𝒑) = ∑ (𝒇𝒋(𝒑))
2

𝑗

 (3) 

 

 
Figure 8 

Inverse analysis diagram: ThPs estimation 

 

RESULTS AND DISCUSSION 
 

In this section, the building envelope recorded 

parameters are exposed. Then, the inverse developed 

method results are exposed and discussed. The rest of 

recorded parameters are still being analysed. 

The results of the most instrumented side (S-E wall) are 

presented.  

Heat flux (locations: outside, interface and inside: 

Figure 4) evolution during the first months is presented 

on Figure 9. The heat flux sign convention is: positive 

for heat gain (ex: incident radiation) and negative for 

heat loss. The temperatures at the same locations, 

during the same period, are presented on Figure 10. 

During the summer afternoons the S-E wall is exposed 

to solar radiation and heat flux reach high values up to 

566W/m2. High temperatures up to 43°C are recorded. 

The attenuation of the most part of incident radiation 

takes place through the 34cm bricks thickness where 

the estimated thermal lag reach values up to 12 hours. 

Thus, bricks large thickness plays an important role in 

building indoor comfort during hot periods. This 

comfort is being analysed thanks to the hygrothermal 

sensors and recorded ambient temperature and RH%. 

The recorded data (Figure 9) will allow in a future 

analysis to estimate the S-E wall heat loss per year. 

 

 

 
Figure 9 

S-E wall: recorded heat flux at the three locations: 

Outside, interface and inside 
 

Hygrothermal probe placed at the interface (Figure 4) 

provides important information about the 

condensation risk at this location. Thanks to the 

recorded temperature and RH% the dew point 

evolution is estimated and also the condensation’s risk 

(Figure 11). The chosen period present a supposed 

high risk, when passing from hot to cold periods. As 

shown on Figure 11, until now, no real condensation 

risk has been recorded. The future analysis of cold 

period data will allow us to define if the condensation 

occurs at the interface and the most risky points. 
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The recorded data through the HCB thickness thanks to 

the 7 thermocouples is shown on Figure 12. This 

corresponds to the measured temperatures “T meas” on 

the diagram (Figure 8). Result of the inverse method is 

shown on Figure 13. One can see the curve fitting 

between simulated and measured temperatures at the 

Tc6 position (Figure 7) during the first week recorded 

data (Sep 15th to Sep 22nd).  
 

 

 
Figure 10 

S-E wall: recorded temperatures at the three locations 

 

 
Figure 11 

Temperature and RH% at the interface: Estimated Dew 

Point Temperature and condensation risk 

 

 

 
Figure 12 

Recorded temperatures through the HCB thickness 

  

First week receded data is used to estimate the ThPs of 

the instrumented HBC. The estimation is repeated for 

all the analysed data: from Sep 15th to Nov 4th. The 

rest of data is being analysed. Estimated ThPs 

evolution is presented on Figures 14, 15 and 16. One 

can see the variation of thermal conductivity, 

volumetric heat capacity and deduced thermal 

diffusivity. The thermal diffusivity through the HCB is 

not constant; it is time and space dependent. Its 

minimum values are estimated for the layer 6: location 

of the highest temperatures. The maximum thermal 

diffusivity values are estimated for the layer 1 location 

of low temperatures and thus high relative humidity. 

20.41% is the mean relative deviation between the 

minimum and the maximum thermal diffusivity 

values. This is due to the high water and water vapour 

diffusivities compared to the HCB dry bulk.  

In a future analysis, the hydric material state will be 

estimated, and thus, its moisture content evolution. 
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Figure 13 

Inverse analysis results: curve fitting in Tc6 position 

 

 
Figure 14 

Estimated thermal conductivity 

 

 
Figure 15 

Estimated Volumetric heat capacity 

 

 
Figure 16 

Estimated Thermal diffusivity 

 

CONCLUSIONS 
 

The EU project (Rehafutur) is presented in this paper. 

A North France traditional mining engineer house was 

renovated and instrumented. The instrumentation and 

the first months’ recorded data are presented. A 

laboratory developed inverse method is described and 

its results presented. The applied method allows 

monitoring the thermophysical properties of an 

instrumented Hemp Concrete Bloc “HCB” during 

several weeks. Next analysis will allow estimating the 

moisture content of studied HCB.   
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ABSTRACT 
Impinging jets are widely used in ventilation systems in order to improve indoor air quality and energy 

consumption. Thus the flow dynamics involved in these configurations is very important and should be 

understood and controlled. In the present study, a plane jet issuing from a rectangular nozzle and impinging on 

a slotted plate was investigated experimentally by means of 3D-stereoscopic PIV. The velocity field was 

experimented for thirty parallel planes. The whole field was obtained by interpolation between planes and a 3D 

reconstruction of the flow was obtained by using the phase averaging technique applied to each of the 

instantaneous fields. Self-sustained tones generated in this configuration were measured simultaneously with 

the PIV fields by the use of a microphone. The obtained acoustical signal was used as reference in the phase 

averaging technique. 

 

NOMENCLATURE 
H height of the jet (mm) 

L nozzle to plate distance (mm) 

Lz width of the jet (mm) 

u Transversal velocity (m/s) 

v Longitudinal velocity (m/s) 

w Transversal normal velocity (m/s) 

Re Reynolds number 

υ kinematic viscosity of air (m2/s) 

T0 Average period of acoustic signal (s) 
 

INTRODUCTION  
In several configurations, the fluid dynamics can be a 

source of noise as well as airflow discomfort. The 

acoustic noise is due to the self-sustaining tones 

which are a result of the energy transfer between the 

aero-dynamic and the acoustic fields.  In fact, lots of 

studies were done in the domain of a flow past a 

circular cylinder. For such a configuration turbulence 

properties, vortex dynamics and the wall shear stress 

were studied  in 2D as well as in 3D such as in [1], 

[2] and [3] by means of PIV, stereoscopic PIV known 

as 3C-PIV or SPIV and  time resolved PIV known as 

TRPIV. Whereas, for a plane jet impinging a slotted 

plate the essential studies were done in 2D.  Assoum 

[4] have studied the vortex dynamics and the self-

sustained tones as well as the aero-acoustic coupling 

in a plane jet impinging a slotted plate [5]. In 

addition, these studies have shed light on the 

different regimes of the flow according to the initial 

conditions. On the other hand, the main structures 

for this type of flow are the kelvin-Helmholtz 

vortices which result from the convective instability 

in the shear layer. Thus, at a high Reynolds number, 

the flow presents a dual character of organized and 

random fluctuations. For this reason, the phase 

averaging technique was implemented for this class 

of flow in order to decompose it into its coherent 

and turbulent parts. Our study is based on the 3D 

analysis of the vortex dynamics for a plane jet 

impinging a slotted plate, for this reason the use of 

3C-PIV technique which provides the transversal 

normal velocity was necessary. The principle of the 

3C-PIV technique as well as the different 

stereoscopic configurations are described and 

detailed in [6].  In the present paper, a plane jet was 

investigated by means of 3C-PIV for a Re=4458 

which correspond to a noisy configuration. In order 

to study the noisy 3D configurations and analyse 

correlations between sound production and 

deformation of vortex structures that impinge the 

slotted plate, we performed a volume reconstruction 
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of the time resolved SPIV planes.  Thirty parallel 

planes were investigated by means of stereoscopic 

PIV, and the phase averaging technique was applied 

to each of the 3C-PIV plane fields. Afterwards, an 

interpolation between the plane fields has led to a 

reconstructed volume. We will start first by a 

representation of the experimental set-up, then in the 

following section we will describe the phase 

averaging technique and will present the obtained 

results. 

 

EXPERIMENTAL SET-UP 

Figure 1: Jet flow facility 

 

Jet flow facility 

 
The experimental setup of our study as displayed in 

Figure 1 , is designed to allow measurements of 3D 

velocity field using SPIV.  The air flow is generated 

by a compressor which is commanded by a controller. 

This controller is in charge of the flow velocity, it 

was fixed on the fifth position corresponding to an 

initial velocity of 7 m/s. The air flow crosses a 

settling chamber and a rectangular tube extended by a 

rectangular convergent creating by that a free jet such 

that H=10 mm and Lz = 190 mm. The formed jet hurts 

a slotted plate having the same dimensions as the 

convergent outlet and perfectly aligned with that. The 

nozzle to plate distance is 40 mm. The Reynolds 

number is equal to 4458 at a temperature of 23 °C, 

Assoum [7] has showed that for a confinement of 

L/H=4 this Reynolds number corresponds to a noisy 

configuration as shown in the figure below.  

 

 
Figure 2: Acoustic pressure in function of Reynolds 

number for L/H=4 
 

Stereoscopic 3C- PIV 
Three components PIV acquisitions were carried out 

using as shown in Figure 4: (1) two cameras 

Phantom V711 of 1 MPixel resolution and 7530 Hz 

frequency mounted normally to the laser plane sheet, 

and a laser generated by a ND: YLF Litron laser of 

30 mJ energy per pulse and 527 nm wavelength. The 

laser beam is focused into an optical fibre (2) which 

generates a plane sheet as shown in Figure 3.  

 

 

 In addition, the two camera axes are rotated such 

that the two axes intersect the object plane at the 

system axis. Furthermore, the object, the lens and 

the image planes should be collinear so that they 

satisfy the Scheimpflug condition which ensures that 

all particles should be in good focus in the image 

plane. The air jet flow illuminated by the laser sheet 

Figure 3: Laser plane sheet 
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is seeded with small olive oil droplets, of 2 𝜇𝑚 in 

diameter, provided by a liquid seeding generator. The 

acquisition frequency of the PIV system is 5000 Hz 

that is a total of 2500 pair of images were acquired. 

Simultaneously, the sound pressure is investigated by 

the use of a microphone (4) placed behind the slotted 

plate far from the fluctuations of the flow. The 

sampling frequency of the B&K Free-Field ½” Type 

4189 microphone is equal to 5000 Hz. The 

synchronization between the laser and both cameras 

is done by a LaVision high-speed controller, and the 

synchronization with the acoustic signal is performed 

by a data acquisition card: National Instruments. The 

data acquisition and its post processing are performed 

with Davis 8.3.0 software. From the other hand, the 

optical fibre generator of plane laser sheet as well as 

both cameras are fixed on a displacement system (3). 

This displacement system was necessary to obtain 

more than one plane, that is, to satisfy the strategy of 

our study based on the reconstruction of thirty 

parallel planes.  

 

  
Figure 4: Experimental set-up 

 

In fact, thirty parallel planes are investigated by 

means of 3C-PIV. Each of these planes is obtained by 

a position of the laser plane sheet where initially the 

displacement system is fixed at a position P0 

corresponding to the middle plane of the plate.  

Afterwards, this system is moved forward by 2 mm 

for the first sixteen planes and by 5 mm for the rest 

reaching by that the plane P98 corresponding to an 

outside position of the nozzle and distant of 98 mm 

from the middle plane.  

 

DATA ANALYSIS  

 

SPIV Plane: P0 
Our study is based on the analysis of the vortex 

dynamics in the reconstructed field. In order to have 

a profound understanding of the mechanisms, we 

will show first the results obtained in one of the 

parallel planes. A good example was the middle 

plane P0. The images were processed by a multi-grid 

algorithm correlation and the final grid is composed 

of 3 × 32 × 32 pixel size interrogation window with 

75% overlap. This PIV vector calculation was 

necessary due to the fact that the phase averaging 

technique is based on the instantaneous acquisitions 

of vector fields. Figure 5 represents an instantaneous 

vector field which is chosen for a representative 

instant of the formation of vortices.   

 

 
Figure 5: PIV vector field and vorticity in colors 

Plane P0 
 

As mentioned earlier, our main purpose is to study 

the evolution of the transversal velocity w, normal to 

the parallel planes in order to understand the 

dynamics of vortices in the studied volume.  As for 

the moment, the available technique is the TR-SPIV, 

so we started by an investigation of parallel planes 

and then chose to perform a volume reconstruction 

of the flow. The 3D field was obtained by an 

interpolation between the parallel planes while the 

reconstruction of the flow was obtained by using the 

phase averaging technique applied to each of the 

instantaneous fields. We will start by a brief 

explanation of the phase averaging technique, 

afterwards the application and the results of this 

processing will be presented.  
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Phase averaging 
The phase averaging is a technique of conditional 

sampling of PIV data acquisitions. It is based on a 

synchronised acquisition between the laser 

measurements and a trigger signal which is periodic 

and characteristic of the vortex shedding. Thus the 

phase average measurements are obtained by a post-

processing of the data acquisition.  

 

Concept:  
As a consequence of the regular large-scale vortex 

shedding process, the wake flow contains dominant 

quasi-periodic component. This characteristic of the 

periodic component of the flow can be represented by 

the triple decomposition of Reynolds and Hussain 

[8]. Actually, for Reynolds and Hussain [8] any 

instantaneous flow property can be decomposed into 

a mean component, a periodic fluctuation and a 

chaotic one as follows: 

𝑈𝑖 =  𝑈̅ +  𝑈̃𝑖 +  𝑢′
𝑖, 

 

where 𝑈̅ is the mean velocity, 𝑈̃𝑖  is the quasi-periodic 

fluctuation and 𝑢′
𝑖 is the random fluctuation. In 

addition, 𝑈̃𝑖 =  𝑈̃(𝑥, 𝜑 + 2𝜋𝑛) where n is an arbitrary 

integer and 𝜑 the phase angle of the periodic 

component of the trigger signal. As in our study, the 

kelvin Helmholtz instability is of the global type that 

is the velocity has a strong quasi-periodic component 

at every point in the flow. This periodic property 

allows the application of the phase averaging 

technique in order to represent the coherent flow 

motion described by the vortex formation and the 

shedding process. This quantity is therefore 

composed of the mean and periodic component. In 

other terms, as defined in [9] the phase average is the 

average, for every point of the space,  of a quantity U 

realised for a given value 𝜑 of the trigger signal. 

Consequently, knowing 𝜑 the phase average can be 

represented as a conditional average, as follows:  

     

 〈𝑈𝑖〉 =  𝑈̅ +  𝑈̃𝑖 =  lim
𝑁→ ∞

1

𝑁
 ∑ 𝑈𝑖(𝑡)𝐼𝜑

𝑖 (𝑡)𝑁
𝑛=0 , 

 

with 𝐼𝜑
𝑖 (𝑡) is equal to 1 if the phase of the flow is 𝜑 at 

t, and 0 if not.  

 
Figure 6: Acoustic signal - plane P0 

 

Trigger signal and phase identification:  
In order to apply the phase average technique to the 

instantaneous velocity fields realizations provided 

by the TR-SPIV, the phase of each instantaneous 

field should be determined. There are two ways for 

the phase determination, the first is by the use of an 

external phase indicator called a trigger signal and 

the second method is by using an extraction of the 

realization itself. The trigger signal should be a good 

indicator of vortex shedding. Several choices were 

exploited in the domain of a flow past a circular 

cylinder such as the pressure signal as used by 

Cantwell & Coles [10] and Perrin [11]. In the case of 

a plane jet impinging a slotted plate the acoustic 

signal was chosen as trigger signal as in Assoum [4]. 

Similarly to Assoum [4] we chose the acoustic signal 

as a trigger. The acoustic signal, as mentioned in the 

previous section, was measured by a microphone 

placed behind the plate so that it won’t be affected 

by the turbulent fluctuations. On the other hand, this 

signal represents a strong quasi-periodic component 

as shown in Figure 6.  In fact, the controller of the 

air flow was fixed on its fifth position after verifying 

the sinusoidal shape of the acoustic signal for this 

position. Moreover, Perrin [12] detailed the different 

criterion for the phase identification where for a 

periodic flow the phase is defined as the time lag 

between phase reference and the studied moment. 

The phase reference is the maxima of the acoustic 

signal. Since our flow is periodic, the phase was the 

time lag between the maxima of the acoustic signal 

and the studied instant. 

 

Application: 
This section is performed under MATLAB. As 

explained previously, the phase averaging technique 
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is based on a phase identification. At first, the trigger 

signal was analysed and stored. For each of the 

parallel planes, we applied a sequence of steps to the 

acoustic signal. The procedure is divided as follows:  

- First we eliminate the negative part of the 

trigger signal.  

- Second we detect the maxima of the signal 

by a quadratic interpolation. Figure 7 

illustrate the cut off and the peak detection of 

the acoustic signal procedure for the plane 

P0. 

- Finally the intervals of time corresponding to 

the time lag between the maxima and the 

studied instant are stored in a MATLAB file 

as t_parabol.  

 
Figure 7: Peak detection of acoustic signal 

 
Figure 8: Period histogram in blue and average period 

in red 

Note that the histogram shown above was carried out 

by conditioning the acoustic signal by a band-pass 

filter without phase shift and then by identifying the 

maxima. An index of the degree of periodicity can be 

given by the standard deviation 𝜎T of the periods 

normalized by the average period T0. For the chosen 

signal this degree was 
𝜎𝑇

𝑇0
 = 1.42% which is a good 

indication of convergence of the periods. 

 

On the other hand, the PIV field acquisition are 

processed. The velocity signal is decomposed in 

portions delimited by the time intervals t_parabol. 

The portions are then superposed after normalisation 

of the time intervals. Furthermore, the average of the 

velocity on all the unique period is then calculated. 

This procedure is repeated for the thirty planes and 

for every point of the plane field.  

 
Figure 9: Superposition of the transversal velocity 

portions in green, phase averaged in black 

The procedure explained above is summarized in 

Figure 9. In this figure, the x-axis represents the 

normalized time intervals where the y-axis the 

transversal velocity of the plane P0 for a point 

representative of the passage of vortices.  

Results: 
 

After interpolation of the reconstructed field, 

 
Figure 10 shows the reconstructed planes.  
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Figure 10: Longitudinal 3D Stereo-PIV planes, 

Transverse velocity in colours and velocity field in 

vectors 

CONCLUSIONS 
In the present study the jet flow was studied for a 

confinement of L/H=4 and for a Reynolds number of 

Re=4458. Thirty parallel planes were investigated by 

means of stereoscopic PIV. The planes were 

reconstructed by application of the phase averaging 

technique. The applied method is based on a post-

processing of PIV data acquisitions. The acoustic 

signal was took as trigger signal. The phase 

identification was determined from the trigger signal. 

The reconstructed planed were accorded by an 

interpolation between planes. The obtained volume is 

to be studied. 
 

The analysis of the transversal velocity normal to the 

parallel planes is one of our perspectives. The vortex 

dynamics of this component will be analysed by a 

detection of vortices using several methods such as 

vorticity and lambda 2 criterion. In addition, the 

frequency of vortices at the edge of the nozzle is to be 

valued using the temporal evolution of the transversal 

velocity. 

KEYWORDS 

Impinging jet, volume reconstruction, phase 

averaging, stereoscopic PIV, time resolved PIV, self-

sustained tones, trigger signal  
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ABSTRACT 
In this work, we conducted a numerical study of laminar natural convection in a closed cavity. The top and the 

bottom of the cavity are adiabatic, the upper part of the left wall is subjected to a hot temperature TH, and the 

lower part of the right wall is subjected to a cold temperature TC. The governing equations were discretized by 

the finite volume method using the power law schema. The dynamic viscosity and the effective thermal 

conductivity of the nanofluid are approximated respectively by the model of Brinkman and Maxwell Garnetts. 

Numerical simulations are performed using pure water and a mixture of water and nanoparticules (Al2O3, Cu et 

TiO2) for a Rayleigh Number from 103 to 106 and a fraction of nanoparticules between 0 and 0.1. The results 

obtained shows that the heat transfer improves if we increase the volume fraction of the nanoparticules and de 

Rayleight Number. 

  

NOMENCLATURE 
CP Specific heat, J.(Kg.K)-1 

u,v  Dimensinal velocity componenents,m.s-1 
P Dimensionless pressure        
Pr Prandelt number     
Ra Rayleigh number     
Num Average Nusselt number                                            
H Enclosure lengh, m            
x,y    coordinates, m                 
p Dimensional pression, Pa                                                   
T Dimensional temperature, K 
k Thermal conductivity, W.(m.K)-1 
g Gravity acceleration, m.s2 
X,Y Dimensionless coordinates                    
U,V Dimensionless vilocity components             
Greek sympols 
α Thermal diffusivity, m2.s-1 
θ Dimensionless temperature 
ψ Dimensionless streamline 
β coefficient of thermal expansion, K-1 
ɸ Particle volume fraction  
ρ Density, Kg.m-3 

μ Dynamic viscosity, N.m-2.s 
ν Kinetic viscosity, m2.s 

Subscripts 
H Hot 
C Cold 
f Fluid( pur water) 
nf Nanofluid 
np Nanoparticle 
a Average 

max Maximum 
 

INTRODUCTION 
Heat transfer by natural convection is used in 

various industrial processes such as cooling of 

electronic equipment, solar technology, safety of 

nuclear reactors, biology, medical diagnostics, water 

treatment... etc. Regarding the applications in the 

field of heat transfer, studies conducted over the past 

ten years have shown that under certain conditions, 

the addition of nanoscale particles in a fluid (called 

then nanofluid) such as Aluminum oxide particles 

(Al2O3), copper oxide (CuO), copper (Cu) or carbon 

nanotubes in water could increase the heat transfer 

compared to the case of the pure substance (water), 

by modifying significantly the thermal conductivity 

of the carrier fluid. 

Several recent studies have been conducted on the 

natural convection of nanofluids, for example, 

Khanafer et al. [1], Jou and Tzeng [2], Hwang et al. 

[3], Ho et al. [4], Abu-Nada and Oztop [5], 

Mohamed Elhatab [6], Ghasemi et al. [7], 

Mahmoudi [8], Putra et al. [9], Li and Peterson [10], 

Wen and Ding [11], Ho et al.[12], Santra et al.[13], 

and Esmail [14] .All these studies demonstrated that 

the increase of the volume fraction improves heat 

transfer. A numerical study of natural convection in 

rectangular enclosures partially heated was carried 

out by Hwang et al. [3], and also Ho et al. [4], Abu-
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Nada and Oztop [5], Mohamed El Hatab [6] and 

Ghasemi et al. [7]. In the present work, we study 

numerically the stationary laminar natural convection 

of water-Al2O3, water-Ti2O3 and water-Cu mixture 

into a squared enclosure. 

 

Problem formulation and solving method 
 The geometry of the studied case is shown in Figure 

1. It is mainly based on a squared enclosure of length 

H, filled with a homogeneous mixture of water and 

the nanoparticle Al2O3.  The upper 1/3 of the left wall 

is maintained at a constant temperature TH, and the 

lower 1/3 of the right wall is maintained at a constant 

temperature TC. The other surfaces are all adiabatic. 

The base fluid used is Newtonian; the flow is two-

dimensional, laminar and stationary. The viscous 

dissipation is negligible and the thermo-physical 

properties of the nanofluid are constant, except for 

the change of density, which is estimated by the 

Boussinesq approximation. The thermophysical 

properties of pure fluid and nanoparticles are 

summarized in Table 1. 

 

 
 

Figure 1 

Sketch of the studied configuration and boundary 

conditions 

 

Table 1 

Thermophysical properties of water and the other 

nanoparticles 

 Pr Ρ 

(Kg /m3) 

CP 

(J /Kg.K) 

K 

(W/m.K) 

β×10-5 

(K-1) 

Pur 6,2 997,1 4179 0,613 21 

water 

Al2O3 - 3970 765 40 0,85 

Cu - 8933 385 400 1,67 

Ti2O3 - 4250 686,2 8,9538 0,9 

 

The governing equations for a laminar and steady 

flow in the case of natural convection of a 

nanofluid, in dimensionless form are written as 

follows: 

0
U V

X Y

 
 
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                                                       (1 
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                                       (4 

The variables of the preceding equations are made 

dimensionless as follows: 
2

2

3

( )
,     Y= ,     U= ,     V= ,     P=

( )
,     Ra= ,     Pr=                     

f

f f nf f

f C F fF

C F f f f

p gy Hx y uH vH
X

H H

g H T TT T

T T



   

 


  









    (5 

The properties of the nanofluid are calculated by the 

following equations: 

(1 )

/ ( )

( ) (1 )( ) ( )

( ) (1 )( ) ( )

nf f np

nf eff P nf

P nf P f P np

nf f np

k C

C C C
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 

  

  

    



   

   

                           (6                                     

The dynamic viscosity and the effective thermal 

conductivity of the nanofluid are modeled 

respectively by the Brinkman model [15] and 

Maxwell-Garnetts [16]. 

 

2.5
(1 )

f

nf


 

 
                                                               (7 
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The average Nusselt number (Nua) of the hot wall is 

expressed as follows: 

1

P

H

a

H YP

Nu NudY
Y



                                                          (9                                                               

where, the local Nusselt number of the hot wall is 

defined as follows: 
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In order to estimate the improvement of the heat 

transfer in nanofluids compared to pure fluid, we 

define the heat transfer rate (E) as follows: 

0

0

(%) 100
Num Num

E
Num

 




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NUMERICAL SOLUTION 
 

The system of equations (1-4) given below associated 

with boundary conditions is solved numerically using 

the finite volume method [17], while adopting the 

power law as resolution scheme. The velocity and 

pressure are coupled by SIMPLEC algorithm. The 

raster scan method, with Thomas algorithm is used 

for the iterative solution of the equation system. To 

study the influence of the mesh, we calculated the 

average Nusselt number (Nua) on the heated portion 

of the hot wall for six uniform grids. The results are 

related to water- Al2O3 mixture (Ф = 0.06, Ra = 105) 

and are presented in Table 2. From this table, it 

appears that the grid 121 × 121 is fine enough for the 

numerical simulations. 

The program we have developed to solve the basic 

equations has been validated, taking as reference 

certain numerical studies in the literature in the case 

of a square cavity filled with air to Pr = 0.7 and Ra = 

105, where a temperature gradient is imposed 

between the two vertical walls and top and bottom 

walls are adiabatic. The value of the number of Nua 

our simulation were compared with those obtained by 

De Vahl Davis [18] (Figure 2), and for greater 

certainty we compared the change in temperature for 

the position Y = 0.5 along the X axis compared with 

experimental results from Krane and Jesse [19] and 

numerical results from Khanafer et al. [20] ( Figure 

3). It is clear that this code is in good agreement with 

other works found in the literature. 

 

Table 2 
Average Nusselt number of the hot wall for different 

meshes. 
Mesh 91 × 91 101 × 101 121 × 121 141 × 141 

Nua 2.9951 2.9868 2.9827 2.9819 

 

 
Figure 2 

Comparison of Average Nusselt number with other 

literatures 

 
Figure 3 

Comparison of temperature distribution at Y=0.5 along X 

with other literatures (Ra=105  and Pr=0,7) 

 

RESULTS AND DISCUSSION 
 

The results presented in this work were obtained for 

water as pure fluid Pr = 6.2, the mixtures water-

Al2O3, water-Cu and water-TiO2 while varying the 

Rayleigh number (Ra) from 103 to 106 and the 

volume fraction of nanoparticles (Ф) from 0 to 0.1. 

Figure 4 represents the streamlines (right) and 

isotherms (left) for pure water as fluid and different 

nanofluids for Ф = 0.06 and Ra = 105 to study the 

effect of different nanoparticles on the dynamic and 

thermal transfers. From this figure we conclude that 

pure water and various mixtures have the same 

dynamic and thermal behavior. The flow is 

unicellular and the cells expand horizontally as well 

as a symmetrical flow for all nanofluids. It is also 

noted that the thermal field is marked by a 

horizontal stratification within the cavity and by 



17 – 20 May 2016, La Rochelle, France 

316 Bara et al., 

high thermal gradients on the active walls that is to 

say, the hot and cold portions of the vertical walls, 

which means that the heat transfer by convection to 

the dominance large Rayleigh number. 

The vertical component of the velocity (V) of a flow 

along the horizontal centerline of the cavity, is shown 

in Figure 5 using different nanofluids for Ra = 105 

and Ф = 0.03. The velocity profiles show that the cell 

circulates clockwise and the vertical velocity 

component is insensitive to the type of nanoparticles 

in the base fluid. This is due only to the use of the 

formula Brinkman for calculating the dynamic 

viscosity of nanofluid which takes into account only 

the volume fraction of the nanoparticles that is not its 

nature. 

 

 
Water-AlO2 

 
Water-Cu 

 
Water-TiO2 

Figure 4 
Streamlines (right) and isotherms (left) for pure water 

and for different nanofluids (continuous lines for pure 

water and the dotted lines for nanofluids) 

 

 

 
Figure 5 

Profile of the vertical component of the velocity at Y = 0.5 

for pure water and differents nanofluides 

 

In Figure 6 we will present the variation of average 

Nusselt number (Nua) as a function of volume 

fraction of nanoparticles (Al2O3, TiO2 and Cu) for 

different values of the Rayleigh number. From this 

figure we conclude that for a given volume fraction, 

Nua increases with the increase of the Rayleigh 

number. On top of that, the number of Nua increases 

with the volume fraction of nanoparticles to any 

value taken by the Rayleigh number. This increase 

can be explained by the improvement of the 

effective thermal conductivity of nanofluid (made 

by adding the nanoparticles to the base fluid), when 

the volume fraction of the nanoparticles increases. 

This figure also shows the effect of nanoparticles on 

the type of variation in the Nua, heat transfer is 

maximum for copper, since it has the highest 

thermal conductivity compared to TiO2 and Al2O3. 

Figure 7 illustrates the heat transfer ratio (E) as a 

function of the Rayleigh number for different 

volume fractions of nanoparticles (Ф = 0.03, 0.06 

and 0.10), showing the improvement of heat transfer 

provided by the different types of nanofluids (Al2O3, 

Cu, and TiO2) relative to the base fluid, that is water 

in this. We note that for all types of nanofluids, the 

ratio E is maximum for Ra = 103 and minimum for 

Ra = 104. This means that the effect of nanoparticles 

is more important to the low Ra than high Ra. This 

result is obvious because the thermal conductivity of 

nanofluids has no great influence on the dominant 

convective transfer on high Rayleigh number, 

contrary to the low Ra where the transfer by 

conduction dominates. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 6 
Variation of Nua as function of for different nanoparticles, 

(a) Ra=103, (b) Ra=104, (c) Ra=105, (d) Ra=106. 

 

 

a) Water-Al2O3 

 
b) Water-Cu 

 
c) Water-TiO2 

 

Figure 7 

Heat transfer ratio (E(%)) for different nanofluids. 

 

CONCLUSIONS 
 

In this work, the problem of transfer of heat by 

natural convection of nanofluids confined in a 

squared enclosure has been solver numerically. A 

temperature gradient is imposed between the two 

vertical walls (hot side and cold side), while the top 

and bottom walls are adiabatic. The influence of 

certain parameters like the volume fraction of 

nanoparticles, the type of nanoparticles and the 

Rayleigh number on heat transfer were investigated. 

This study allowed us to come out with the 

following conclusions that confirm the results 

obtained by the other literatures that studied the 

same problem with the same conditions but in 

different configurations: 
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- The heat transfer rate increases with the increase 

of the volume fraction of nanoparticles and the 

Rayleigh number (average Nusselt). 

- The effect of nanoparticles on heat transfer is 

more important at low Rayleigh number (the 

dominance of heat transfer by conduction). 

- Heat transfer with the presence of copper 

nanoparticles is improved compared to the results 

obtained with nanoparticles of Al2O3 or TiO2. 

 

KEYWORDS 

Nanofluid, Heat transfer, Natural convection, 

numerical study, finite volume. 
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ABSTRACT  
A two-dimensional modeling is performed to study natural convection coupled with radiation in a square 

cavity partially heated from one vertical side and cooled from above. The simulation of flow and heat 

transfer is achieved by adopting the MRT scheme of the Lattice-Boltzmann method. In this work we focus 

on qualitative and quantitative effects engendered by the coupling between the surface radiation and natural 

convection in the studied configuration. The obtained results are presented in terms of streamlines, 

isotherms, heatlines and average Nusselt number.  

This preliminary study shows that the MRT-LBM method can be used to simulate faithfully the heat transfer 

by natural convection coupled to radiation. The contribution of the radiation to heat transfer should be 

considered since its effect is far from negligible, even more; it outweighs that of convection depending on 

the value of Rayleigh number. 

 

KEYWORDS 

Lattice Boltzmann method, MRT Scheme, natural convection, surface radiation. 

 

NOMENCLATURE 

yx cc ,  discrete velocity of the particle located at 

),( yxr   

f  vector of distribution functions 

yF  buoyancy force 

g   vector of distribution functions relative to 

temperature 

L Length of the square cavity 

g gravitational acceleration 

Nu  Nusselt number 

m  vector of the moments of distribution 

functions 

*m  vector of moment after the crash phase  
eqm  vector of moments in equilibrium 

M  transition matrix  

Pr Prandtl number 

Ra Rayleigh number 

r  distance between two neighboring D2Q9 

network nodes 

s  vector of the relaxation rate 

t  time step 

T  temperature 

cT  temperature of the cold wall  

hT  temperature of the hot wall 

refT  reference temperature 

T  difference temperature 

u x component of velocity 

v y component of velocity 

 

Greek symbols 

β expansion coefficient 

ε  emissivity (radiation) 

  collision operator 

 stream function 

 density 
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Subscripts 

cv convective 

r radiative 

tot total 

 

INTRODUCTION  
The study of natural convection in closed rectangular 

cavities still arouses much interest given its 

omnipresence in daily life and in many industrial 

applications such as cooling of electronic 

components, thermal building, metallurgical industry, 

etc. An important part of the literature in this field is 

summarized in books by Bejan [1] and Yang [2]. 

Most previous works on the problem of natural 

convection concern cases of enclosures subjected to 

horizontal temperature gradients (differentially 

heated cavities) or vertical temperature gradients 

(Rayleigh-Bénard configurations). However, 

situations where the active walls may be subject to 

various types of non-uniformities in the temperature 

are numerous and encountered in many practical 

situations. Therefore, the literature review shows that 

researchers have not ignored the case of partially 

heated cavities or containing one or more heat 

sources. This type of heating is closer to reality and 

can lead to specific behaviors that induce flow and 

heat transfer which are very different from those 

encountered when the entire wall of a cavity is heated 

or when a heat flux is used. In this context, there can 

be mentioned numerical study of Valencia and 

Frederick [3] which numerically analyzed the natural 

convection of air in a square cavity with partially 

active walls. They found that the heat transfer rate 

increases when the heater is placed in the middle of 

the wall. The effect of the position of the heating 

element on a given wall has been discussed by 

several authors. However, in the majority of works on 

the thermal convection involving a partial heating, 

the contribution of radiation has been neglected. This 

neglect may be justified only if the wall emissivity is 

low or when the maximum differences of 

temperatures involved are not significant. Under 

actual operating conditions, the thermal radiation is 

generally present, and is strongly coupled to the 

natural convection. Among the earliest studies on the 

coupling between the convection and heat radiation 

in rectangular cavities, we can cite the contribution 

of Larson and Viskanta [4]. Their results show that 

the contribution of the radiation heat transfer is 

greater than that of natural convection. The objective 

of this work is to experiment the Lattice-Boltzmann 

method with the MRT scheme to address a 

convection-radiation coupling problem in a square 

cavity partially heated. Some illustrative results for 

the combined effects of the position of the active 

element, wall’s emissivity and Rayleigh number are 

presented. Saravanan and Sivaraj [5] investigated 

natural convection combined with surface radiation 

in an air-filled cavity with a centrally placed thin 

heated plate. It was shown that the presence of 

radiation renders temperature distribution uniform 

within the cavity and leads to a reduction of the 

temperature difference between the insulated walls. 

Emissivity, Rayleigh number, and plate length have 

a positive impact on the overall heat transfer across 

the cavity. Very recently, the effect of surface 

radiation on transient natural convection in a 

differentially heated cavity with one vertical wavy 

wall has been studied numerically by Sheremet and 

Miroshnichenko [6]. It has been found that the 

average total Nusselt number at the vertical wavy 

wall is an increasing function of Rayleigh number, 

surface emissivity and shape parameter for the 

concave undulations and a decreasing function of 

the undulations number and shape parameter for the 

convex undulations. 

 

MATHEMATICAL FORMULATION 

Problem Description: The problem studied is a 

two-dimensional heat transfer in a square cavity 

filled with air. The geometry under consideration 

and coordinates are sketched in Figure 1.  

 

 
 

Figure 1 

Schematic representation  

 

The cavity is cooled from above and partially heated 

from the left side. The heated portion is placed at 

three different positions on the left vertical wall 

which are namely High-Position, HP, Centered-

Position, CP, and Low-Position, LP. The remaining 

walls are considered adiabatic. The active element 

covers the half of the left wall. The study is 

performed for a wide range of Rayleigh number (103 
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 Ra  106) and the emissivity of the inner surfaces 

(0  ε  1) by setting constant the Prandtl number (Pr 

= 0.71) and the temperature difference (ΔT = 30 K). 

The obtained results are presented in terms of 

streamlines, isotherms, heatlines and average Nusselt 

numbers. 

 

Lattice-Boltzmann Method: Using the Lattice-

Boltzmann method [7] to simulate fluid flows is 

based on the resolution of the following Boltzmann 

equation: 

)(),(),( ftrftttcrf    (1) 

The MRT scheme considers that the propagation 

phase occurs at the microscopic level in the space 

formed by the discrete velocities )8,..,0( kck
 

while the collision phase takes place in a 

macroscopic space formed by the moments of the 

distribution functions. The transition between these 

two areas is provided by a transition matrix M [8]: 

Mfm       (2) 

In the crash phase, the moments that don’t retain 

themselves undergo relaxation to an equilibrium state 

according to the relation: 

)(* eqmmsmm         (3) 

The moments which are conserved are changed by 

the presence of the buoyancy force, and are obtained 

as: 

  mm*
        (4) 

umm uu *
       (5) 

yvv Fvmm  *
    (6) 

After the propagation phase, macroscopic values are 

then calculated from the new values of moments: 

 

0

8

0 mf kk          (7) 



u

kxkk

m
cfu   ,

8

0 .
1

      (8) 



v

kykk

m
cfv   ,

8

0 .
1

      (9) 

The boundary conditions are treated with the 

standard regimen of "bounce". 

MRT similar scheme is used to calculate the 

temperature values at each point of the cavity by 

considering the D2Q5 network model with 5 discrete 

velocities only. These values are given by: 

kk gT 4

0     (10) 

The cavity is divided into elementary surfaces 

having as centers nodes. The radiosity and the 

corresponding view factors are determined by 

adopting the same approach as the one used by Raji 

and al. [9]. 

In natural convection, the buoyancy force is 

obtained as a result: 

)( refy TTgF      (11) 

 

RESULTS AND DISCUSSION 

Numerical code validation: The validation of the 

MRT-LBM code was performed against the 

numerical results of Wang et al. [10] obtained in the 

case of a differentially heated square cavity whose 

interior walls are assumed to be gray, diffuse and 

opaque and having the same value of emissivity. As 

it is seen in Table 1, the agreement observed between 

our results and those published in reference [10] is 

excellent; the maximum relative deviation registered 

remains less than 0.1% in terms of mean Nusselt 

number. 

 

Table 1 

Numerical code validation for ε = 0.8 and Ra = 106. 

 
         Nucv              Nur                Nutot 

LBM-MRT        7.818             11.255           19.073 

 Ref [8]                   7.815             11.265           19.08 

Difference             0.03%            0.08%            0.03% 

 

Effect of the position of the thermally active 

portion: Typical streamlines, isotherms and 

heatlines illustrating the effect of the position of the 

active heating element are presented in Figure 2 for 

Ra = 106 and ε = 0. It can be seen that for the three 

considered positions of the heating element (LP, CP 

and HP), the resulting flow patterns consist of a 

monocellular clockwise cell occupying the available 

space in the cavity. However, the position of the 

active element has a noticeable impact on the fluid 

circulation since the upward moving of the heating 

element drives to an important slowdown of the 

fluid flow circulation. Quantitatively, the intensity 

of the flow undergoes a relative decrease of about 

31 % when the heating element is moved from the 

lower position to the higher one. This tendency is 

accompanied by an improvement of the heat transfer 

from Nucv = 5.91 for Lower-Position to Nucv = 7.66 

for Higher-Position. 
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Frame 001  07 Feb 2016  EXEMPLEFrame 001  07 Feb 2016  EXEMPLE

 

Frame 001  07 Feb 2016  EXEMPLEFrame 001  07 Feb 2016  EXEMPLE

 

Frame 001  07 Feb 2016  EXEMPLEFrame 001  07 Feb 2016  EXEMPLE

 
a) Nucv = 5.91, Nur = 0.0, ||max = 32.72 Frame 001  07 Feb 2016  EXEMPLEFrame 001  07 Feb 2016  EXEMPLE

 

Frame 001  07 Feb 2016  EXEMPLEFrame 001  07 Feb 2016  EXEMPLE

 

Frame 001  07 Feb 2016  EXEMPLEFrame 001  07 Feb 2016  EXEMPLE

 
b) Nucv = 6.67, Nur = 0.0, ||max = 28.13  Frame 001  07 Feb 2016  EXEMPLEFrame 001  07 Feb 2016  EXEMPLE

 

Frame 001  07 Feb 2016  EXEMPLEFrame 001  07 Feb 2016  EXEMPLE

 

Frame 001  07 Feb 2016  EXEMPLEFrame 001  07 Feb 2016  EXEMPLE

 
c) Nucv = 7.66, Nur = 0.0, ||max = 22.56 

 
Figure 2 

Streamlines, isotherms and heatlines for Ra = 106 and 

ε = 0 : a) LP, b) CP and c) HP.  

 

Walls emissivity effect: The effect of the 

emissivity of the walls on the average Nusselt 

numbers, evaluated at the horizontal cooled wall is 

displayed in figure 3. The Rayleigh number and the 

temperature difference are fixed at Ra =106 and T = 

30 K, respectively. It can be seen from this figure that 

the convective heat transfer is weakly affected by the 

increase of the emissivity of the wall. In fact, the 

convective Nusselt number, Nucv, is seen to follow a 

small decrease with the emissivity for the LP and CP 

configurations while for the HP configuration, Nucv 

undergoes a slight increase with the emissivity. In the 

case of radiative component, figure 3 shows that Nur 

is logically more sensitive to the increase of the 

emissivity. The radiative heat flux increases 

significantly with the emissivity of the walls. A 

comparison between radiation and convection 

contributions to the overall heat transfer shows that 

the contribution of radiation to the total heat transfer 

is significant. This contribution becomes more 

important than that of natural convection once the 

emissivity value becomes close to 1 for LP and CP, 

but for HP, the contribution of convection to the total 

heat transfer remains more important than that of 

radiation. 

 

 
Figure 3 

Effect of the emissivity ε on the Nusselt numbers 

Nucv and Nur for the LP, CP and HP configurations. 

 

In order to illustrate the effect of the emissivity of 

the walls on the flow structure and heat transfer, we 

present in figure 4 streamlines, isotherms and 

heatlines for the HP configuration. Compared to the 

case of pure convection (ε = 0) in figure 2c, figure 

4, obtained for ε = 1, shows that the wall’s 

emissivity leads to an important qualitative change 

of the flow structure and temperature distribution 

within the cavity. The unicellular flow structure, 

observed in the absence of radiation persists and we 

assist to the formation of two small cells, of less 

importance, in the lower corners of the cavity. In 

terms of heat transfer, the total Nusselt number, 

Nutot = Nucv + Nur, undergoes an increase of about 

89 % when the value of the emissivity changes from 

0 to 1. 

 Frame 001  07 Feb 2016  EXEMPLEFrame 001  07 Feb 2016  EXEMPLE

 

Frame 001  07 Feb 2016  EXEMPLEFrame 001  07 Feb 2016  EXEMPLE

 

Frame 001  07 Feb 2016  EXEMPLEFrame 001  07 Feb 2016  EXEMPLE

 
   Nucv = 7.96             Nur=6.49          ||max = 26.66 

Figure 4 

Streamlines, isotherms and heatlines in the case of 

the HP configuration for Ra = 106 and ε = 1. 

 

Rayleigh number effect: The effect of the 

Rayleigh number on streamlines, isotherms, and 

heatlines is illustrated in figure 5 for the HP 

configuration. For Ra = 104, the streamlines indicate 

a monocellular clockwise rotating flow (Figure 5a). 

The flow intensity is relatively small indicating a 
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relative slow convective motion (||max = 4.29). The 

corresponding isotherms are spaced indicating a 

weak heat exchange between the active element and 

the confining fluid. By increasing the Rayleigh 

number, the flow structure undergoes significant 

changes. For the higher considered value of the 

Rayleigh number, Ra = 106, Figure 5c shows a large 

increase in the intensity of flow (||max = 22.56). The 

distribution of heatlines is seen to be similar to the 

path of the streamlines due to the dominance of the 

convective heat transfer. The corridor followed by 

the open lines is narrowed towards the walls under 

the expansion of the inactive zone characterized by 

the closed lines. 

 Frame 001  10 Feb 2016  EXEMPLEFrame 001  10 Feb 2016  EXEMPLE

 

Frame 001  10 Feb 2016  EXEMPLEFrame 001  10 Feb 2016  EXEMPLE

 

Frame 001  10 Feb 2016  EXEMPLEFrame 001  10 Feb 2016  EXEMPLE

 

(a) Nucv= 3.88, Nur = 0.0, ||max = 4.29 Frame 001  10 Feb 2016  EXEMPLEFrame 001  10 Feb 2016  EXEMPLE

 

Frame 001  10 Feb 2016  EXEMPLEFrame 001  10 Feb 2016  EXEMPLE

 

Frame 001  10 Feb 2016  EXEMPLEFrame 001  10 Feb 2016  EXEMPLE

 
(b) Nucv= 5.16, Nur = 0.0, ||max = 12 Frame 001  07 Feb 2016  EXEMPLEFrame 001  07 Feb 2016  EXEMPLE

 

Frame 001  07 Feb 2016  EXEMPLEFrame 001  07 Feb 2016  EXEMPLE

 

Frame 001  07 Feb 2016  EXEMPLEFrame 001  07 Feb 2016  EXEMPLE

 
(c) Nucv= 7.66, Nur = 0.0, ||max = 22.56 

Figure 5 

Streamlines, isotherms and heatlines for the HP 

configuration and ε = 0: (a) Ra = 104, (b) Ra = 105 

and (c) Ra = 106. 

 

Variations versus the Rayleigh number Ra, of the 

total Nusselt number, resulting from contributions of 

convection and radiation, evaluated along the heated 

element, are presented in figure 6 for the three 

different positions of the heating element and for two 

values of . The behavior of this evolution is the 

same even for ε = 0 and also for ε = 1 with increasing 

slopes by increasing the emissivity. It can be also 

noted that for the two different values of the 

emissivity of the walls, the total Nusselt number 

increases when the active heating element is moved 

upward. 

 

 
Figure 6 

Evolution of Nutot versus Rayleigh number for LP, 

CP, HP and different values of walls emissivity.  

 

CONCLUSIONS 
A numerical investigation on natural convection 

coupled with radiation in a square cavity was 

carried out by adopting the MRT scheme of the 

Lattice-Boltzmann method. A discrete heating is 

applied on the left vertical wall and the upper 

horizontal wall is uniformly cooled. The numerical 

simulations revealed that the radiation contributes 

importantly to the enhancement of the overall heat 

transfer. Its contribution to the overall heat transfer 

is found generally to be not negligible. Also, it is 

found that the heat transfer is increased when the 

heating element is moved upward even in the 

absence or in the presence of the radiation effect. 

Finally, the MRT-LBM was successfully 

experimented to study a problem involving the 

coupling between natural convection and walls’ 

radiation.  
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ABSTRACT  
The formulation written in terms of the primitive variables using co-located equal-order Control-Volume based 

Finite Element Method (CVFEM), for a benchmark validation of natural convection in a square cavity.  The 

computer Fortran code that have been developed in the context of this work using all forms of dimensionless 

equations to allow a quick and easy comparison the results with the benchmark solution of De Vahl Davis 

numerical works and other works. The problem considered, is for a two-dimensional flow, for a Prandtl number 

of 0.71 using Boussinesq approximation. The results taken into account are the stream function, velocities and 

heat transfer, which are obtained at Rayleigh numbers of 103, 104,105and 106.   

Keywords: CVFEM, Equal-order Control-Volume-based, Benchmark validation, Rayleigh number, Natural 

convection 

 

NOMENCLATURE 
   

Length b m 

Coordinates Cartesian x,y 

 

m 

Pressure P 

 

Pa=N/m2 

Velocity 

Components in Cartesian 

 

u,v 

 

 

m/s 

 

Temperature absolute T 

 

K 

 

Density Mass(=M/V)            Kg/m3 

Diffusivity, Thermal 

(=k/  Cp) 

  (m2/s) 

Coefficient of Volume 

Expansion 

  1K  

Streamline function   - 

 

 

DIMENSIONLESS GROUPS 

  

Cartesian X x b  

Y y b  

Pressure 
mP 2 2 P b   

Velocity U ub   

V vb   

Temperature    0 0pT T T T     

  

Pr     

Prandtl Number 

Rayleigh number 3 Ra g Tb    

Nusselt number  . Nu n   

Average Nusselt number  Numoy=
1

0
.Nu dY  

Spatial gradient operator                         

Outward unit normal vector at  X=0      n  

 

INTRODUCTION  
Natural convection heat transfer in a square cavity is 

important in many engineering applications, such as 

nuclear reactor insulation, ventilation of rooms, solar 

energy collection and crystal growth in liquids. 

Therefore, many investigations have been carried out 

to study the interaction between the hydrodynamic 

and thermal effects theoretically used a method for 

the numerical solution, for a great variety of 

parameters.   

Many papers on this problem have been published 

with numerical results obtained mainly by finite 

differences and the Reynolds number has been 

slowly pushed upwards [1],[2], [3], [4], [5]. A 

complete analysis of the solutions  by numerical 

computations were given by Vahl Davis [6] for 

laminar natural convection in an enclosed rectangular 

cavity. Later Vahl Davis [7] presented a solution 

second-order, central difference approximations were 

used mesh refinement and extrapolation led to 

solutions for 3 610    10Ra  .  Vahl Davis and 

Jones  [8] have presented a number of contributed 

solutions to the problem of laminar natural 

convection in a square cavity have been compared 
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with what is regarded as a solution of high accuracy. 

Reading of Stevens [9]  work, is based on the solution 

of the derivation of vorticity and power lines, for the 

formulation of primitive equation of the equations of 

motion, of energy and continuity for an incompressible 

fluid. Use of boundary vorticity formula or iterative 

fulfillment of the no-slip boundary condition is 

avoided by application of the finite element 

discretization and a displacement of the appropriate 

discrete equations. Solution is obtained by Newton-

Raphson iteration of all equations simultaneously. A 

similar study was documented by T. Fusegi and al [10]  

a  high-resolution, finite-difference numerical study 

is reported on natural convection in a square cavity. 

The internal Rayleigh number varies in the range 

109 < RaL<1010, while the external Rayleigh number 

is set at RaE = 5.107 for most computations. C. Wan 

and al [11] has proposed the problem of a new 

benchmark quality solution for the buoyancy-driven 

cavity by discrete singular convolution (DSC) for the 

numerical simulation of coupled convective heat 

transfer problems. The problem is solved by two 

completely independent numerical procedures .One 

is a quasi-wavelet-based DSC approach, while the 

other is a standard form of the Galerkin finite-

element method. The objective of Guo.Y and Bathe. 

K.-J. [12] is to present the results obtained using the 

9-node quadrilateral element in ADINA, and it was 

used with various meshes. A. Dalal and al. [13] states 

that natural convection occur in the vicinity of 

inclined square cylinder in the range of 

(
0 00 45  ) inside an enclosure having horizontal 

adiabatic wall and cold vertical wall figure out by 

cell-centered finite volume method, which is used to 

calculate two dimension Navier-strokes equation for 

incompressible laminar flow. Basak et al. [14] have 

reported the effect of temperature boundary 

conditions (Constant temperature and sinusoidally 

varying) on the bottom wall for Ra varying from 
310 to 

510 for both the Prandtl numbers of 0.7 and 

10. 

This paper presents a solution of a natural convection 

in a square cavity problem based on extending the 

co-located equal-order Control-Volume-based Finite 

Element Method (CVFEM) by  Lamoureux and  

Baliga [15].  As an advantage of the present method 

is the use of primitive variables which facilitates the 

application of the boundary conditions. To validate 

the present method of solution, the results are 

analyzed and compared with Vahl Davis.[7] bench 

mark solution and Ismail and Scalon [16]. 

 

GOVERNING EQUATIONS 

The non-dimensional governing equations for the 

natural convection in a square cavity are given by 

two-dimensional incompressible Navier-Stokes and 

energy equation in primitive variable form as  

Continuity equation: 

0
U V

X Y

 
 

 
                                                            (1)                       

X-momentum equation:  
2 2

2 2
PrmPU U U U

U V
X Y X X Y

    
     

     
           (2) 

Y-momentum equation:  
2 2

2 2
Pr .Pr.mPV V V V

U V Ra
X Y Y X Y


    

      
     

  (3) 

Energy equation:  
2 2

2 2
U V

X Y X Y

      
  

   
                                   (4)                   

Where   Pr  



  ,  Prandtl number, and 

3

 
g Tb

Ra





   , the Rayleigh number. 

The geometry is shown in Figure 1. For this problem, 

the appropriate boundary conditions are 

U = V = 0       on all boundaries 

 = 1  on X = 0,  = 0  on X = 1 

 = 0 Y  on Y = 0, 1 ( adiabatic horizontal walls) 

The definition for local Nusselt number is: 

Nu  . n                                                                  (5) 

Also shown, are the average values again found 

using Simpson’s rule, which exaggerates the 

variation of Nu with X. 

Numoy=
1

0
.Nu dY                                                         (6) 

 
Figure 1 

Geometry of natural convection in a square cavity  
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The calculation domain ( /10  b /10 b  ), is first 

divided into three-node triangular elements 

unstructured grid i.e. irregular-shaped. The centroid of 

each triangular element is then joined to the midpoints 

of its sides. Thereby dividing each triangular element 

into three equal areas (regardless of the shape of the 

triangular element) .Collectively, these areas form non 

overlapping contiguous polygonal cross sections of the 

control volumes, each associated with a node in the 

finite-element mesh, A. Lamoureux and R. Baliga[15] . 

 

NUMERICAL METHOD  
In each triangular element, the diffusion coefficient is 

Prandtl number in x -and   y-direction components of 

momentum, respectively, and one energy equation, are 

evaluated at the centroid and assumed to prevail over 

that element .The volumetric source term, .Pr .Ra    is 

stored at the vertices of the triangular elements and 

assumed to prevail over the corresponding portions of 

the control volumes within that element.  

In the proposed CVFEM, all of the dependent 

primitive variables   ,  V, P, U   are stored at the 

same nodes (co-located) and interpolated linearly over 

the same elements (equal-order) proposed by Baliga 

and Patankar [17] . Prakash and Patankar [18], 

Schneider and Raw  [19], [20].  Equations (2), (3) and 

(4) contain a convective flux and a diffusive flux. In 

this investigation, interpolation functions were used to 

obtain algebraic approximations to the terms that 

represent convective transport across the control-

volume faces, mass-weighted skew upwind 

interpolation (MAW). The MAW scheme is an 

adaptation of a positive-coefficient scheme for 

quadrilateral elements, introduced by Schneider and 

Raw [19],  to triangular  elements with the sub-control 

volumes previously defined. 

 

RESULTS AND DISCUSSION 
To show efficiency and accuracy of CVFEM , the 

following quantities are calculated and compared 

with available data in the literature. 

mid
  the stream function at the mid-point of the 

cavity. 

maxU the maximum horizontal velocity on the vertical 

mid-plane of the cavity (together with its location). 

 
maxV the maximum vertical velocity on the horizontal 

mid-plane of the cavity (together with its location). 

moyNu  the average Nusselt number throughout the 

cavity. 

maxNu  the maximum value of the local Nusselt 

number on the boundary at x = 0 (together with its 

location). 

minNu the minimum value of the local Nusselt 

number on the boundary at x = 0 (together with its 

location). 

Table 1 

Numerical results of Natural Convection in Square 

Cavity for  310Ra   

 
 

mid
  maxU  

Y 

maxV  

X 

Bench mark 

(Position) 

1.174 3.649 

0.813 

3.697 

0.178 

Ref [7] 

Error 

(Position) 

1.174 

0.00% 

3.589 

1.64% 

0.811  

3.629 

1.84% 

0.811 

Ref [16] 

Error 

(Position) 

1.159 

1.28% 

3.645 

0.11% 

0.814 

3.695 

0.05% 

0.178 

Present study 

Error 

(Position) 

 3.623 

0,71% 

0.814 

3.670 

 0.73% 

0.175 

 

 

Table 2 

Numerical results of Natural Convection in Square 

Cavity for  410Ra   

 
 

maxNu
 

Y 
minNu

 
Y 

moyNu  

 

Bench mark 

(Position) 

3.528 

0.143 

0.586 

1 

2.243 

Ref [7] 

Error 

(Position) 

3.603 

2.13% 

0.165 

0.610 

 4.10% 

1 

2.212 

1.38% 

Ref [16] 

Error 

(Position) 

3.529 

0.03% 

0.15 

0.592 

1.02% 

1 

2.256 

0.58% 

Present study 

Error 

(Position) 

3.526 

0.05% 

0.140 

0.595 

 1.53% 

1 

2.241 

0.08% 

 

 

 

 

 

 

 

 

 

 

 
Table 3 
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Numerical results of Natural Convection in Square 

Cavity for 510Ra   

 
 

mid
  maxU  

Y 

maxV  

X 

Bench mark 

(Position) 

9.111 34.73 

0.855         

68.59 

0.066 

Ref [7] 

Error 

(Position) 

9.702 

6.49% 

 

36.46 

4.98% 

0.854 

62.79 

8.46% 

0.075 

Ref [16] 

Error 

(Position) 

8.786 

3.57% 

33.421 

3.77% 

0.853 

70.44 

2.70% 

0.0672 

Present study 

Error 

(Position) 

9.247 

1.49% 

35.153 

1.21% 

0.854 

68.195 

0.57% 

0.065 

 

 

Table 4 

Numerical results of Natural Convection in Square 

Cavity for  
610Ra   

 
 

maxNu
 

Y 
minNu

 
Y 

moyNu  

 

Bench mark 

(Position) 

17.925 

0.037 

0.989 

1 

8.800 

Ref [7] 

Error 

(Position) 

14.215 

20.70% 

0.124 

1.749 

76.85% 

1 

9.027 

2.58% 

Ref [16] 

Error 

(Position) 

15.601 

12.97% 

0.09 

0.971 

1.82% 

1 

8.934 

1.52% 

Present study 

Error 

(Position) 

17.142 

4.36% 

0.040 

1.087 

 9.90% 

1 

8.774 

0.29% 

 

0 5 10 15 20
0

0.5

1

Nusselt number (Nu)

Y

 

 

Ra = 1.E3

Ra = 1.E4

Ra = 1.E5

Ra = 1.E6

 
 

Figure 2 

Local Nusselt number variation by CVFEM 

simulations: hot wall, 103 ≤ Ra ≤106 

 

Table 1 to table 4,  shows the predicted values from 

the present solution as compared with the bench 

mark solution , the solution due to Vahl Davis [7] 

and Ismail and Scalon [16] for different values of 

Rayleigh numbers and using an unstructured grid  of 

 11  11  . The analysis of the results in table 1 to 

table 4,   show that the predictions from the present 

method indicate smaller errors as compared with 

Vahl Davis and Ismail results except for the Rayleigh 

number 103 to 106. As the Rayleigh number is 

increased the errors associated with the solution also 

increase reaching values of about 4.36% ( present 

study) as compared to 20.70% from the present (Vahl 

Davis). These errors can be reduced without any 

difficulties by using finer grid size. 

Figure 2 elucidates the local Nusselt number 

distribution along the hot wall obtained by using the 

CVFEM. There is a greater transfer of heat from the 

lower bottom of the hot wall to the fluid. This rate of 

transfer of heat from the wall to the fluid, and vice 

versa, increases with the Rayleigh number. Local Nu 

is maximum at a point close to the bottom of the hot 

wall and minimum at the top.  
 

CONCLUSIONS 
We have developed in this work the CVFEM method 

for resolution of advection-diffusion equation for 

solving the convective heat transfer in laminar flow. 

We have used equal order interpolation functions for 

the pressure and velocity components which can 

handle the pressure-velocity coupling of the problem, 

for the resolution of the discretized equations. Our 

results were compared with those obtained by other 

numerical methods. The method yields results very 

similar to those obtained with other methods. 
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ABSTRACT  
The aim of this study is to perform a numerical simulation of a non-premixed turbulent flame of methane-air 

enriched by hydrogen. The selected axisymmetric configuration is composed of a central injector of methane-

hydrogen mixture surrounded by a bluff-body, which is surrounded by a co-axial air jet. The Ansys CFX 

software is used to solve the equations governing turbulent reactive flow (Navier Stokes averaged). The 

Turbulence is modeled using the k-ε model. The EDM (Eddy Dissipation model), then the FRC model (Finite 

Rate Combustion) combined with EDM are used to modeling the combustion phenomena. The results show 

some concordance with the temperature profile given by experience to a hydrogen rate of 50%. 

KEY WORDS: Non-premixed combustion, Hydrogen enrichment, EDM and FRC models, Ansys CFX. 

INTRODUCTION 

Over the past three decades, there has been 

considerable effort in the world to develop and 

introduce alternative transportation fuels to replace 

conventional fuels such as gasoline and diesel, 

environmental issues, most notably air pollution and 

limited availability of conventional fuels are among 

the principle driving forces behind this movement. 

Thus, if one tries to find for the definition of perfect 

fuel, hydrogen probably satisfies most of the 

desirable characteristics of such a fuel. Plentiful and 

clean burning, hydrogen has very high-energy 

content. [1, 2] 

Due to difficulties in conducting spatially resolved 

measurements of combustion characteristics in 

devices, the numerical simulation can be cost 

effective approach to study the combustion 

mechanism.  In this work, Computational Fluid 

Dynamics (CFD) based numerical simulations have 

been performed to study the combustion of non-

premixed turbulent hydrogen-air mixture in 

cylindrical chamber with Co-Current Injector. The 

performance of the combustor is evaluated by using 

Ansys CFX under adiabatic wall condition at 

various equivalence ratios and mass flow rates of 

Methane/hydrogen/air.  

The present work try to study the fundamentals of 

Computational Fluid Dynamics (CFD), Numerical 

modeling, combustion phenomenon and various 

aspects in order to use them for solving the 

realistic problems. This study allows us: 

 The understanding of the basics of 

Hydrogen-oxygen reaction mechanism, its 

combustion and the geometry of the cylindrical 

chamber used in this study is very important for 

simulating Methane-Air combustion system 

enriched by Hydrogen.  

 To develop a two-dimensional numerical 

mesh and flow model which adequately and 

accurately represent the physical model of 

combustion chamber and is simple enough to limit 

the amount of computational time for obtaining a 

solution. 

 The objective of this study is to find and 

apply appropriate model that improve the 

simulation of combustion with the commercial 

CFD as Ansys CFX. 

 Generate numerical data/solutions, which 

correlate as much as possible with the 

experimental data for various conditions including 
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equivalence ratios, mass flow rates of hydrogen-air 

mixture. 

In the same context,  Zhuyin Ren [3] presents a 

numerical simulation of a non-premixed combustion 

flame methane-air enriched by hydrogen, stabilized 

by a recirculation zone created by an obstacle or a 

bluff-body : a simple approach in which we apply a 

different combustion model to see if the same 

results were been obtained. Zhuyin Ren [3] uses a 

reduced description with chemical tabs 

implemented in FLUENT is combined with the 

EDC model (Eddy Dissipation Concept) considers 

that a moderate or chemistry with model PDF 

(probability density function) for combustion. We 

decided, in the simulation of combustion, for EDM 

in its infinitely fast chemistry limited compared to 

the scale of the turbulent times. Then for model 

Combined EDM/FRC, firstly, that it is valid for 

several reactions classified from a low to a high 

number of Damköhler (slow or fast chemistry 

compared to the scale of the turbulence time) and 

secondly, reaction rates are firstly calculated for 

each model separately and then the minimum of 

both is used. This procedure is applied to each 

reaction separately, so that when the level in one-

step, would be limited by the chemical kinetics, 

certain other steps would be limited by the turbulent 

mixing at the same time and in the same physical 

position. [4]. 

Our approach is a first step in choosing the 

appropriate mesh following a test of several types of 

mesh, with an infinitely fast chemistry, applying the 

EDM model for the combustion of methane-air 

flame. Then, we compare the methane-air flame at 

the hydrogen-air flame.  

In the other hand, we compare the application of 

EDM model to combined EDM/FRC model for 

simulating the combustion of an air- methane 

sulfonate flame enriched by hydrogen. The results 

of our calculations are presented in the form of 

temperature profiles. 

Hydrogen as a fuel  

Hydrogen is a colorless, odorless, tasteless, and 

nonpoisonous gas under normal conditions on 

Earth. It typically exists as a diatomic molecule. 

Hydrogen is the most abundant element in the 

universe, accounting for 90 percent of the universe 

by weight. However, it is not commonly found in its 

pure form. [1, 2, 5]. 

In other hand, Hydrogen has several important 

chemical properties that affect its use as a fuel: 

 It readily combines with oxygen to form 

water, which is necessary for life on this planet. 

 It has a high-energy content per weight 

(nearly 3 times as much as gasoline), but the 

energy density per volume is quite low at standard 

temperature and pressure. Volumetric energy 

density can be increased by storing the hydrogen 

under increased pressure. 

 Hydrogen is highly flammable; it only takes 

a small amount of energy to ignite it and make it 

burn. It also has a wide flammability range, 

meaning it can burn when it makes up 4 to 74 

percent of the air by volume. 

  Hydrogen burns with a pale-blue, almost-

invisible flame, making hydrogen fires difficult to 

see. 

 The combustion of hydrogen does not 

produce carbon dioxide (CO2), particulate, or sulfur 

emissions.  

  Hydrogen can be produced from renewable 

resources, such as by reforming ethanol, (this 

process emits some carbon dioxide) and by the 

electrolysis of water, (electrolysis is very 

expensive). 

  Energy Content for 1 kg of Hydrogen = 

424 Standard Cubic Feet (Reacting with oxygen to 

form water).  

 Higher Heating Value = 141,600 KJ and 

Lower Heating Value = 119,600 KJ 

 

The properties of hydrogen are largely listed in 

reference [6] with conventional fuels i.e. Gasoline 

& Diesel and other alternative fuels such as CNG, 

LPG, and Biogas. From this table, the limits of 

flammability are one of the most important 

properties of a fuel. These parameters are a 

measure of the range of the fuel/air ratios over 

which an engine can operate. Hydrogen has wide 

range of flammability in comparison with other 

fuels. One of the significant advantages is that 

hydrogen engine can run on a lean mixture. When 

engine is run on slightly lean mixtures fuel 

economy is greater and the combustion reaction is 

more complete.  Additionally, the final combustion 

temperature can be lowered by using ultra-lean 

mixtures, reducing the amount of NOx emissions.  

Indeed, the minimum energy required for ignition 

for hydrogen is about an order of magnitude less 

than that required for gasoline. This enables 

hydrogen engines to run well on lean mixtures and 

ensures prompt ignition. Unfortunately, since very 
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little energy is necessary to ignite a hydrogen 

combustion reaction, and almost any hydrogen/air 

mixture can be ignited due to wide limits of 

flammability of hydrogen, hot gases and hot spots 

on the cylinder can serve as sources of ignition, 

creating problems of premature ignition and 

flashback [7].  

HYDROGEN COMBUSTION 

In the combustion chamber, the combustion flame is 

typically extinguished at certain distance from the 

cylinder wall due to heat losses called as quenching 

distance. For hydrogen, the quenching distance is 

less than that of gasoline, so that flame comes closer 

to the wall before it is extinguished. Thus, it is more 

difficult to quench a hydrogen flame than a gasoline 

flame. [8]              

The flame speed of hydrogen is nearly an order of 

magnitude higher than that of gasoline. For 

stoichiometric mixtures, hydrogen engines can more 

closely approach the thermodynamically ideal 

engine cycle. At leaner mixtures, the flame velocity 

decreases significantly. 

In other hand, one the reasons for which we are 

interested in hydrogen is because its chemistry is 

considered a starting point for the more complex 

hydrocarbon chemistry. It is important to stress that 

in the auto ignition stages of any flame, the fuel air 

mixture may follow a low temperature reaction 

mechanism and in the latter stages, an explosive 

reaction due to the increase in temperature and/or 

pressure causing the operating point to shift 

between the regions of the explosion limits of a 

stoichiometric mixture.  

GEOMETRY AND CONFIGURATION 

In our study, we adopted the geometry of Zhuyin 

Ren [3] with the same conditions of entry of fuel and 

air: methane-hydrogen is surrounded by a bluff-body 

and an air co-flow. 

     The diameter of the bluff-body, Db, is 0.05 m and 

the jet is 0.0036 m. The computational domain is 

shown in Figure 1. Origin coordinate system is taken 

at the center of the output plane of the jet. 

The numerical conditions selected for calculating a 

non- premixed turbulent flame stabilized by bluff-

body are  : 

- An axial velocity of fuel 118 m / s with a 10% 

turbulence intensity and Hydraulic diameter 

is 0.0036 m to 300K temperature. 

- An air concurrently 40 m/s [9] with a 10% 

turbulence intensity and  Hydraulic diameter  equal 

to   0.25 m at a temperature of 300 K. 

     The domain is discretized with a mesh 

multizone: hexahedral prisms with 10954 to 10051 

nodes. 

MATHEMATICAL MODELING 

In Computational Fluid Dynamics, we model the 

physical system involving fluid flow within the 

definite boundaries by the set of mathematical 

equations usually in differential form and obtain 

the numerical solution of these governing 

equations describing the fluid flow by the use of 

computational methods.  

The governing equations may include: the set 

of the Navier-Stokes equations, continuity 

equation, and any additional conservation 

equations, such as energy or species 

concentrations. The fluid flow is modeled by the 

governing equations, which show the effect of the 

governing phenomena on the fluid flow. These 

governing phenomena may include conduction, 

convection, diffusion, turbulence, radiation and 

combustion. The following is brief description of 

the governing equations. [10] 

 
Figure 1. Schematic Diagram of the Combustion 

Chamber 

Continuity Equation 

Considering the law of conservation of mass the 

continuity equation, 

 

+ u.div () +  .div (u) = 0   (1) 
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In the given equation the first term is the rate of 

change of density. In the second and the third terms 

the divergence div is the flux density or 

flux/volume. The first two terms show the two ways 

the density of the fluid element changes. If we 

assume the incompressibility condition i.e. density 

of the fluid is constant, the above equation reduces 

to, div (u) =0. 

 

Momentum Equations 

Also known as Navier and Stokes equations, 

these are derived for a viscous flow and give the 

relationships between the normal/shear stresses and 

the rate of deformation (velocity field variation). 

We can obtain these equations by making a simple 

assumption that the stresses are linearly related to 

the rate of deformation (Newtonian fluid), the 

constant of proportionality for the relation being the 

dynamic viscosity of the fluid. Following is stated 

the Navier and Stokes equation for i-th coordinate 

direction,  

 

  +  =   -   +   + Fi  (2) 

 

Where  is the viscous force tensor and F𝑖 

represents a body force in the 𝑖-th coordinate 

direction. In practical situations of combustion, all 

fluids are assumed as Newtonian and the viscous 

stress tensor is: 

 

 =  µ {   +   } -  µ   {   }  (3) 

 

Where µ is the molecular viscosity, which depends 

on the fluid. The Kronecker delta is   =1, if  i= j, 

0 otherwise. 

Species Equation 

  +    = -   +         (4) 

Where n is the number of species,      is the 

molecular diffusivity flux of the species α in the j-th 

coordinate direction,  is the mass reaction rate of 

this species per unit volume, and   is the mass 

fraction of species α. 

The diffusive flux, , can be approximated by: 

 

=  -   = -   (5) 

 

where    is the Schmidt number of the species 

α, defined as: 

                    =        (6) 

Where D is the molecular diffusivity of the species 

α relative to the other species. 

Standard k-ε turbulence model 

In this simple model, two additional transport 

equation are solved for the two turbulence 

quantities viz. the turbulent kinetic energy k and 

the energy dissipation rate ε. These two quantities 

are related to the primary variables and can give a 

length scale and time scale to form a quantity with 

dimension of  , thus making the model complete 

(no more flow-dependent specifications are 

required). This is a widely used model in CFD 

simulations. 

                            =            (7) 

The balance equation for k is: 

 +   )  = -(2/3)   + σ :  +  

{    } -  +    (8) 

 

BOUNDARY CONDITIONS 

The inlet temperature of hydrogen and air is 

considered uniform at 300 K. A fixed, uniform 

velocity 90 m/s is specified at the hydrogen inlet. 

Axis-symmetric boundary conditions are applied 

along the central axis of the combustion chamber. 

At the exit, a pressure outlet boundary condition is 

specified with a fixed pressure of 1.01325 * 105 

Pa. At the chamber wall, no-slip boundary 

condition and no species flux normal to the wall 

surface are applied. The thermal boundary 

condition on the chamber wall is taken as adiabatic 

wall condition. 
  

RESULTS AND DISCUSSION 

A number of numerical simulations have been 

performed to study the combustion phenomena 

under adiabatic wall conditions when hydrogen air 

mixture changes from lean to rich and at different 

mass flow rate of mixture. 
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The first step was a choice of the mesh to discretize 

the volume occupied by the fluid, a mesh that 

ensures convergence of the numerical procedure. To 

achieve this were tested several types of mesh. 

For testing of the mesh, methane-air combustion was 

simulated without adding hydrogen with EDM 

(Eddy dissipation model). The figures below show 

the evolution of the temperature for each type of 

mesh. 

Figure 2 shows that for an axial section of the 

injector very close (a) the change in temperature is 

almost the same regardless of the mesh type. But 

away from the injector, this trend changes from one 

mesh to another (a) and (b) except for the multizone 

mesh with three types of mapped mesh (b). 
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Figure 2. Temperature Profils for diffrent mesh 

Figure 3 shows clearly that the clearly change in the 

temperature curve is better represented by a 

multizone mesh than by automatic mesh. Indeed, in 

the first case we see that the temperature logically 

evolves in an increasing manner from one section to 

another to exit the chamber. While this trend is not 

stable in the second case: decreasing between 0.26, 

0.6 and 1.3 and 1.8 de1.3 increasing then decreasing 

from 1.8 to exit the combustion chamber. 
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Figure 3. Temperature Profils for different positions 

in the axial centreline 

Figure 4a shows an asymmetric shape of the iso-

contours in a hexahedral-dominated meshing, and 

this is the case in all types tested mesh, except for 

the multizone mesh where the shape of the iso-

contour is axisymmetric as shown in Figure 4b. 

 

 
a 

 
b 

Figure 4. Temperature iso-contours for different 

mesh: (a) Method for dominance hexahedral: mesh 

free only quadrilateral faces, (b) Method Multizone 

with a mapped hexahedral mesh / prism 

From the above we see that the evolution of the 

temperature is homogeneous and uniform 

axisymmetric for multizone mesh (prism, 

hexahedral) or no uniform (hexahedral prisms) 

than for other types of mesh. In addition, it does 

not require a lot of computing time compared to 
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other types of mesh (500 iterations against 1000). 

That is why we opted for the multizone mesh. Only 

between uniform and non-uniform mesh, we choose 

the latter. 

HYDROGEN-AIR FLAME 

The Figure below shows the temperature iso-

contours in a hydrogen-air flame with the same 

basis as those of air methane: an asymmetrical 

shape of a flame that seems blown but where the 

maximum temperature is substantially greater 

than that of methane-air (2273 k / 1887k). 

 

 
 H2-air                                                                                                

 
                                        CH4- air                                                         

Figure 5. Temperature iso-contours for 

Hydrogen-Air and Methane-Air Flames 

 
The Figure shows the contours of temperature (K) 

on the cross section along central axis of combustion 

chamber at stoichiometric air fuel ratio (at Ф=1).  It 

shows the gas temperature distribution along the 

central axis. It can be seen from this Figure that the 

highest temperature is obtained at the exit of 

combustion chamber. The flame temperature can be 

as high as 2365K, which is almost the same as the 

adiabatic flame temperature of the Combustion of 

non-premixed stoichiometric hydrogen-air mixture. 

ENRICHMENT WITH HYDROGEN 

The figure 6 below clearly illustrates the difference 

in the radial variation in temperature between three 

types of flames: air-methane, hydrogen-air and 

methane-hydrogen-air. Although the initial 

temperature and that at the end of combustion 

(flame resistance to extinction?), the Figure shows 

that hydrogen flame, is higher than in a methane 

flame, the widest radial development of this 

temperature is observed only away from the 

injector. (Fig 6d). 

As to the radial profile of the temperature of a 

methane-air flame, enriched with 10% hydrogen, it 

coincides with that of a methane-air flame without 

addition of hydrogen but with a slight increase of 

the temperature in the first flame. Indicating the 

effect of enrichment with hydrogen, ie the 

percentage remains suitable for the adopted 

configuration.  
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Figure 6- Radial Profile of for different sections 

and three flames types 
 

Figure 7 shows the evolution of the temperature in 

a methane-air flame enriched with hydrogen at 

different enrichment levels. We notice a significant 

difference in the evolution of temperature increases 

with increasing hydrogen content when combustion 

is simulated model combined with EDM/FRC. A 

slight increase when combustion is simulated with 

the EDM model. However, the maximum 

temperature may decrease when the proportion of 

hydrogen exceeds 50% (Figure 9). The temperature 
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iso-contours (Figure 8) for each percent of added 

hydrogen confirm this imbalance: the flame loses its 

axially symmetrical shape and homogeneous and 

appears blown. The best percentage of hydrogen 

addition would be a priori 50% a result confirmed by 

[3].  
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Figure 7. Radial temperature profile for different 

percentages Hydrogen Combustion added simulated 

with the model EDM / FRC combined 
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Figure 8. Iso-contours of temperature for different 

hydrogen percentages Added: Combustion simulated by 

EDM / FRC Combined 
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Figure 9. Temperature evolution for different 

percentages of Hydrogen added: Simulated Combustion 

with EDM 

 10%H2 30% H2  

 

   
90% H2 

 
Figure 10. Iso-temperature contours for different 

percentages of added hydrogen simulated 

combustion by EDM 

 

COMPARISON WITH EXPERIMENT 

The question is what model is best for simulating 

this flame? For this, a comparison is made with 

experimental data from [3]. The figure 11 shows a 

good agreement with simulation and experiment 
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results. The combined model EDM/FRC give better 

result than simple EDM model in the outlet zone of 

the combustion chamber. Near the burner region, 

the EDM model can be used with an acceptable 

precision.   
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Figure 11: Radial profile of the temperature of a methane-

air flame enriched with 50% hydrogen 

 

CONCLUSION 
In this work, the CFD based combustion 

simulations have been applied to analyze the 

combustion characteristics of non-premixed 

hydrogen-air in a 2D combustor. The CFD 

simulations, taking in to account the coupling of 

fluid dynamics, heat transfer and detailed chemical 

kinetics, are used to investigate the effects of 

various operating conditions. The combustor 

performance is evaluated by predicting the 

temperatures of exit gas of the combustor and outer 

wall of the combustor. To make the combustor 

operable, the heat output should meet the design 

criteria, the wall temperature should be lower than 

the material allowable temperature and the exit gas 

temperature should be high enough. 

In other hand, this study presents a numerical 

simulation of a non-premixed turbulent flame of 

methane-air enriched by hydrogen. The selected 

axisymmetric configuration is composed of a 

central injector of methane-hydrogen mixture 

surrounded by a bluff-body, which is surrounded by 

a co-axial air jet. The EDM (Eddy Dissipation 

model), then the FRC model (Finite Rate 

Combustion) combined with EDM are used to 

modeling the combustion phenomena. The results 

show some concordance with the temperature 

profile given by experience to a hydrogen rate of 

50%. 
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ABSTRACT  
An hybrid Lattice-Boltzman finite-difference method is proposed to assess the impact of the inclination 

angle of the cavity on thermosolutal natural convection of a binary fluid confined in a square cavity 

differentially heated and salted from two opposite walls with constant temperatures and concentrations. This 

method seems more flexible in implementing additional effects and apparently more efficient than the 

classical CFD methods. The study is conducted in the case of aiding buoyancy forces and many other 

controlling parameters. Results obtained showed important qualitative and quantitative effects of the 

governing parameters on fluid flow and heat and mass transfer characteristics. The heatlines and masslines 

concepts are also implemented to obtain additional details on heat and mass transfer processes. 
 

Keywords: Heat transfer, Numerical study, Lattice-Boltzmann method, Soret and Dufour effects, Inclined 

enclosure. 
 

NOMENCLATURE 
 

Du  Dufour parameter 

g  Gravitational acceleration 

H  Height of the square cavity 

Le  Lewis number 

N  Buoyancy ratio 

Pr  Prandtl number (/11) 

RT  Thermal Rayleigh number 

Sr  Soret parameter 

f  Vector of distribution functions 

c  Discrete velocity of the particle               

located at r 

Fy Buoyancy force 
  

 

Greek  

   Volume expansion coefficient  

 Dimensionless temperature  

 Inclination angle 

   Fluid kinematic viscosity  

   Fluid dynamic viscosity 

   Nondimensional stream-function 

 

INTRODUCTION  
Convective transport phenomena both in fluids 

and porous media have attracted the attention of 

researchers through the decades due to numerous 

applications involving these phenomena in 

industrial and environmental fields including, but 

not limitative to, underground diffusion of nuclear 

waste, oil reservoir analysis, petroleum extraction, 

mineral material migration, separation of mixtures, 

etc. Particularly, coupled heat and mass transfer by 

natural convection in a fluid confined in a 

rectangular cavity has been the object of numerous 

studies during the last decades due to the 

importance of this process which is observed in 

many geophysical and natural systems of practical 

interest. The coupling between the energy equation 

and that characterizing the conservation of species 

through Dufour and Soret parameters strengthens 

the interaction between the thermal and solute fields 

even when the fluid is at rest. 

The literature review on double diffusion shows that 

numerous studies were conducted on rectangular 

enclosures [1-3]. The literature inspection reveals 

also that the Dufour effect plays a negligible role in 

liquids, but its effect is prominent in gaseous 

mixtures. Soret and Dufour effects were in reality 

often neglected, since they are of a smaller order of 

magnitude when compared to the effects described 

by Fourier’s and Fick’s laws despite the exceptions. 
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To be more precise, the Soret effect engenders the 

separation of species in many mixtures while the 

Dufour effect should be not neglected in mixtures 

between gases since its impact could be of 

considerable importance. Even from a purely 

fundamental point of view, the Soret effect (may be 

more than the Dufour effect) has an interest justified 

by different specific behaviors engendered by its 

presence. More specifically, the bifurcation 

occurrence, the multiplicity of solutions and the 

hysteresis cycles are examples of phenomena that 

may accompany the implication of the Soret effect in 

a large category of problems in double-diffusive 

natural convection. Comparatively, and from a 

theoretical point of view (to be limited only to this 

aspect), the impact of Dufour effect on such 

phenomena remains less elucidated.  Several studies 

have been conducted in our team on thermosolutal 

convection in the presence of the Soret effect [4-6]. 

In these studies, analytical solutions have been the 

main concern in porous horizontal [4], vertical [5] or 

inclined [6] cavities. The literature review shows also 

the existence of some works on thermosolutal 

convection in the presence of both Soret and Dufour 

effects in rectangular geometries (or confined fluids 

in general) [7-9]. However, the studies addressing 

both Soret and Dufour effects remain scarce in the 

literature compared to those addressing the Soret 

effect solely. 

In view of the existing, the main objective of this 

contribution is to experiment the hybrid LBM-FDM 

to solve a natural thermosolutal convection problem 

in an inclined enclosure in the presence of Soret and 

Dufour effects.  

 

MATHEMATICAL FORMULATION 

 A schematic of the physical problem and the 

associated boundary conditions are shown in 

Figure 1 with  and . The non-

active boundaries of the cavity are considered 

adiabatic and impermeable to the mass transfer. The 

confined mixture is considered Newtonian and the 

flow is assumed incompressible and laminar. The 

velocity problem is governed by the Boltzmann 

equations (1) for the momentum equation using the 

BGK approximation [10] and the Boussinesq 

approximation while the equations of advection-

diffusion of temperature and concentration are solved 

separately using an explicit finite-difference 

technique [11]. The Lattice-Boltzmann equation in 

the presence of an external force  can be written 

for the flow field as follows: 

   

 

The model of He and Luo [12], used in this work to 

treat the incompressible case, is the most popular 

[13]. Thereby, the local equilibrium distribution 

function,  known also as Maxwell’s 

distribution function, is obtained as: 

 
    With  being the density,  the discrete velocities for 

the D2Q9 scheme and  is the weighting factor. The 

Boussinesq approximation is introduced in the discrete 

external force using the following expression: 

 

 
 

Where , ,  is the 

thermal expansion coefficient and  is the 

projection of the microscopic velocity  on the y 

axis.  

The macroscopic quantities which are the density, , 

and the velocity, , can be obtained by using the 

following formulas: 

       (4) 

 

The Chapman-Enskog procedure was used to link 

the kinematic viscosity and the thermal diffusivity to 

the relaxation time.  

The energy and species equations can be grouped as 

a single equation under the following form:  

 

   (5) 

 

Where  represents T/(S) and  represents S/(T) if 

equation (5) is the equation of energy/(conservation 

of species). The coefficients  and  are 

respectively thermal diffusivity and translating the 

coupling to Dufour effect or mass diffusivity and 

translating the coupling to Soret effect depending if 

Eq. (5) represents the conservation of energy or the 

conservation of species.  
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Equation (5) was discretized at the Boltzmann scale 

using a similar approach to that proposed by 

Lallemand and Luo [11] with  

This method is explicit and conditionally stable.  

 

 
 

Figure 1  

Studied configuration 

 

Validation of the numerical code: The 

numerical code was validated against a classical 

finite difference method (the Alternate Direction 

Implicit method). This method was used to solve the 

governing equations, which are namely, the 

dimensionless equations of vorticity, energy and 

concentration written in their transient forms. The 

iterative Point-Successive-Over-Relaxation (PSOR) 

technic was used to solve the dimensionless stream 

function equation (to satisfy the continuity equation). 

Comparative results between both methods (not 

shown here) in the case of aiding buoyancy forces 

and different values of Sr, Du and inclination angle  

have shown an excellent agreement. Other 

complementary tests relative to the conservation of 

energy and species were systematically checked with 

success at each code running. Finally, it is to specify 

that all the results presented here were obtained with 

a grid of 101101. The choice of this grid was based 

on preliminary tests using finer grids which have not 

led to a noticeable change in the results, instead they 

have led to a substantial increase in the computing 

time. 

 

 RESULTS AND DISCUSSION 
The results presented in this study are obtained in the 

case of a cavity heated and salted from opposite sides 

for different values of Sr (-0.5, 0 and 0.5) combined 

to Du (-0.5, 0 and 0.5) and  (-60°, -30°, 0, 30° and 

60°). The effect of Soret and Dufour parameters and 

the inclinaison angle on fluid flow and heat and mass 

transfer characteristics is illustrated for  

,  and . 

Streamlines, isotherms, iso-concentration lines, 

heatlines and masselines: These structures 

obtained for  are illustrated in 

Figs. 2a and 2b corresponding respectively to 

 and 0°. It is shown that the monocellular 

structure of the flow, observed for Du = Sr = 0 (not 

presented here), is still conserved even in the 

presence of Soret and Dufour effects. However, its 

intensity undergoes a considerable reduction. More 

precisely, for / 

(-30°),  drops from 9.44/(4.94) to 5.74/(2.80) 

when the couple (Du, Sr) passes from (0, 0) to (-0.5, 

-0.5).  Also, the flow intensity is nearly halved when 

the inclination passes from 0° to -30°. In fact, the 

inclination -30° puts the lightest fluid (i.e. the fluid 

located next to the left active wall) at a higher 

altitude compared with the heaviest fluid located 

next to the right active wall. Such a situation 

reduces the strength of the buoyancy forces which 

leads to a reduction of the flow intensity. The most 

important changes undergone by the flow when the 

cavity is tilted by -30° are observed in the vicinity of 

the center line, parallel to the inactive walls. A little 

away from this zone, we can see that the particles 

paths resembles somewhat to lozenges whose long 

sides are tilted with respect to the inactive wall. The 

consequence of this new structure are clearly visible 

on the isotherms and iso-concentration. In fact, the 

stratification of the isotherms and iso-concentrations 

observed a little away from the cavity boundaries is 

not parallel to the inactive walls (as it is the case for 

. As a result, the temperature and 

concentration gradients parallel to the inactive walls 

are not cancelled outside the hydrodynamic 

boundary layer. In these conditions, it is not 

expected to observe the classical thermal and solutal 

boundary layers in the cavity;  this will be clearly 

confirmed by the plot of the temperature and the 

concentration profiles (see the next paragraph).  The 

heatlines  and masslines of Figs. 2 show clearly how 

heat and solute are transported from the left active 

wall  towards the right active one. It is seen that the 

heat and solute are mainly extracted from the lower 

half of the left active wall and evacuated through the 

upper half of the right active one. The presence of 

an inert zone (zone not contributing to transport 

phenomena) occupying more than the half of the 

cavity (i.e. the zone of closed lines) results from the 

relatively important effects of convective transport. 
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Recall that, in the absence of convection, the inert 

zone disappears and the heatlines and masslines 

consist of straight lines parallel to the inactive walls. 

A qualitative comparison of the heatlines and 

masslines indicates that the paths followed by the 

solute resemble more the paths of the fluid particles 

(a little away far from the solid boundaries). In fact, 

as the solutal diffusivity is lower than the thermal one 

(Le > 1), convection affects more the solute 

transport. It should be noted that, in regions where 

convection has dominant effects, the convective 

component of heat and/or solute flux is dominant. 

Hence, the heatlines and/or masslines coincide with 

the trajectories of the fluid particles. 

 

 

 

 

 

  

 

  

 

  

  

 

 

(a)                                   (b) 

 

Figure 2 

From top to bottom: Streamlines, isotherms, iso-

concentrations, heatlines and masslines  for 

 and  (a) and 0° (b). 

 

Mid-height profiles: The influence of negative 

values of Soret and Dufour parameters are illustrated 

in Figs. 3a to 3c respectively for velocity, 

temperature and concentration profiles at mid-height 

of the cavity for Ra = 105 and . It 

is seen in Fig. 3a, that these negative values of the 

parameters Sr and Du lead to an important 

attenuation of the extremum values of velocity and 

this, for both inclinations. In addition, for given 

values of Sr and Du, the negative inclination 

engenders also a decrease of the extremum value of 

velocity in comparison with . In addition, the 

velocity profile remains insensible to the cavity 

inclination and Soret and Dufour parameters in the 

central part of the cavity where the velocity is 

almost cancelled. The situation is different in the 

case of the temperature profile where it is seen in 

Fig. 3b that the inclination has a considerable effect 

on this profile while the impact of the parameters Sr 

and Du is seen to be limited. In fact, for  

the effect of Soret and Dufour acts slightly on the 

temperature profile by increasing more the 

temperature gradients in the vicinity of the vertical 

walls. From a certain distance of the active walls, 

this effect decreases while approaching the center of 

the cavity. For  the temperature profile 

exhibits a boundary behavior in the presence and in 

the absence of the Soret and Dufour effects but the 

latter improve the temperature gradients within the 

boundary layers zones. Outside the boundary layer 

region, the Soret and Dufour effect disappears 

completely and the temperature profile becomes 

horizontal; behavior characteristic of a classical 

thermal boundary layer. In the case of concentration, 

we note some similarity (to a certain limit) with the 

behavior of temperature vis-à-vis of the inclination 

and the Soret and Dufour effect. In fact, for  

we observe also the existence of a boundary layer 

for concentration with a linear but not horizontal 

profile outside the boundary layer region. In the 

latter region, we observe also that the concentration 

profile is insensible to the Soret and Dufour effect.  

Finally, in the case of , it is seen from the 

profiles of Figs. 3b and 3c that  the temperature and 

concentration variations are considerable even in the 

core region (outside the velocity boundary layer). 

This result confirms the observations already 

formulated in the discussion of the streamlines and 

iso-solutes.    
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Figure 3 

Profiles at mid-height of the cavity for various values of  

and : profiles of velocity (a), temperature (b) and 

concentration (c). 

 

Concentration and temperature gradients: The 

profiles of the temperature and concentration 

gradients at mid-height of the enclosure are presented 

respectively in Figs. 4a and 4b. These profiles show 

that the temperature and concentration gradients are 

too small in the core region compared to the ones 

obtained in the vicinity of the active walls for zero 

inclination. However, for the inclination  -30°, we 

can observe that the temperature  gradient in the core 

is close to unity and it is about two to three times 

higher in the vicinity of the active walls for the 

combination considered for the Soret and Dufour 

parameters. A similar trend is observed for the 

concentration gradient but with an increase in the 

gap between the value obtained in the core and that 

obtained at the active walls. This difference is 

mainly due to the ratio of thermal and solutal 

diffusivities which is higher than unity (Le = 2). 

Another information to be deduced from Figs. 4a 

and 4b is the intensification of the temperature 

gradients under the Soret and Dufour effects for the 

combination Sr = Du = -0.5 for both 0° and -30° 

inclinations (in the case of the concentration 

gradient we observe a slight attenuation for -30°). 

Note that, for the same combination, the heat and 

mass transfers are reduced by the Soret and Dufour 

effects  as it will be discussed later. 
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      Figure 4 

   Gradients at mid-height of the cavity for various values 

of  and : gradients of temperature (a) and 

concentration (b). 

 

Mean Nusselt and Sherwood numbers: The 

variations of the Nusselt and Sherwood numbers 

with the inclination  are presented respectively in 

Figs. 5a and 5b in the absence (Du = Sr = 0) and in 

the presence (Du = Sr = -0.5) of the Soret and 

Dufour effects. It is seen that the variations of the 

inclination parameter  affect considerably/(weakly) 

the heat and mass transfers in the range 

/( ). Quantitatively, 

Nu/(Sh) is multiplied by 4.3 /(0.9) when  passes 

from -60° to 0°, while it changes only by 2% when  
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passes from 60° to 0°. The presence of the Soret and 

Dufour effects is found to attenuate considerably the 

heat and mass transfers. At , for example, the 

value of Nu/(Sh) is divided  by 1.68/1.52 when the 

couple (Du,Sr) passes from (0, 0) to (-0.5, -0.5). Note 

that the mass/(heat) flux induced by the 

Soret/(Dufour) effect is opposite to the one induced 

by the concentration/(temperature) gradient for 

negative value of Sr/(Du). This why we observe an 

attenuation of the heat and mass under Soret and 

Dufour effects in this study. Finally, it should be 

mentioned that the flow becomes unsteady periodic  

for the inclination 60°; the data  reported on the 

Nusselt and Sherwood figures are average values 

calculated over several flow cycles. 
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Figure 5 

Variations, vs. , of the average Nusselt (a) and Sherwood 

(b) numbers on both vertical sides of the cavity for 

different values  and . 

 

Conclusions 
Thermosolutal natural convection induced in an 

inclined cavity in the presence of Soret and Dufour 

effect is studied numerically using a hybrid finite 

difference-Lattice Boltzmann method (FD-LBM). 

The latter was validated successfully against 

classical methods based on the resolution of Navier-

Stokes equations. It is shown that the combined 

effect of Soret and Dufour parameters and the 

inclination angle may lead to important changes in 

the heat and mass transfer characteristics. An 

inclination of -30° combined with Sr = Du = -0.5 

reduces the flow intensity to one third and the 

Nu/Sh to almost 45%/(38%). An increase of the 

inclination in the range 0°to 60° has not 

considerable effect on Nu and Sh. 
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ABSTRACT  
A solution based on the incorporation of a phase change material with ventilation tubes is proposed. This 

coupling is tested on a building material "concrete block" to increase the thermal inertia of the buildings wall. 

In the first part of the study, an experimental device is designed to compare the thermal response of different 

configurations depending on the condition of the tubes (open, closed, ventilated). The second part is a 

numerical simulation conducted using the COMSOL Multiphysics software on a three-dimensional model. The 

results show the suitability of the new solution to ensure a large thermal inertia of a building. 

KEYWORDS: Phase Change Materials, PCM, Latent heat storage, Thermal inertia, Building 

NOMENCLATURE 
 

Latin letters 

Cp       specific heat at constant pressure (J/kgK) 

h          convective heat transfer coefficient (W/m2K) 

k          thermal conductivity (W/mK) 

T          temperature (K) 

t           time (s) 

Tsl        phase change temperature (K) 

 

Greek letters  

M  the activation function of the material, 0 or 1 

  density (kg/m3) 

 

Subscript 

app       apparent 

e           external 

f            face 

i             internal   

l             liquid 

PCM      phase change material  

s             solid 

 

INTRODUCTION  
In the current context, energy problem and 

environmental balance are widely imposed in all 

areas of human life. Emissions of greenhouse gases 

and increasing the consumption of fossil fuels 

greatly influence energy balance. However, the 

world is mobilizing increasingly for identifying 

these issues. The industrial sector and the 

construction sector are presented among the largest 

consumers of energy. 

In the building sector, the constraints are increasing, 

the economic aspect requires that construction be 

more lightly. The sensitive storage in the thick walls 

can improve occupant comfort, but the need to 

reduce the walls thickness affects considerably the 

thermal inertia of the building elements. Several 

works have been developed to solve this problem 

[1]. Among the solutions, the use of the latent heat 

storage properties. 

The integration of phase change materials (PCMs) 

in the building began in 1940. Since then, this 

principle is used in many applications related to 

thermal comfort in the building and also in the 

thermal storage applications [2].  



17 – 20 May 2016, La Rochelle, France 

348 Laaouatini et al., 

The contribution of the phase change material 

appears in the large storage capacity by latent heat. 

When they are integrated into building elements, this 

ability intervenes to create a thermal phase shift 

between the storage and release of energy and 

amortization that would minimize the needs on air 

conditioning. During the summer period, operation is 

effective to absorb heat peaks due to daytime outdoor 

temperatures. The incorporation of PCM, in the 

various structural components, is done in several 

ways including: Direct incorporation, impregnation 

of building materials, the incorporation of the 

capsules filled with PCM in the construction 

elements. However, the constraint that arises is the 

possibility of leakage of PCM in liquid phase. This 

problem has promoted the use of mixtures with 

polymers in order to have gels, which gives a 

mechanical stability during melting [3-10]. 

This work is part of use of stabilized PCM and 

presents a study on an integrated building solution, 

developed to increase the thermal inertia of the 

building envelope. This component is a hollow 

“concrete block '' filled with PCM (mechanically 

stable in the liquid state). This new system includes 

vertical ventilation tubes to control the 

loading/unloading interior energy. We study the 

thermal behavior of this coupling. The study is 

addressed both on the plane, experimental and 

numerical, to highlight the effectiveness of this 

solution and allow control of the temperature inside 

the building. 

 

DESCRIPTION OF THE EXPERIMENTAL 

DEVICE 
 

System block / PCM / Ventilation: The concrete 

block used is a commercial hollow block having the 

following dimensions: 50 cm x 20 cm x 9.5 cm. 

Consisting of 3 rectangular cavities whose geometric 

characteristics: length, width and height are 

respectively 13 cm, 6.5 cm and 17 cm. 

The tubes used are on PVC, with a diameter of 2 cm 

and a thickness of 1 mm (Fig. 1). Two holes are made 

in the base of three cavities in order to place the six 

tubes. The PCM is incorporated directly in the 

molten state (temperature higher than the sol-gel 

temperature). The volume of the PCM in each cavity 

is equal to 1140 cm3. The Figure 2 shows a 

photograph of the resulting system. 

The PCM used is a mixture of a paraffin and a 

styrene-type polymer. This mixture has a high 

mechanical stability, which is important to prevent 

leakage problems. The paraffin used is a commercial 

product having a melting temperature of 28 °C and a 

latent heat of 245 kJ/kg. The normalization of the 

manufacturing process as well as the 

characterization of this material are being 

optimized. 

 
Figure 1. Description of the disposition of the 

tubes in the concrete block 

 

 
Figure 2. Photography of the block filled with 

PCM and ventilated tubes 

 

Experimental procedure: A device shown 

schematically in Figure 3, is used to study the thermal 

dynamics of the block subject to thermal constraints. 

This device comprises: 

 a heating system based on a silicone 
resistance in form of flexible plate, that 
allows for an acceptable contact for good 
heat transfer on one of side surfaces of the 
block. 

 8 K-type thermocouples placed at half 
height on the same transverse plane and in 
the different module areas as described in 
Figure 3 (thermocouple characteristics: 0.5 
mm weld diameter, response time 5 s, 
incertitude ± 1.5 °C, measurement range -50 
to 650 °C). 

 small fans having the same diameter as the 
tubes to control the intra-tube air flow (air 
velocity in the pipe is between 0 and 1 m/s) 
(fan characteristics: power 0.45 W, debit 
0.085 m3/min, rotation speed 104.72 rad/s). 

 polystyrene insulation system (Fig. 4) was 
placed on all surfaces except the second side 
surface that is left in direct contact with the 
ambience (ambient temperature in the 
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laboratory), this limits heat loss and ensures a 
unidirectional transfer. 

 a data acquisition system consists of two 
cards of National Instruments is used. It 
allows to monitor the evolution of 
temperature with 8 thermocouples. 

 a relay board to program the heating cycle 
(temperature) to be imposed. The acquisition 
program was developed on LabVIEW. 
 

The heating resistor has been adapted through 

preliminary tests and a power of 462 W/m2 allows a 

temperature rise from 20 to 64 °C on the heated side 

after approximately 5 hours. This increase is adopted 

to test the different configurations. The laboratory 

temperature slightly fluctuates around 20 °C during the 

experiment. The injection of air through ventilation is 

done immediately after stopping the heating. 

 

 
Figure 3. Schematic representation of the 

experimental bench 

 

 
Figure 4. Photography of the experimental 

device 

 

EXPERIMENTAL RESULTS 
 

The experimental approach adopted allows tracking 

temperatures for 24 hours. This approach responds to 

the thermal behavior of the PCM, as it allows the 

temperatures within the PCM to stabilize. In the 

results presented here, a comparison is done between 

the three cases closed tubes: Open tubes, tubes with 

ventilation.  

 

 
Figure 5. Time evolution of the temperature 

inside the concrete block filled PCM and intra-

ventilated by the tubes 

 

Figure 5 shows the temperatures recorded by the 

five thermocouples (T1, T2, T3, T4 and T8). We 

note the linear trend of temperature across all probes 

with a phase shift related to the progression of the 

heat flow in the different materials. When stopping 

the heating, the temperatures drop after 2h30 to 

stabilize around the phase change temperature. The 

rapid response of the temperature obtained by the 

thermocouple T4 shows the effect of ventilation on 

improving energy release. The temperature 

variations show that the system is equivalent to a 

resistance-capacitance in the case without 

ventilation. In the case with ventilation, the behavior 

can be represented by a shunt resistor which 

describes the flow in the middle of the system. The 

calculation of the characteristic time for various 

temperatures shows the improvement of thermal 

inertia. This experiment shows both the influence of 

the use of PCM for increasing the thermal inertia of 

the element and also the role of the tubes to increase 

the heat exchange surface within the PCM. The 

temperature on the inner face rises slightly to 26 °C 

before stabilizing. 
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In order to highlight the action of the tubes on the 

behavior of PCM, we compared on figure 6, the 

temperatures before and after the tube in the three 

studied cases. The temperature curves obtained by 

the thermocouple T2, show that the difference 

between the levels of the temperatures achieved is 1 

to 2 °C, with a more rapid response by ventilation. 

This part of the PCM is too influenced by the heated 

face. In the other side of the tube, the temperature 

level decreases to about 20 °C, a very important 

phase shift which marks the contribution of 

PCM/tube coupling. In both cases, tubes closed and 

open tubes, the temperatures converge towards a 

bearing in the range of phase change temperatures. 

For the response in case with ventilation, temperature 

does not exceed the melting threshold, it quickly 

drops from 27 to 25 °C before continuing to room 

temperature. 

 

 
a) 

 
b) 

 

Figure 6. Temperature variation in the PCM: a) 

between the heated face and the tube b) between 

the tube and the side in contact with the ambient 

air 

 
Figure 7. Evolution of the temperature on the side 

face of the block 

 

Figure 7 shows the evolution of the temperature on 

the side face of the block, the analysis, performed 

on the temperatures within the concrete block, 

explains the behavior on the side in contact with the 

ambient air. Here, the influence of the atmosphere of 

the laboratory is important. We note that the system 

behavior highlighting appears clearly in the PCM 

near the side in contact with ambient air. Knowing 

that laboratory temperature does not correspond to a 

temperature of comfort. 
 

NUMERICAL SIMULATION 
 

To simulate the behavior of the system, a 3D 

modeling with finite element was developed using 

the simulation software COMSOL Multiphysics. 

Heat transfer in the PCM is based on use of the 

method of the apparent heat capacity. The equation 

governing heat transfer is: 
 

  . ( )P Mapp

T
C u T k T

t

 
       

 
     (1) 

 

Where  , 
pC and k  are the intrinsic characteristics 

of the material of the middle concerned, u  is the 

velocity field and M  the activation function of the 

material with 0 or 1 respectively in the solid and the 

fluid. 
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Figure 8. Schematic explication of the thermal 

module and the boundary conditions for the 

simulation 2 

 

Two simulations were conducted, the first simulates 

the conditions imposed in the experimental protocol 

to validate the results. The second simulation uses 

real boundary conditions of a Mediterranean climate 

in summer. Outside, a solar flux and a sinusoidal 

temperature (between 20 and 39 °C). Inside, a 

comfortable temperature of 25 °C is imposed by an 

air conditioning device. The exchanges by convection 

with surrounding environments are included on both 

surfaces, internal and external, with convective 

coefficients estimated by correlation to a low air 

speed (he = 17 W/m2K and hi = 8 W/m2K). Air 

Injection is carried out from the time when the 

outside temperature is strictly less than the melting 

temperature of the PCM. 
 

 
Figure 9. Comparison of temperature variations 

obtained numerically and experimentally  

 

 

 
Figure 10. Evolution of the temperature on the inner 

side of the block for each configuration  

 

Figure 9 shows the comparison between the results 

from the simulation and those obtained by 

experiment. We remark a small difference between 

these data, which is probably due to the heating 

resistance that does not have a uniform power over 

the whole surface of the block. Thus, the influence 

of thermal insulation, which is not ideal to eliminate 

heat loss. In general, good agreement between the 

simulation and experiment is observed, which is 

used to validate the model. 

For the second simulation, Figure 10 shows the 

evolution of the temperature on the inner side of the 

block for all three cases:  tubes closed, open tubes 

and with ventilation speed of 1 m/s. Comparison 

with the temperature on the outside shows that in 

addition to the contribution of PCM, the addition of 

ventilation tubes saves 6 °C on the inner side with 

respect to the maximum temperature. Stabilization 

of the minimum temperature on the inside rises to 4 

days, the integration of PCM imposes a level of the 

temperature around the temperature of phase change 

Tsl. 

 

CONCLUSIONS 
The study described in this paper is part of a project 

whose goal is to achieve optimal walls made from 

concrete block filled with PCM and ventilated 

tubes. The goal is to increase the thermal inertia of 

the walls to absorb thermal stresses imposed from 

the outside. The proposed coupling is based on the 

thermal properties of PCM with the principle of 

increasing the exchange surface by ventilated tubes. 

The functioning of the system prevents the rapid 

increase of the peaks daytime temperatures and 

destocking by injecting air at night. 

An experimental study was conducted to highlight 

the thermal behavior of this system. The results 
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confirms that the insertion of the paraffin with the 

tubes allows to have a temperature level around the 

temperature of phase change and therefore the 

damping applied thermal stresses. In perspective, we 

will envisage to test the influence of the variation of 

the air velocity and improving the control of 

temperature imposed by the heating system. 

The 3D numerical simulations were conducted 

using the COMSOL Multiphysics software. The first 

simulation shows good agreement between the 

experimental and numerical results. An improvement 

can be obtained by better adapting of the heating 

system. The second simulation is based on summer 

discomfort conditions. The results confirm, on the 

one hand, the contribution of PCM for controlling 

temperatures within that construction element and on 

the other hand, the influence of the addition of the 

splines on the overall response and in particular on 

the side interior walls. This simulation will be the 

base of a predictive tool to optimize this coupling. 
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ABSTRACT 
This study used an industrial waste, pleurotus mutilus to produce biosorbent for nickel (II) metal ion 

removal in a fixed-bed column. The biosorbent properties were characterized by using Potentiometric 

titration and Fourier transform infrared spectroscopy (FTIR). The adsorption capacities were 

determined through Thomas and Yoon-Nelson’s models for various pH values, in order to obtain the 

best adequacy of column data and to determine the characteristic parameters of the column. The 

models were found appropriate for describing the biosorption process of the dynamic behaviour of the 

pleurotus mutilus in column. The elution efficiency for nickel (II) metal ion desorption from pleurotus 

mutilus was determined for 0.1 M HCl, exhibited elution efficiencies greater than 78%. 

INTRODUCTION 

Industrial mining sites are one of the prominent 

sources of heavy metal pollutants, which are 

transported by run-off water and contaminate 

water sources. Heavy metal pollution causes 

significant environmental problems due to the 

toxic effects of metals, it can bind to the surface 

of microorganisms and may even penetrate 

inside the cell. The microorganisms use 

chemical reactions to digest food and their 

accumulation throughout the food chain leads to  

serious ecological and health problems [1, 2]. 

Physical and chemical techniques have been 

widely used for removal of heavy metals from 

industrial wastewater, such as chemical 

precipitation, chemical oxidation or reduction, 

ion-exchange, filtration, electrochemical 

treatment, reverse osmosis, membrane 

technologies and evaporation recovery [3]. The 

conventional methods have some limitations [4, 

3]. One of the major problems linked to these 

methods is when the metals are in the range of 

1-100 mg L-1 because they are expensive and 

can themselves produce other waste problems. 

This has limited their industrial applications [5]. 

Biosorption offers an economically feasible 

technology for efficient removal from aqueous 

solution. 

The aim of this work is to develop a cheap 

technology for the removal of nickel (II) ions in 

a fixed-bed column from synthetic aqueous 

solutions onto pleurotus mutilus as biosorbent, 

which is inexpensive and widely available 

source of biomass. Effect of pH was studied. 

Both Thomas and Yoon- nelson’s models were 

used to analyze the column experimental data 

and to determine the characteristic parameters of 

the column. The possibility of regeneration of 

Pleurotus mutilus biomass was also studied. 

 

MODELING AND ANALYSIS OF 

COLUMN DATA 
 

Thomas’s model and Yoon and Nelson’s model, 

were used to analyze the column performance 

for the removal of nickel (II) from aqueous 

solution [6-8].  

 

The linearized form of Thomas’s model can be 

expressed as follows: 

tCK
F

MQK

C

C
Th

Th
0

00 1ln 









        

(1)   

 
 

Where kTh is the kinetic constant in (l mg-1 h-1), 

Q0 is the maximum adsorption capacity (mg g-1), 

t is the time for biosorption (h), F is the 



International Conference On Materials and Energy 

356   Gherbia et al. 

volumetric flow rate (ml min-1) and M is the 

sorbent mass (g). 

The kinetic coefficient kTh and the maximum 

adsorption capacity of the bed Q0 can be 

determined from a plot of ln[(C0/C)-1] against t. 

 

The linearized form of the Yoon and Nelson’s 

model is as follows: 

YNYN KtK
CC

C












0

ln           (2) 

   

 Where kYN the rate constant (ml min-1), τ is the 

time required for 50(%) adsorbate breakthrough 

(h) and t is the breakthrough time (h). 

 

The overall sorption zone (Δt) is the difference 

between the bed exhaustion time te and 

breakthrough time tb were calculated from the 

breakthrough curve.  

 

Total amount of nickel sent to column (mtotal) is 

calculated as follows. 

 

1000

0 e
total

tFC
m




             

(3)   

The removal efficiency R(%) can be calculated 

from the ratio of the sorbate mass biosorbed to 

the total mass of sorbate sent to the column, as 

follows. 

The removal efficiency: 

 

R (%) 100
total

ad

m

m
            (4) 

 

The area below the desorbed metal 

concentration versus time plots, obtained 

through numerical integration, can be used to 

find the metal mass desorbed md. The elution 

efficiency E(%) can be calculated as follows . 

100(%) 
ad

d

m

m
E             (5) 

The column uptake (Qcol) can be calculated by 

dividing the total mass of biosorbed sorbate 

(mad) by the mass of the biosorbent (M). The 

mass biosorbed of sorbate is calculated from the 

area above the breakthrough curve (C vs. t) is 

obtained through numerical integration, 

multiplied by the flow rate [9, 10]. 

 

EXPERIMENTAL 
Preparation of Biomass  

 

Antibiotic fermentation produces large amounts 

of semi-solid, Pleurotus mutilus is a waste 

product from the production of Pleuromutilin 

antibiotic veterinary obtained from SAIDAL 

Antibiotical (Médéa-Algeria) which is normally 

disposed by incineration. This biomass was 

washed several times with distilled water to 

eliminate impurities and dried at 60 ◦C for 24 h 

to constant weight. It was, then, crushed using a 

mortar and sieved using a sifter RETCH (model: 

AS 200) in order to select a fraction biomass 

with particle diameters between 315 and 400µm.  

 

Characterization of Biomass 

 

a) Potentiometric titration of Biomass 

 

For each titration, a constant mass of Pleurotus 

mutilus biomass 1 g was placed in contact with 

50 ml of 0.1 mol L-1 NaNO3 as background 

electrolyte for all the experiments titration, at 

-30 -20 -10 0 10 20 30 40
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Figure 1   

Potentiometric titration curve of Pleurotus 

mutilus 

. 

room temperature, the Flasks were continuously 

stirred during 2 hours at 200 rpm. After adding a 

definite volume of 0.1 N HaOH or HCl into each 

flask containing the biomass suspension. Flasks 

were agitated for 24 h.  

Figure 1 shows two inflection points at 

approximately pH 4.97 and 8.18, which 

corresponds to pKa values of two groups, may 

be carboxyl and saturated amine. These groups 

are likely to be responsible for nickel (II) metal 

ion biosorption.  

 

b) Surface charge density 

 

Figure 2 shows the variation of surface charge 

density of Pleurotus mutilus as a function of pH, 

was calculated according to the following 

equation [11, 12]. 
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HOHf CC ba








             (6)    

where σ is the surface charge density (C m−2), f 

is the faraday constant (C mol−1), Ca and Cb are 

the concentrations (mol L−1) of the acid and base 

added to the suspension, [OH−] and [H+] are the 

concentrations of OH− and H+ measured from 

the pH of the solution, a is the concentration of 

the Pleurotus mutilus biomass in the solution (g 

L-1), and S is the specific surface area of the 

sample (m2 g-1). 

Figure 2 shows that the surface is charged 

positively in the acidic pH range below the PZC 

(at around pH 8) as the number of –NH3
+ groups 

predominate over the –COO− groups. With the 

increase in pH, the concentration of –NH3
+ 

would decrease and–COO− concentration would 

increase. The concentrations of the two would 

become equal to each other at the PZC [–NH3
+ = 

–COO−]. Negatively charged above the PZC as 

the number of –COO− groups predominate over 

the –NH3
+ groups [–COO− > –NH3

+], this effect 

is certainly caused by the ionization of the 

carboxylic groups at higher pH values. 
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 Figure 2 

 Variation of surface charge density of 

Pleurotus mutilus as a function of pH 

 

c) Ion exchange capacity of Biomass 

 

Cation and anion exchange properties of the 

biomass were studied, the calculation of ion 

exchange capacity q (meq g-1) was calculated by 

the following equation [13]. 

 

 

m

VVC
q

ba

1000

21, 
                (7)  

Were Ca,b (mole L-1) is the concentration of the 

acid/base, V1(mL) the volume of added 

HCl/NaOH in Pleurotus mutilus experiment at 

defined value of pH, V2(mL) the volume of 

added HCl/NaOH in blank experiment at the 

same pH and m (g) is the mass of Pleurotus 

mutilus biomass.   The ion exchange capacity of 

Pleurotus mutilus is presented in Figure. 3. 

According to Figure 3, the cation exchange 

capacity of P. mutilus biomass was higher than 

0.003 meq g-1, while the anion exchange 

capacity was higher than 0.0027 meq g-1.
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Curve of the ion exchange capacity of 

Pleurotus mutilus as a function of pH 

 

d) FTIR analysis of biomass 

 

From the figure 4 the broad stretching 

absorption band at 3438 cm-1 representing –OH 

groups of the β-glucose and –NH stretching of 

the protein and chitin-chitosan in the biomass. 

This indicates that there is a possibility of metal 

binding in carboxyl and amino groups. The 

bands observed at around 2924 cm-1 are ascribed 

to the symmetric and asymmetric stretching of 

C–H bond of the –CH2 and –CH3 groups. The 

band at around 1640 cm-1 indicates that assigned 

to C=O stretching vibration coupled to N–H 

deformation of the amide I group of protein and 

chitin-chitosan. The deep band at around 1085 

cm-1 could be assigned to the O–C–O stretching 

of sugars.  

 
Figure 4 

 FTIR spectra of Pleurotus mutilus biomass 
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Fixed-bed column biosorption study 

 

a) Experimental procedure 

 

The experiments were carried out in glass 

column of 18 cm length and 1.6 cm internal 

diameter, which filled with10.0 g of Pleurotus 

mutilus. Porous sheets were attached at the 

bottom of the column and the top of the bed in 

order to support the fungi bed, to ensure uniform 

liquid distribution into the column and to avoid 

the loss of biomass. Figure 5 shows the 

schematic diagram of the column. The initial ion 

concentrations of 50 mg L−1 was prepared by 

diluting 1 g L−1 of stock Nickel solution, which 

was obtained by dissolving NiCl2. 7H2O in 

distilled water and the pH of each test solution 

was adjusted to the required value with 0.1M of 

HCl or NaOH solutions, Nickel (II) solution was 

pumped upward through the column at flow rate 

of 20 ml min-1 by a peristaltic pump. Samples 

were collected from the exit of the column at 

regular intervals and analyzed using flame 

atomic absorption spectrophotometer (Shimadzu 

AAS. Model: AA-6300-P/N 206-51800) at 

wavelength 232 nm. 

 

 
 

Figure 5 

 Schematic diagram of experimental column  

 

b) Effect of initial solution pH on breakthrough 

curves 

 

The value of pH is an important environmental 

factor influencing not only site dissociation, but 

also the solution chemistry of the heavy metals 

which strongly influence the speciation of the 

heavy metals [7, 14-16]. The experiments were 

carried out at initial Ni (II) concentration of 50 

 mg/L, particle size of adsorbent of 315-500 μm 

and pH values 2.0, 4.0 and 6.0. 

Figure 6 shows the effect of pH values on 

adsorption of Nickel onto P. mutilus using a plot 

of (Ct/C0) versus time (t).  As shown in Figure  

6, when the value of pH was 2.0, the value of 

Ct/C0 reached 0.96 in 3h but the breakthrough 

curve of the pH 4.0 and 6.0 was not more than 

0.45 and 0.18 in the same time, respectively. 

Obviously, with an increase of pH in the 

influent, the breakthrough curves shifted from 

left to right, which indicates that more Ni (II) 

can be removed (table. 1). It would spend more 

time reaching the saturation. 

The results suggested that with the increasing of 

pH in experimental condition, the adsorption 

capacities increase. The surface of P. mutilus 

may contain a large number of active sites, as 

the pH increased from 4 to 6, the ligands such as 

carboxylate groups were deprotonated, 

increasing the negative charge density on the 

biomass surface, thus enhancing the binding 

metal cations via ion exchange mechanism, but 

the high pH value can cause precipitation of 

metal complexes. On the other hand, at pH 2, the 

carboxylic and amino groups become protonated 

and, thus, are no longer available to attract metal 

ions from solutions [16]. 
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Figure 6 

Breakthrough curve of the effect of pH values 

on biosorption of Ni (II) onto P. mutilus (F = 20 

ml min−1, C0 = 50 mg L−1 and 25°C). 

 

c) Application of the Thomas and Yoon-Nelson 

models 

 

Thomas and Yoon-Nelson’s models were 

applied to investigate the breakthrough behavior 

of Ni (II) from synthetic aqueous solution onto 

Pleurotus mutilus in a fixed-bed column. The 

parameters of Thomas’s model were determined 

by the slope and intercept of the linear plots of 

ln[(C0/Ct)-1] versus time t. Analysis of the 

regression coefficients indicated that the 

regressed lines provided excellent fits to the 

experimental data with R2 values ranging from 

0.97 to 0.99. According to Table 2 the values of 

Q0 increased and kTh decreased with increasing 

of the values of pH. On the other hand, the 
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maximum solid-phase concentration of solute Q0 obtained by using Thomas’s model are 

very similar to Column uptake Qcol values 

obtained through numerical integration, 

indicating that Thomas’s model fits excellently 

to the experimental data. Also, the parameters 

predicted from Yoon-Nelson’s model at 

different pH are presented in Table 2.  The rate 

constant kYN decreased and the time required for 

50% adsorbate breakthrough τ increased with 

increasing of the values of pH. Also, the 

regressed lines of the experimental data fit well 

with Yoon-Nelson’s model indicating that 

Yoon-Nelson model is also appropriate to 

describe the adsorption of p. mutilus in fixed bed 

column.  

 

Table 1 

Column data and parameters obtained at different values of initial pH. 

pH        F 

(ml min-1) 
tb  

(h) 
te  

(h) 
Veff 

 (L) 
mad  

(mg) 
mtotal 

(mg) 
Q0 

(mg/g) 
R 

(%) 

2        20 
 

0.47 3.6 4.32    93.0 216.27 09.30 43.03 
4 0.98 6.3 7.92 197.7 358.72 17.97 55.11 
6 1.57 8.5 10.2 259.7 511.34 25.93 50.78 

 

Table 2 

Parameters predicted from Thomas and Yoon-Nelson models at different pH. 

pH Thomas parameters 
KTh (L mg-1 h-1)   Q0 (mg g-1)    R2                                                                          

Yoon–Nelson parameter 
 KYN (min−1)       τ (min)      τ50% exp (min)        R2 

2      0.0549        11.47 0.991   0.0866 37.78   37.16 0.991 
4      0.0342        19.86 0.957 0.1064 52.27 48.18 0.957 
6      0.0247        28.71 0.979 0.1145 78.20 72.29 0.979 

 

50% adsorbate breakthrough τ increased with 

increasing of the values of pH. Also, the 

regressed lines of the experimental data fit well 

with Yoon-Nelson’s model indicating that 

Yoon-Nelson model is also appropriate to 

describe the adsorption of pleurotus mutilus in 

fixed bed column.  

 

d) Regeneration studies 

 

Desorption of nickel (II) from P. mutilus was 

also studied. 0.1 M of HCl solution was 

pumped through the column in order to remove 

the nickel (II) from P. mutilus biomass at 

different flow rates; the concentration of nickel  

was measured until dropped to a value around 

zero. The results are presented in the figure 7 

and 8.  

 

CONCLUSIONS 

 

This study demonstrated that P. mutilus 

constitute a promising material for the 

development of a low cost biosorption 

technology the removal of nickel (II) from  

aqueous solutions in a fixed-bed column. The 

results showed that both Thomas’s and Yoon–

Nelson’s models were found suitable to predict  

 

 

the adsorption performance for Ni (II) 

adsorption in a fixed-bed column. 

P. mutilus can be regenerate with 0.1 M HCl 

and used again after the desorption process. 
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Elution curves for desorption of nickel with 

0.1 M HCl at different flow rates at different 

flow rates (F1=5, F2= 10 and F3= 20 ml min-1)
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Amounts of adsorbed and desorbed nickel 

(II) at different flow rates (F1=5, F2= 10 and 

F3= 20 ml min-1) 
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ABSTRACT  
Few-layer black phosphorus [1], a new   elemental    2D material recently isolated by mechanical exfoliation, 

is a    high-mobility layered semiconductor with a direct bandgap that is predicted to strongly depend on the 

number of layers.  

We perform a comprehensive first-principles study of the electronic properties using tight-binding model [2] of 

phosphorene nanoribbons and multilayer phosphorene. Our calculations show that multilayer phosphorene 

sheets are semiconductors with their bandgaps decreasing with increasing the number of multilayers. For 

zigzag phosphorene nanoribbons (z-PNRs) are metals, regardless of the ribbon width while armchair 

phosphorene nanoribbons (a-PNRs) are semiconductors with indirect bandgaps and the bandgaps are 

insensitive to variation of the ribbon width. 

INTRODUCTION 

Recently, a new 2D material, namely, layered black 

phosphorus or phosphorene [1], has been isolated in 

the laboratory through mechanical exfoliation from 

bulk black phosphorus and has immediately received 

considerable attention [2]. It turns out that 

phosphorene possess some remarkable electronic 

properties as well. For example, it is reported that 

phosphorene has the drain current modulation up to 

105 and carrier mobility up to 1000 cm2V-1s-1, which 

makes phosphorene a potential candidate for future 

nanoelectronic applications [3]. Phosphorene also has 

a direct bandgap which can be modified from 1.51 

eV for a monolayer to 0.59 eV for a five-layer [4]. 

Moreover, the p-type black phosphorene transistor 

has already been integrated with the n-type MoS2 

transistor to make a 2D CMOS inverter [5].  

Our goal in this communication is to apply the above 

mentioned tight-binding model for phosphorene 

zigzag and armchair nanoribbons and calculate the 

band structure and quantum conductance of the 

ribbons and compare the results with other more 

sophisticated calculations. Then, we examine the 

effect of the application of transverse electric field on 

the band structure and quantum conductance of both 

zigzag and armchair nanoribbons. 

ANALYSIS AND MODELLING 

The tight-binding Hamiltonian recently proposed for 

this system [6] is given by 

H =∑i,j  tij C+
iCj                                   (1) 

where summation is over the lattice sites, and tij are 

the hopping integrals between ith and jth sites, and 

C+
i and Cj represent the creation and annihilation 

operators of electrons on sites i and j, respectively. 

These hopping integrals between a site and its 

neighbours are shown in Fig. 1. 

Figure 1: (a) Crystal structure and hopping integrals ti of a 

single layer phosphorene for the tight-binding model. (b) Top 

view. The dark (grey) balls represent phosphorus atoms in the 

upper (lower) layer. The dotted rectangle represents a primitive 

unit cell containing four atoms. The parameters for the bond 

angles and unit cell lengths are taken from [7]. 
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The connections in each zigzag chain in the upper or 

lower layer are representing the t1 hoppings, and the 

connections between a pair of upper and lower zigzag 

chains represent the t2 hopping integrals. t3 is 

between the nearest sites of a pair of zigzag chains in 

the upper or lower layer, and t4 is the hopping 

between the next nearest neighbour sites of a pair of 

the upper and lower zigzag chains. t5 is the hopping 

between two atoms on upper and lower zigzag chains 

that are farthest from each other. 

The explicit values of these hopping’s as suggested 

by [6] reads t1 = -1,220 eV, t2 = 3,665 eV, t3 = -0,205 

eV, t4 = -0,105 eV, and t5 = -0,055 eV.  

The special character of this model is that the second 

hopping integral is positive. This implies zigzag 

chains with negative t1 hoppings along the chains and 

positive t2 hoppings that connect these chains. For 

zigzag nanoribbons, the eigen-states of the transverse 

modes, which characterize the behaviour of the states 

as edge states or bulk states are along both t1 and t2 

connections. As depicted in Fig. 1 the unit cell of 

phosphorene is a rectangle containing four 

phosphorus atoms. 

 

 

 

RESULTS AND DISCUSSION 
 

A) One-dimentioanal phosphorene  

 
 

 
Figure 2: Top view of the crystal structure of monolayer BP 

 

In Fig. 3, we show the band structures of monolayer. 

One can see that in the case of the monolayer, all 

spectral features remain essentially the same as for 

bulk BP, with the exception of the gap between the 

VB and CB, which also appears at the point, but has 

a significantly higher value (1.60 eV). 

 

 
Figure 3: The band structures of monolayer of black-

phosphorene. 

 

B) One-dimentioanl phosphorene 

nanoribbons  
 
In the next step we study the dependence of the 

electronic properties of the aPNRs and zPNRs. 

 

The band structure (shown in Fig. 4) for the aPNRs, 

it is clear that the size of the band gap for the ribbon 

is determined by the position of the conductance 

band (CB) and valence band (VB). The electronic 

states associated with the VB and CB states are 

located in the bulk of the ribbon. Since the Fermi 

energy is located in the band gap, all aPNRs are 

semi-conductors independent of their ribbon width. 

 

 
 

Figure 4: The band structures of monolayer of aPNRs. 

 

 

 

 

We also calculated the change of the band gap of 

aPNRs as a function of different widths 

(Shown in Fig. 5). The band gap uniformly 

decreases. By increasing the aPNR width the band 

gap decreases much faster. This is due to the fact 
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that the electrostatic potential difference is 

proportional to the ribbon width. 

 

 
Figure 5: The band gap of zPNRs and aPNRs as a function of 

ribbon width 

 

Now we focused on the structure band of zPNRs 

(Fig. 6). Like in aPNRs it is clear that the size of the 

band gap for the ribbon is determined by the position 

of the conductance band (CB) and valence band 

(VB). Since the Fermi energy is located in the band 

gap, all zPNRs are semi-conductors independent of 

their ribbon width. 

 

 

 
Figure 6: The band structures of monolayer of zPNRs. 

 

 

As in aPNRs, we calculated the change of the band 

gap of zPNRs as a function of different widths 

(Shown in Fig. 5). By increasing the zPNR width the 

band gap decreases much faster. This is due to the 

fact that the electrostatic potential difference is 

proportional to the ribbon width. 

 

 

 

CONCLUSION 
We presented in this paper, the electronic properties 

of a black-phosphorene and the aPNRs and zPNRs 

nanoribbons. We found that the band gap in black-

phosphorene is around 1.6eV and the band gap in 

aPNRs and zPNRs uniformly decreases by 

increasing the width. Our numerical results based on 

a five parameter tight-binding model for PNRs show 

that zPNRs and aPNRs are always semiconductors 

independent of their ribbon width. Our results based 

on the relatively simple tight-binding model are in 

good agreement with first-principle calculations and 

this suggests that this model can provide a 

reasonable basis for studying the electronic 

properties of this system. 
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ABSTRACT  
Recently a bundle of two Single Walled Carbon Nanotubes (SWCNTs) have been synthetized using the chemical vapor 

deposition method and named this Nano system, dimer. The homogeneous (two identical SWCNT) and inhomogeneous 

(non-identical SWCNT) dimers of SWCNTs are characterized by a weak van der Waals interaction between the 

neighboring carbons of its two constituting SWCNTs. In this paper, we report the calculation results of infrared active 

modes in dimer of SWCNTs. The spectra calculations are performed using the spectral moment’s method (MMS). We 

present the evolution of the dimers of SWNCTs Infrared spectrum as a function of the diameter and chirality of the two 

interacting nanotubes. The results are useful for the interpretation of the future experimental data of dimer of carbon 

nanotubes. In the second part of this paper, we investigated the electronic properties of bundle of SWCNTs and the effect 

of coupling between nanotubes on charge transfer processes. 

KEYWORDS: Carbon nanotube, Raman, Infrared, Dimer, charge transfer, MMS. 

NOMENCLATURE 
MMS: spectral moment’s method 

SWCNT: Single Walled Carbon Nanotubes 

INTRODUCTION 
Since the discovery of carbon nanotubes [1], they are 

attracting growing interest from the international 

scientific community because of their intrinsic 

properties. Carbon nanotubes can be metallic or 

semiconducting, and offer many possibilities for 

creating nanoelectronics devices. Many experimental 

and theoretical studies have been conducted on their 

vibrational properties.  

Carbon nanotubes continue to grow since their 

discovery, these improvements are due to the 

development of synthesis techniques. Recently, the 

most promising method to produce carbon nanotubes 

on an industrial scale is the catalytic vapor chemical 

deposition (CVD) [2]. The principle of the CVD 

involves the decomposition of a carbon source in a 

gas phase, usually a hydrocarbon (methane, ethane, 

ethylene or acetylene are commonly used), carbon 

monoxide and ethanol on the catalyst particles metal 

(usually iron, cobalt or nickel). The method is very 

flexible since, depending on the catalyst system used 

and the operating conditions, it is possible to produce 

either nanofibers either single walled carbon 

nanotubes or multi-walled. 

Raman spectroscopy is one of the most powerful 

tools for investigating the vibrational properties of 

materials in relation to their structural and electronic 

properties [3]. Infrared spectroscopy of carbon 

nanotubes has been neglected since the infrared 

activity is related to a dynamic dipole moment that 

is weak. Nevertheless, a number of optical phonons 

are active in infrared through transient dipole, 

creating a surprising number of phonon mode bands. 

The objective of this work is to calculate the 

Infrared active modes in dimers of carbon 

nanotubes. Calculations are performed for different 

possible configurations such as: armchair-armchair, 

zigzag-zigzag and armchrair-zigzag. We report the 

evolution of infrared spectrum dimers according to 

diameter, chirality and the length of the two 

interacted nanotubes. The results are useful in the 

interpretation of future experimental Infrared data of 

dimers of SWCNTs. 

MODEL AND METHODS 
A dimer consists of two SWCNTs greatly spaced by 

intermolecular distance d. The interactions between 

the carbon atoms at the surface of SWNT are 

described using the force constants model introduced 

by Saito [1998] and previously used to calculate the 

Raman and Infrared spectra of SWNTs [3,4,5]. Van 

der Waals interaction between the two tubes is 

described by the Lennard-Jones potential, given by 

the following expression: 

  (1) 

The values of the Lennard-Jones parameters were 

chosen as =2.964 meV and σ=0.3407 nm. The 

energy calculations performed using the Lennard-
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Jones potential show that the optimal SCNT-SCNT 

distance d in dimers is around 0.34 nm. 

The intensity of the infrared absorption spectrum is 

given by the following expression: 

   (2) 

with 

  (3) 

Where n and c are respectively the indice of the 

material and speed of light, respectively, ωj and ej(kα) 

are respectively the frequency and  the (kα) component 

of the displacement amplitude for the kth (α is cartesian 

coordinate) in the jth mode. qk is the effective charge 

and mk is the mass of the kth atom. To enhance the IR 

response of nanotubes, dynamical effective charges on 

tied carbon atoms were fixed at qA=+1 and qB=-1 for a 

given A-B bond. 

The usual method to calculate the IR spectrum consists 

of injecting in the previous expressions the values of 

ωj and ej(kα) obtained by direct diagonalization of the 

dynamical matrix of the system. However when the 

system contains a large number of atoms, as for long 

dimer of SWNT, the dynamical matrix is very large 

and its diagonalization fails or require long computing 

time. By contrast, the spectral moment’s method 

[Rahmani 2002] allows the Infrared spectrum of very 

large harmonic systems to be directly computed 

without any diagonalization of the dynamical matrix.  

In the electronic part of this paper we employ a tight-

binding (TB) Hamiltonian including four orbitals per 

atom to study the electronic properties of dimers. In 

which the σ-π electron hybridization can be included 

[6-7]. The model Hamiltonian is in reference [8]. 

RESULTS AND DISCUSSION 
First, we focus on the infrared spectra of infinitely 

homogeneous dimers are obtained by applying 

periodic conditions on the unit cells of the two 

SWNTs. In order to identify all infrared active-modes, 

we present in figure 1 the calculated Ix(ω) (solid line) 

and Iz(ω) (dashed line) for (5,5)-(5,5), (10,10)-(10,10) 

and (15,15)-(15,15) armchair-armchair dimers. Spectra 

are displayed in the breathing-like phonon modes 

(BLM), intermediate and tangential-like phonon 

modes (TLM) regions. We found that the frequencies 

in the BLM and TLM regions of dimers significantly 

differ from those calculated for SWCNTs. Depending 

on the polarization, we found that if the diameter 

increases, the peaks corresponding to BLM mode and 

those of the intermediate region are downshifted. 

Regarding the TLM region, the peaks corresponding 

to the polarization Ix(ω) are up-shifted, while the IR 

spectrum ZZ (dashed line) undergoes no change. 

Figure 1  

The calculated Ix(ω) (solid line) and Iz(ω) (dashed 

line) infrared spectra of homogeneous (5,5)-(5,5), 

(10,10)-(10,10) and (15,15)-(15,15) armchair-

armchair dimers in the BLM (left), intermediate 

(middle) and TLM (right) regions. 

In the case of Zigzag-Zigzag dimers (Figure 2), we 

found that if the diameter of carbon nanotubes 

increases, the peaks corresponding to BLM mode and 

those of the intermediate region are downshifted. 

Regarding the TLM mode, the peaks corresponding to 

the spectrum  Ix(ω) are downshifted, while the peaks 

corresponding to the spectrum Iz(ω) are up-shifted. 

This behavior is opposite to that of armchair-armchair 

dimers. 
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Figure 2 

The calculated Ix(ω) (solid line) and Iz(ω) (dashed 

line) infrared spectra of homogeneous (9,0)-(9,0), 

(15,0)-(15,0) and (17,0)-(17,0) zigzag-zigzag dimers 

in the BLM (left), intermediate (middle) and TLM 

(right) regions. 

In the case of dimer samples, it seems reasonable to 

consider that the two SWCNTs may not be identical. 

This hypothesis is supported by the observations 

supported in ref [3]. In the following, we calculated the 

infrared spectra of inhomogeneous dimers such as 

armchair-zigzag.  

Figure 3 

Ix(ω) (solid line) and Iz(ω) (dashed line) 

absorption spectra of inhomogeneous (5,5)-(9,0), 

(10,10)-(17,0) and (57,15)-(26,0) armchair-

zigzag dimers in the BLM (left), intermediate 

(middle) and TLM (right) regions. 

In figure 3, are displayed the infrared spectra of (5,5)-

(9,0), (10,10)-(17,0) and (15,15)-(26,0) armchair-

zigzag dimers. We found that if the diameter 

increases, the peaks corresponding to RBLM mode 

and those of the intermediate region are downshifted 

and the all spectrum present the three modes in 

RBLM region one mode of the armchair and two 

modes of zigzag single-walled carbon nanotubes. 

In the TLM region, we found four modes two peaks 

corresponding to the spectrum Ix(ω) (solid line) and 

the two others corresponding to spectrum Iz(ω) 

(dashed line). From figure 3 the two peaks of  Ix(ω) 

(resp. Iz(ω)) spectrum are up shifted (resp. 

downshifted) if the diameter increases. 

Figure 4 

Diameter dependence of the frequencies of the main 

infrared active modes for armchair-armchair. 

Figure 5 

Diameter dependence of the frequencies of the main 

infrared active modes for zigzag-zigzag: 

In figure4 we discuss the dependence with the 

diameter of an armchair-armchair, in RBLM region 

we found one mode is downshifted when the diameter 
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increases. Also the RBLM modes downshift in 

zigzag-zigzag (figure 5). 

Notice that as in SWCNT, the BLM's are not 

significantly dependent on the chirality of the tube. In 

the TLM region, when the tube diameter increases, an 

upshift of TLM's modes around 1589 cm-1 of large 

diameter (figure4). In the Zigzag-Zigzag dimer 

(figure5) , the TLM's modes are downshifted. As in 

SWCNT, the TLM region is very sensitive to the 

chirality of the tubes. 

Carbon nanotubes represent a new class of materials 

for investigating fundamental one dimensional (1D) 

physics and for exploring nanoelectronics and 

molecular electronics. Among the many interesting 

properties exhibited by nanotubes, it is the electronic 

properties that are arguably the most significant 

characteristic of this material. A SWNT can be either 

metallic or semiconducting, depending only on 

diameter and chirality, while the local carbon-carbon 

bonding remains constant. They are characterized by 

two types of bond, in analogy with graphene, which 

exhibits so-calledplanarsp2hybridization. Among the 

four valence orbitals of the carbon atom (the 

2s,2px,2py and 2pz orbitals, z perpendicular to the 

sheet), the (s,px,py) orbitals combine to form in-plane 

σ (bonding or occupied) and σ* (antibonding or 

unoccupied) orbitals (Figure7). 

Figure 6 

The σ bonds in the carbon hexagonal network 

connect the carbon atoms and are responsible for the 

binding energyand the elastic properties of the 

graphene sheet. 

Using the tight-binding model we present the band 

structures an densities of states of two SWNTs (8,6) 

and (9,7) and after we present the density of states of 

(8,6)-(9,7) dimer.  

As the nanotubes are one dimensional, their Brillouin 

zone is one dimensional as well with zone edges 

usually Labeled X. The nanotube band structure is 

therefore represented along the ЃX direction. 

 
Figure 7 

Band structure and density of states for (8,6) 

nanotube. The Fermi level is located at zero energy. 

The electronic band structure and density of states of 

(8,6) nanotube are presented in Figure 8. 

We observe two bands (conduction band and valence 

band). The figure 8 (a) show that the conduction band 

and the valence band separate by a gap equal a 0.86 

eV so we conclude that the (8,6) tube is a 

semiconducting tube. The same thing with (9,7) tube 

that we present the electronic band structure and 

density of states in Figure 9 the gap of (9,7) tube is 

0.74 eV. 

 
Figure 8 

Band structure and density of states for (8,6) 

nanotube. The Fermi level is located at zero energy. 

The Figure 9 shows the electronic band structure and 

density of states of (8,6)-(9,7) dimer with intertube 

distance equal a 3.4Å, so charge transfer from the 

tube to other tube took place. 
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Figure 9 

Band structure and density of states for (8,6)-(9,7) 

dimer. The Fermi level is located at zero energy 

CONCLUSION 
In this work, using the spectral moment's method, the 

Infrared spectra of homogeneous and inhomogeneous 

dimers of SWCNTs are calculated. The effect of 

coupling between nanotubes on the Infrared spectrum 

in dimers is identified. The dependence of the Infrared 

spectra as a function of the diameter and chirality of 

SWCNTs is predicted. An investigation of the finite-

size effects on the infrared spectra of dimers is actually 

in progress. 

In the second part, we presented the electronic 

properties of a Sc-Sc dimer and the charge transfer 

effect caused by this interface is stated. Sc-M and M-

M SWNT dimer interfaces are under studies. 
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ABSTRACT 
In this work, we are interested in an analytical, numerical and experimental study of the oxidation kinetics 

of a nickel-based super alloy developed by powder metallurgy and used in the disks of turbine blades. The 

rate constant and evolution in the oxidation       forehead   were determined analytically and based Fick's 

diffusion equation. This equation is solved by the method of finite volumes with an iterative method. In the 

experimental part we have considered the case of powdered material and when it is compacted .We have 

examined the behavior of the material by thermo gravimetric analysis for two periods namely the 

transitional period when the temperature increases over time and the period where the temperature is 

maintained constant. The results showed at 700 ° C and the powder state the mass gain is equal to 0.09%. 

For the compacted material it is equal to 0.14%. 

Keywords Nano materials / dry Corrosion / thermo gravimeter. 

NOMENCLATURE 
a(x,t) : Concentration of oxygène 

b(x,t) : Solute concentration of   Chromium      

c(x,t) : Solute concentration of iron   

    D0 : Oxygene diffusion coefficient   

    D1 : Chrome   diffusion  coefficient 

    D2 : Iron  diffusion  coefficient  

     x: Diffusion distance [cm] 

PCrOn1 : Dissociation  pressure of chromium oxide 

PFeOn2 :  Dissociation pressure of iron   oxide  

 PO2 :  Oxygen pressure 

 𝝃₁   : The front  of oxidation of chromium oxide    

 𝝃₂   : The front  of oxidation of iron oxide   

INTRODUCTION 
Powder metallurgy is a real technological leap for 

the mechanical characteristics and the production 

of complex geometries. The sectors involved in 

nanotechnology are energy, automotive, 

construction, clothing, cosmetics and food. 

Applications have been developed, in surgery, in 

the treatment of cancers, molecular imaging, 

medical devices and tissue engineering. The 

metal foam obtained by powder metallurgy has a 

pore microstructure isolated superior resistance to 

those interconnected pores. This type of structure, 

closed cell is particularly suitable for applications 

requiring a combined weight reduction at a high 

energy absorption capacity. Nickel based alloys 

are very important materials in engineering. They 

have good toughness and a resistance to hot 

oxidation, chipping and many corrosive 

environments. These alloys are very commonly 

used in combustion systems such as municipal 

waste incinerators. The study of high-temperature 

corrosion is a highly interdisciplinary subject at 

the interface of the physical chemistry of 

ceramic-metallic materials and mechanical, it 

operates in areas where failures often have a 

financial cost, environmental or human high. 

Knowledge and understanding of corrosion, 

aging and damage are essential to predict the 

lifespan. The high temperature oxidation 

designates the corrosive reaction between the 

metal and oxygen. Experimental studies exist to 

explain the behavior of nickel alloys at high 

temperatures. There are few studies that 

investigated on the phenomenon (high 

temperature corrosion) in the world of 

nanomaterials. A number of researcher have been 

interested to the high temperature corrosion of 

nickel-based alloys, to the characterization of 

degradation, to an inter diffusion and local 

electronic properties of passive films which can 

be formed during the oxidation the development 

of new alloys and finally to the numerical 

Modeling at high temperature of corrosion. 

Effects of water vapor on high temperature 

oxidation of a chromia nickel-based alloy have 

been investigated by Rolland [1]. Morphological 

analysis showed the presence of more plastic 

chromite layers with a porosity distributed 

throughout the thickness of the layer for the tests 

carried out in the presence of water vapor. The 

oxide layers are then more adherent. Delabrouille 

[2] has  worked  on  the characterization by 
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transmission electron microscopy and  the stress 

corrosion cracking of nickel-based alloys: Trials  

traction showed  that the higher the chromium 

content of the alloy increases,  the sensitivity 

decreases, the sensitivity to stress corrosion 

cracking (SCC) is practically modified above 

25% chromium.  Massoud [3] studied the 

nanostructure and local electronic properties of 

passive films formed on pure nickel and stainless 

steel Fe-Cr-Ni. They have showed   the local 

variations in gaps anionic or cationic gaps in the 

grain boundaries of the various passive layers 

formed. Trindade, et al., [4] have studied 

numerically the high-temperature corrosion. This 

simulation was designed for predicting the 

lifetime of the components; Finite differences are 

used to treat the diffusion kinetics on the one 

hand and the concept of local thermodynamic 

equilibrium on the other. The agreement between 

experimental observations and simulation results 

revealed the potential of the numerical modeling 

for application to complex corrosion process.  

Vialas [5] has devoted his work on deterioration 

by high temperature oxidation and interdiffusion 

coating systems / nickel based superalloy. The 

oxidation kinetics of three superalloys were 

determined by thermogravimetric analysis at   

900 ° C and 1150 ° C. Cyclic oxidation tests 

"long term", of 15000h (300h cycles) at 900 ° C 

and 1050 ° C, as well as cyclic oxidation "short 

term" test of 1800h (1h cycles) at 1050 ° C. in, 

humid air, were carried out. The "long term" tests 

are used to accelerate damage to systems and 

provide data for modeling. The monitoring of 

microstructural and chemical changes in coating 

systems / superalloy, helped refine the data to be 

used for prevision model Laghoutaris  [6] 

presented an investigation on stress corrosion of 

Alloy 600 in primary middle   in réactors  

pressurized water. He has proposed the 

mechanisms of Corrosion Under Stress Alloy 600 

(˃72% Ni, 14% A17% Cr, 6% to 10% Fe and 

other ˂1%) in primary middle Reactor 

Pressurized Water (REP). 

This model allows to take into account the role of 

parameters related to the material (defect , strain, 

type of grain boundary) and the environment 

(hydrogen content, temperature) which  affect the 

kinetics of diffusion of oxygen in oxide at the 

grain boundaries of the alloy and  for chromium 

in the alloy grain boundaries. Lecallier, [7] 

worked on a nickel base superalloy obtained by 

powder metallurgy. Its objective was the 

modernization of the M88 engine SNECMA 

using new materials in the field of aeronautics 

including high pressure turbine disks. The study 

focused mainly on microstructures prepared 

nuances. Andrew et al,[8] were interested in 

analyzing the consequences of oxidation at 950 ° 

C in alloys based on Nickel, near the alloy-oxide 

interface. The study was done by comparing the 

analytical model of Wagner with the numerical 

model Feulvarch. In this work, we were 

interested to study the oxidation kinetic   at high 

temperature analytically, numerically and 

experimentally   of   a porous nanomaterial based 

with nickel with the diffusion phenomenon 

represented by the second law of Fick. 

 

ANALYSIS AND MODELLING 

 

To calculate kinetic constants and changes in 

the oxidation front, we   are based on the 

second law of Fick.  

Analytical analysis 

 

The speed of propagation of the oxidation front is 

determined by solving the equations of the 

second law of FICK: 

 
∂a

∂t
= D0

∂2a

∂x2  

∂b

∂t
= D1

∂2b

∂x2

∂c

∂t
= D2

∂2c

∂x2

                            

 
   ( 1) 

 

(2) 

 

(3)    

To carry out this study, a first simplification of 

the problem, has been applied by some authors, 

JP Castin, M .Grosbras, M.Cahoreau [9], is to 

assume that in the vicinity of the oxide particles, 

the respective concentrations of oxygen, first 

element addition and second addition element (a1, 

a2, b1 and c1) take constant values and satisfy the 

relations.  

     Ps1= (a1)n1b1       and          Ps2=(a2)n2 c1 

 

With n1 and n2  are stoichiometric  coefficients. 

The form of the solutions of the equations of the 

second law of Fick is given by: 

𝐹 = 𝐴 + 𝐵. erf (
𝑥

2√𝐷𝑗𝑡
)  

(4) 

Dj is the species diffusion coefficient (j = 1 ... m) 

[cm2 / s]. 

erf(𝜃) =
2

√𝜋
∫ 𝑒−𝑥2

𝜃

0

𝑑𝑥 

A and B are constants to be determined from the 

boundary conditions such as is illustrated in 

Figure 1 and Figure  2. 

Figure 1 illustrates the application of the 

boundary conditions for the diffusion of oxygen 

in the MBC matrix. 
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Figure 1 distribution of oxygen in the matrix 

MBC  

Figure 2 presents the growth of the oxide layer of 

the first and second alloying element. 

 

 
Figure 2 growth of the oxide layer 

 

To determine the kinetic constant, you have to 

write that the amount of oxygen consumed in the 

oxidation fronts equals n1 or n2 multiplied by the 

quantity of atoms of the first or second element 

adding arriving at ξ1 and ξ2 respectively . 

lim
𝜀⟶0

𝐷0 (
𝜕𝑎

𝜕𝑥
|𝜉1+𝜀 −

𝜕𝑎

𝜕𝑥
|𝜉1−𝜀) = 𝑛1𝐷1 lim

𝜀⟶0

𝜕𝑏

𝜕𝑥
|𝜉1+𝜀 05 

lim
𝜀⟶0

𝐷0 (
𝜕𝑎

𝜕𝑥
|𝜉2+𝜀 −

𝜕𝑎

𝜕𝑥
|𝜉2−𝜀) = 𝑛2𝐷2 lim

𝜀⟶0

𝜕𝑐

𝜕𝑥
|𝜉2+𝜀 06 

We get the final expression of the constant 

oxidation kinetics. 

 

K = √
2D0a0(1 − α) 

n1b0(1 − β) + n2c0(1 − γ)
      

 

(5) 

 

We have used MATLAB logiciel 

 

Numerical Modelisation 

 

In this part we have developed a Fortran 

language computer program to estimate the 

rate constant and the oxidation front. We 

chose to work in cylindrical coordinates. 

The numerical study based on the finite 

volume consists of the distribution of the 

concentration of oxygen in unsteady without 

source term in a porous medium as a 

cylinder of radius r. We adopted the 

following simplifying assumptions: the 

material is isotropic, diffusion is two 

dimensional, the transitional arrangements 

and porosity equal to one. 

The general equation dimensional mass 

transfer in polar coordinates and transient is 

as follows: 

 

 

 
(6)    

 

control volume taken into consideration is the 

following: 

 
 

For our calculations, we opted for a non-uniform 

mesh and   an external layer of the cylinder. 

 

Experimental technology  

 

We conducted thermogravimetric analysis and 

differential thermal analysis (TGA / DTA) on 

samples in powder form and compacted form, to 

assess the impact of the porosity of the 

compacted samples. We made a compactage 

matrix, and  it is very important to choose the 

material used for manufacturing of the matrix, 

which can withstand pressures up to 30 MPa. 

Heat treatment at the surface (to approximate the 

case of cementation), allowed us to have a matrix 

that resists compaction operations to our fine 

powder up to 15MPa. 

 

RESULTS AND DISCUSSION 

Analytical results 
 

In Figure 3, we represent an evolution of the 

oxidation kinetics. 

 

 
                   700°C                1000°C     

Figure 3 representation of the rate constant  

 

We note that for a constant value of the initial 

concentration of oxygen and for a constant ratio 

of concentration of the first addition element as 

well as a variable ratio of concentration of the 
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second additive elements, the value of the 

constant of the kinetics of oxidation increases. 

 
Figure 4 representation of oxidation forehead 

(1000°C) 

 

The resulting curves have a parabolic shape and 

have two areas: a linear area corresponding to the 

rapid oxidation where the slope is very 

pronounced, therefore, the oxidation rate is very 

important. An area where the oxidation rate tends 

to stabilize. 

 

Numerical Results  

 

Evolution of oxygen concentration in 

cylindrical coordinates, and a function of 

time. 
 

Figure 5 shows an evolution of the concentration 

of oxygen in cylindrical coordinates (r, θ) and a 

function of time for T = 700° C. 
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Figure 5 evolution of oxygen concentration 

versus  at 700 °C.  

 

The figure 6 shows the evolution of the 

concentration of oxygen in cylindrical 

coordinates (r, θ) and a function of time T = 1000 

°C 
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Figure 6 evolution of oxygen concentration 

versus time at 1000 ° C. 

 

Figures  5 and 6 represent an evolution of the 

concentration of oxygen for values of the 

radius (0.94 , 1).This values are choose for a  

better visualization of  the diffusion of 

oxygen in the outer layers  because the 

diffusion  is inside.The choice  of 5 hours   

was imposed by experimentation while for 10 

Hours we    visualize   better the 

phenomenon. 

 

Evolution of the oxygen concentration as a 

function of radius and time 

 

We have represented an evolution of the 

oxygen concentration as a function of radius 

for different values of time and temperature 

in figure 7.  
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 Figure 7 evolution of oxygen concentration 

as a function of radius and time at 1000 ° C. 

 

We find that the more one moves towards the 

center, the oxygen concentration is less 

important. Also, beginning of oxidation, the 

diffusion of oxygen is very important which 

stabilizes over time. 

We represente an evolution of the front of 

oxidation in figure 8. 
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Figure 8 Evolution of the oxidation front to 1000 

° C  

 

We note that an evolution of the oxidation front is 

parabolic. The   analytical results are consistent   

with   numerical results.The values are very close 

to analytics to 1000 ° C and 700 ° C 

 

Experimental Results   
 

The results of thermogravimetry for a 

temperature 1000 ° C are represented in 

Figure 9 for the powder form and compacted 

respectively. 
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(b) 

Figure 9 Gain mass: (a) powder, (b) powder 

compacted 
 

For 1000°C, the mass gain for the transitional 

period is far lower compared to the stabilization 

period. Phenomena are reversed for the 

compacted powder. 
 

Micrographs and Microanalyses of the alloy  
 

in the raw mass uptake curve and thermal 

differential analysis Microanalysis carried 

out on the powder allowed us to deduce the 

chemical composition shown in Figure 10. 

 

 
Figure 10 microanalysis EDS   of the 'powder 

 

Observation of the powder to the raw state, with 

the scanning electron microscope, we determine 

the morphology and the distribution  size of the 

powder. It is composed mainly of spheres with 

different sizes ranging from the microscale and 

the nanoscale. The powder is a porous 

nanostructured material made of nickel 

 

Micrographic observations after oxidation at 

1000°C of alloy compacted.  
         

 
 

Figure 11 micrographic observation of the 

compacted powder after oxidation at 1000°C   
 

The scanning electron microscope on the surface 

of the samples showed that there are nickel 

particles in the non-oxidized form which 

confirms the hypothesis of selective internal 

corrosion 

 

Profile of the evolution of oxygen diffusion 

into the sample center 
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Figure 12 observation scanning electron 

microscope with a progressive microanalysis to 

the center of the alloy oxidized at 1000 ° C after 

polishing. 

 

We performed microanalyzes towards the 

center of the sample.The figure 12 shows 

that the concentration of oxygen is important 

to the surface and becomes zero at the center 

 

CONCLUSION 
 

Work undertaken involves the study of the 

oxidation of a nickel-based powder obtained by 

powder metallurgy, and used in the discs of the 

turbine blades. The oxidation has been studied 

analytically, numerically and experimentally .The 

study has the following results: 

Analytical  calculation  

The formation of the oxide and the kinetic 

constant are important when the initial 

concentration of oxygen is high.The resulting 

curves have a parabolic shape and have two 

areas: a linear area corresponding to the rapid 

oxidation where the slope is very pronounced, 

therefore, the oxidation rate is very important. An 

area where the oxidation rate tends to stabilize. 

We noted that the oxidation front is more 

important to a low oxygen concentration ratio 

and high concentration ratios for the two 

additions elements. We concluded that to prevent 

significant deterioration it is best to avoid this 

case, conversely to have a slow deterioration it is 

preferable to be in this case. 

Numerical calculation 

We find that the more one moves towards the 

center, the oxygen concentration is less 

important. Profiles of oxygen concentration 

change linearly during the first simulation 

time.During the last appearance time, it becomes 

linear, and is zero at the same point, they may 

correspond to saturation concentrations of the 

oxide formed. The concentration tends to be 

canceled by going increasingly to a significant 

depth. 

Experimental Part. 

At  700 ° C the weight gain for the transitional 

period and the period stabilization are equivalent 

for the powder. The scanning electron 

microscope for the compact MB40 show that the 

oxidation is very important: to 700°C we notice 

the iron oxide formation.To 1000°C there is  

appearance of two distinct layers around the high 

concentration of nickel particle. This particle is in 

a totally oxide environment.The microanalyses 

performed reveal a diffusion of oxygen to the 

sample surface which is very important. 

Subsequently, we conducted a polishing so that 

we can observe oxidation and an oxygen 

diffusion within the samples.  
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ABSTRACT 
Aluminum 6061 is a metal alloy used in various fields such as the nuclear, naval and Aerospatiale industry. 

[7] Actually, the problem of corrosion at high temperatures has become inseparable from any use of metallic 

materials in the nuclear industry. In this work, we are interested in the high temperature oxidation 

phenomena of Al-Mg-Si alloy with analytical method. We proposed an analytic model that translates the 

alloy oxidation by diffusion phenomena; this model is governed by Fick’s second law. The solution of the 

equation leads us to the calculation of the kinetic constant that depends on different parameters mainly the 

concentration coefficient a0, T, α, β and Ƴ the parameter set gives us a view about the oxidized layer depth 

that we represented in a 3D curves where we can determine the depth for very long duration of the 

oxidation. This study contributes to determine analytically the behaviour of the material after long periods 

of oxidation. 
 

Key words: Aluminium 6061, Diffusion, high temperature, oxidation, Fick’s law, Kinetic constant. 

NOMENCLATURE 
a(x,t) : oxygen concentration 

b(x,t) : G Solute concentration (Magnesium) 

c(x,t) : S Solute concentration (Silicon)  

D0 : oxygen diffusion coefficient  

D1 : Magnesium diffusion coefficient (G) 

D2 : Silicon diffusion Coefficient  (S) 

D : Macroscopic diffusion coefficient [cm/s] 

C : Diffusion Species Concentration [g/cm3] 

X : Diffusion Distance [cm] 

|∆GSOn2|  >  |∆GGOn1 |   >  |∆GAOn | 

PAOn>PO2>PGOn1 

PAOn>PO2>PSOn2 

PO2 : Pressure of Oxygen 

 𝝃₁    oxidation front for GOn1  

 𝝃₂    oxidation front for SOn2 

PO2 : Partial Pressure of dioxygen (atm) 

 : Atmospheric Pressure (1 atm) 

J :   Atom flux [mole. .   or  g. . ] 

α :   Lattice parameter [ ] 

γ :   Poisson Coefficient   

 : Entropy [J/mole K] 

: Diffusion activation Enthalpy [J/mole K] 

R : Gas constant [J/ mole K] 

T : Absolute Temperature [K] 

 

INTRODUCTION 
At present, the high temperature corrosion problem 

has become inseparable from any use of metallic 

materials. We propose in this work an analytical 

model that reflects the oxidation of the alloy by 

oxygen diffusion phenomenon. This model is 

governed by the two diffusion laws of FICK. The 

dry corrosion is the result of the attack of a metal by 

a hot gas at high temperatures. The reaction that 

occurs is of the form: 

A (Solid Metal) + B (Gaseous Reagent: O2) → AB 

(Solid Product). It is a complex reaction between a 

solid and a gas. The thermodynamic and kinetic 

aspects will be considered. [1][2] 

Oxidation kinetics Aspect: [3] To study the 

oxidation phenomenon, it is essential to know the 

kinetics with which the oxidation process 

predominates. We study essentially the kinetics of 
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the process, since the metal or the alloy in question is 

thermodynamically unstable, and also the oxidation 

mechanism. This oxidation occurs by adding oxygen 

atoms to the surface of the material. The mass 

generally increases in a proportional manner to the 

amount of oxidized material. 

The equations of FICK:[4][8]The basic relationship 

for the diffusion defines the flow of atoms in motion. 

It is the number of atoms per time unit passing 

through the unity of a plane perpendicular to the flow 

direction. We will write the first equation of FICK: 

J = - D ∂c/∂x 

Generally, the diffusion coefficient measurements 

can only be performed at elevated temperature where 

atoms are highly mobile and travel macroscopic 

distances. The first equation of FICK allows 

calculation of D in the case of a steady state, ie when 

the gradient is constant in time. But in the case of the 

transitional process we find the second equation by 

writing that throughout the volume, there is 

conservation of matter, we have:  

 = -   (Conservation Equation) 

by combination with other equations we obtain the 

second law of FICK: 

 = D  

ANALYSIS AND MODELLING 
1 Analytical modelling of the diffusion: 

 

We Consider an alloy AGS, A as the base metal, S the 

second summing element and SOn2 its oxide. G 

having the GOn1 oxide and A having the AOn oxide. 

Obtaining these oxides depends on meeting the 

following conditions:  

1- oxides formation enthalpies must satisfy the 

following condition: 

|∆GSOn2|  >  |∆GGOn1 |   >  |∆GAOn | 

2- oxides dissociation tensions at the oxidation 

temperature should be as follows: 

PAOn>PO2>PGOn1 and PAOn>PO2>PSOn2 

3- The oxygen diffusion rate in the alloy must 

be greater than that of G and S, otherwise the 

oxidation will happen at the surface. The 

kinetics of the simultaneous oxidation of two 

solutes has been described by Van Rooijen 

and al. [5][6] whose fundamental aspects are 

as follows: During the internal oxidation 

treatment, oxygen diffuses from the surface 

(x = 0) in the direction of the positive x 

(semi-infinite alloy). Both oxides generally 

have different affinities for oxygen. We 

assume that the element S is oxidized first, 

after a time t the positions of oxidation 

fronts 𝝃₁for GOn1 and 𝝃₂ for SOn2 are like 𝝃₁ 
<𝝃₂. The model that calculates the oxidation 

fronts propagation speeds is based on 

solving the equations of the second law of 

FICK: 

 
 

In our case, the law of FICK applies as follow: 

  …………… (1) 

  …………… (2) 

  …………… (3) 

This study is mainly based on the simplification 

model adopted by J.Pcastin et Al [5], which consists 

in considering that the concentrations of oxygen and 

G are constant values in the vicinity of the oxide 

particles GOn1, the respective constants a’1 and b’ 

are related by the solubility product that is a 

function of the temperature: 

PS1 = (a’1)n1.b’ 

The solubility product for SOn2 would be: 

PS2 = (a’2)n2.c’ 

n1 and n2 are stoichiometric coefficients 

For this calculation method the boundary conditions 

are defined as follows: 

For t=0 : 

For x ≤ 0 => a = a0 

For x > 0 => a = 0 

For x ≥ 0 => b = b0 

For x ≥ 0 => c = c0 

For t > 0 : 

For x = 0 => a = a0 

For x → ∞ => b = b0 

For x → ∞ => c = c0 

The progress of the oxidation front in binary alloys 

is a parabolic function of time which is written as 

follows: 𝝃 = k  
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In our case the oxidation fronts 𝝃1 and 𝝃2 related to G 

and S solutes will be: 

𝝃1 = k1  

𝝃2 = k2  

The kinetics of oxidation will be characterized by 

determining the two constants k1 and k2 

Equations solutions (1) (2) and (3) are given by: 

 
αi and βi (i=1…n) : constants to be determined from 

the boundary conditions 

Dj : Species Diffusion Coefficient 

t : Time 

erf : Error Function 

α and β are constants to calculate following the initial 

and boundary conditions, So the solutions of the 

equations 1,2 and 3 are : 

2 Oxidation front of the S element (x ≥ 𝝃2) : 

    c  

Initial and boundary conditions: 

) 

 

  ………(4) 

3 Oxidation front of the G element (x ≥ 𝝃1) 

b  

Initial and boundary conditions: 

 

 

 …….(5) 

 

4 Oxidation front of the A element: 

The study of the diffusion and concentration of the 

oxygen in our model is in three areas thus three cases 

of boundary conditions 

4-1 The first case where  : 

 
The initial and boundary conditions are: 

    when     

 

 
  hence:   

 ….(6) 

4-2 The second case where : 

 
The initial and boundary conditions are: 

    Quand    

 

(7) 

4-3 Third case where : 

 
The initial and boundary conditions are: 

 

 

 …………(8) 

 

To determine (i=1,2), simply believe that the 

amount of oxygen consumed in the oxidation fronts 

is ni times the amount of atoms (G or S) arriving at 

. In practice we have: 

 

 and  are big in the order of  

 

 

From which:  

 

 
 
 

5 The parameters involved: 

In our study we took the parameter set that is 

summarized in the table below 
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Table 1 

Set of parameters used to calculate the different 

values of the rate constant K and the evolution of the 

oxidation front ξ 
 

Kinetic 

Constant 

Concentration 

Coefficient a0 

Concentration 

Ratio β 

Concentration 

Ratio Ƴ 

K1 10-4 β1 Ƴ1 

K2 10-4 β1 Ƴ2 

K3 10-4 β1 Ƴ3 

K4 10-4 β2 Ƴ1 

K5       10-4      β2     Ƴ2 

K6 10-4 β2 Ƴ3 

K7 10-4 β3 Ƴ1 

K8 10-4 β3 Ƴ2 

K9 10-4 β3 Ƴ3 

K10 2.08 x 10-4 β1 Ƴ1 

K11 2.08 x 10-4 β1 Ƴ2 

K12 2.08 x 10-4 β1 Ƴ3 

K13 2.08 x 10-4 β2 Ƴ1 

K14 2.08 x 10-4 β2 Ƴ2 

K15 2.08 x 10-4 β2 Ƴ3 

K16 2.08 x 10-4 β3 Ƴ1 

K17 2.08 x 10-4 β3 Ƴ2 

K18 2.08 x 10-4 β3 Ƴ3 

 the concentration 

ratios of the 

values involved 

are: 

β1 = 0.05 

β2 = 0.45 

β3 = 0.85 

Ƴ1 = 0.15 

Ƴ2 = 0.50 

Ƴ3 = 0.95 

 

RESULTS AND DISCUSSION 

 
1- RESULTS OF THE ANALYTICAL PART 

Diagram representation of the evolution of kinetic 

constant: 

1-1- Evolution of the kinetic constant K as a 

function of α: 

 

To view the various changes in the kinetic constant K 

as a function of α, we have developed a program in 

Matlab. We based on the phenomenon of diffusion of 

the two Fick's laws, and on the set of the parameters 

mentioned in Table 1. 

The results are shown by curves for two initial 

oxygen concentrations a0=10-4 and a0=2.08 x 10-4 

 K(α) for a0 = 10-4 : 

 
Figure 1  

Superposition of different graphs of the evolution of 

the kinetic constant K(α) for a0=10-4, β1 = 0.05, β2 = 

0.45, β3 = 0.95, Ƴ1= 0.15, Ƴ2= 0.50 and Ƴ3= 0.85 

 K(α) for a0 = 2.08 x 10-4 : 

 

Figure 2 

Superposition of different graphs of the evolution of 

the kinetic constant K(α) for a0= 2.08 x 10-4, β1 = 

0.05, β2 = 0.45, β3 = 0.95, with Ƴ1= 0.15, Ƴ2= 0.50 

and Ƴ3= 0.85 

1-2- Evolution of the kinetic constant K as a 

function of α and the concentration a0: 

To better observe the evolution of the kinetic 

constant K we added a range of variation in the 

value of a0, and this by taking it between an initial 

value equal to zero and a limit value equal to 3.5 x 

10-4. 
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The three-dimensional representations of the 

following figures are taken to the set of parameters β 

and Ƴ previously indicated. 

Some examples: 

 

Figure 3 

Evolution of the kinetic constant K as a function of α 

and a0 for β=0.05 and Ƴ=0.5 

 

 
Figure 4 

 Evolution of the kinetic constant K as a function of α 

and a0 for β=0.95 and Ƴ=0.85 

1-3- Evolution of the oxidation front ξ function of 

time and α for a set of parameters β and Ƴ 

for a0= 10-4 and for a0= 2.08x10-4: 
 

In this part of the study we will represent the 

evolution of the oxidation front ξ function of time 

(hours), and α coeficient for the set of parameters 

we chose. 

The following figures give us an overview of the 

possible values of the thickness of the oxidized layer 

on a time interval up to 100 hours. 

 

Figure 5 

Evolution of the oxidation front ξ in function of 

time t (hours) of the coefficient α for values of β= 

0.05 and Ƴ= 0.15 

 

Figure 6 

Evolution of the oxidation front ξ in function of 

time t (hours) of the coefficient α for values of β= 

0.95 and Ƴ= 0.85 
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CONCLUSION 
 

The representation of the evolution of the oxidation 

front ξ function of time and α shows that the 

thickness of the oxidation front, as well as the 

concentration of the initial oxygen a0 vary in a 

proportional manner. We can see that for small values 

of beta and gamma, Ksi takes a maximum value of 

1.23 x 10-3 for a0= 10-4, while for a0= 2.08 x 10-4, it 

takes a value greater than or equal to 1.78 x 10-3. 

This is still valid for large values of beta and gamma 

close to one, where I can see that Ksi takes a 

maximum value of 3.5 x 10-3 for a0= 10-4, while that 

value is 5 x 10-3 for a0= 2.08 x 10-4. 

The observation of the evolution profiles obtained in 

3D nous allows us to see paraboloid surfaces 

resulting from an alignment of Ksi parabolic 

evolution curves in the direction of evolution of 

alpha, this shape is the same for all the evolution 

figures for the different parameters beta and gamma 

that we have introduced into the MATLAB 

calculation program and that gave us the results 

shown in figures 5 et 6. 

 

The results of the analytical study give us values and 

curves that extend over an oxidation time interval of 

100 hours at 500̊C temperatures. This gives us an 

idea about the values that can take the oxidation 

kinetic constant and the evolution of the oxidation 

front ξ for extended time periods of degradation, 

experiments that are not possible to conduct 

practically (months, years). 

 

This study is only a first step in the study of the 

degradation of AL6061 aluminum alloy at high 

temperature. A deeper study may reveal more truths 

about the behavior of this alloy during high 

temperature oxidation. 
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ABSTRACT  
In this work, a numerical and experimental investigation of a typical semi-crystalline thermoplastic polymer 

(high density polyethylene (HDPE)) during two turn Equal Channel Angular Pressing (2-ECAP) using 90° and 

120° dies has been presented. The warping of the extruded samples has been also highlighted experimentally. 

The material parameters of an elasto-viscoplastic constitutive law were identified using compressive tests at 

different temperatures and strain rates. The effects of the main parameters, such as, the channel angles, the 

dimensions of the intermediate channel, the friction and the temperature have been analyzed. Finally, to 

confirm the numerical results, two dies composed of one elbow (1-ECAP) and two elbows (2-ECAP) have 

been manufactured and tested. It was found that the warping obtained using 2-ECAP die is more reduced than 

that of 1-ECAP die even with several passes. 

INTRODUCTION 
Equal channel angular pressing (ECAP) is an 

effective tool to impose large plastic strains. The 

process, developed firstly by Segal et al. [1], has 

attracted considerable interest as a method to 

improve the material properties by super plastic 

deformation. Indeed, this process involves simple 

shear deformation that is achieved by pressing the 

workpiece through a die containing two channels of 

equal cross-section that meet at a predefined angle. 

This method has been proved to be very effective in 

producing ultrafine grain size in metallic materials 

[2-4] and a significant molecular orientation in the 

case of polymeric materials [5-16] with 

accompanying enhancement in mechanical 

properties. 

According to our knowledge, this process was first 

applied to polymers by Sue and Li [5]. They showed 

that the ECAP process is efficient in altering the 

morphology of a linear low density polyethylene 

(LLDP). Sue et al. [6] have been reported that for 

ECAP to be effective, it is necessary that the 

extrusion be held at temperatures slightly below the 

glassy transition in the case of polycarbonate (PC). 

For the same polymer, Li et al. [7] confirmed that the 

mechanical properties can be tailored by extruding 

the material via various processing routes and 

different number of passes. The effect of molecular 

anisotropy on the impact strength of polycarbonate 

(PC) was examined by Xia et al. [8]. They found that 

the enhancement of the impact resistance is directly 

related to the changes in molecular orientation 

induced by ECAP process. According to Xia et al., 

[9], the crystallinity and molecular orientation have 

been identified as two important factors affecting 

the dynamic mechanical properties of the ECAP-

oriented semicrystalline polyethylene terephthalate 

(PET). An improvement of bending and torsional 

storage modulus was found. Creasy and Kang [10] 

studied fibre fracture during ECAP process of short 

fibre-reinforced thermoplastics. They found that the 

fibre length can be controlled and oriented by 

setting the process temperature below the melting 

point of the polymer crystallites.  On the other hand, 

the effect of different ECAP routes on the tensile, 

fracture toughness, flexural, and ballistic impact 

properties of polymethylmethacrylate (PMMA) was 

investigated by  Weon et al. [11]. The process was 

also used to modify the aspect ratio and orientation 

of clay nanoparticles in nylon-6/clay 

nanocomposites by Weon and Sue [12]. A fruitful 

discussion was reported by Wang et al. [13]  on 

lamellar formation and relaxation in simple sheared 

polyethylene terephthalate (PET) using the in-situ 

time resolved synchrotron Small-Angle X-ray 

Scattering (SAXS) technique. More recently, 

numerical and experimental investigations were 

achieved to highlight the effects of the main 

geometrical and processing parameters on the 

viscoplastic behaviour of polymers during ECAP 

process [14-16]. 

The major motivation of this work is to investigate 

the behavior of a high density polyethylene using 2-
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ECAP in order to improve the level and the 

homogeneity of the plastic strain and to highlight the 

reduction of the sample warping. To achieve this 

objectives, the paper was organized as follows. The 

elastic-viscoplastic constitutive law and its 

identification using compressive tests at different 

strain rates and different temperatures are presented 

respectively in sections 2 and 3. Section 4 introduces 

details on the finite element modeling. The numerical 

results obtained for the effects of friction and 

temperature on the plastic strain distribution using 

two dies of 90° and 120° are presented in section 5. 

Section 6 gives a comparison between the 

experimental results obtained using 1-ECAP and 2-

ECAP dies.  Finally, section 7 gives the main 

remarks. 

 

CONSTITUTIVE MODEL  
The large plastic deformation of the polymer under 

study (HDPE) is characterized by a strain rate 

dependent yield followed by a strain hardening. 

Various constitutive laws, basing on 

micromechanical or phenomenological 

considerations [17,18], were developed to describe 

the specific behavior of polymers. In this paper, a 

phenomenological constitutive model was used to 

describe the behavior of the studied material [15]. It 

is based on the additive decomposition of the strain 

rate tensor d  into an elastic part e
d  and a viscoplastic 

part vp
d  as:  
e vp d d d  (1) 

The elastic strain rate tensor e
d is given by: 

1e d C σ  (2) 

  σ σ Wσ σW  (3) 

Where σ the Jaumann derivative of the Cauchy stress 

tensor is σ  based upon the spin tensor W  and C  is 

the fourth-order isotropic elastic modulus tensor: 

 
 

2

2 1 1 2
ijkl ik jl il jk ij kl

E
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
     

 

 
     

 (4) 

where E ,   and   are respectively Young’s 

modulus, Poisson’s ratio and Kronecker-delta 

symbol.  

The viscoplastic strain rate tensor vp
d  can be 

expressed by the following relationships: 

-3

2

n

vp e

e

R

K








σ
d  (5) 

 - 3tr σ σ σ I  (6) 

3 2e    (7) 

where K and n  are the viscosity parameters, σ  is 

the deviator stress tensor, e is the equivalent stress, 

and R  is the isotropic hardening defined by a 

simple phenomenological evolution law as follows:  

0
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m
p

R h




 
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 
  (8) 

0 0

2 3

t t

p p vp vpd d      d d  (9) 

with p is the equivalent viscoplastic strain, 
0  is the 

initial yield strain, m  and h  are the hardening 

parameters. 

 

FITTING EXPERIMENTAL DATA 
In order to simulate the plastic flow behavior of 

HDPE during 2-ECAP process, using finite element 

analysis, a series of compressive tests on HDPE 

specimens were carried out to identify the 

parameters of the elastic-viscoplastic constitutive 

law presented in the previous section. The HDPE 

material was provided by Goodfellow© company as 

a cylindrical bar of 10 mm diameter and length of 

1000 mm, with a number-average molecular weight 

Mn = 10 kg.mol-1 and a weight-average molecular 

weight Mw = 70 kg.mol-1. The experimental tests 

were performed on an electromechanical testing 

machine (Instron® 5800) with a load-cell of 10 kN 

at different temperatures (T=25, 40, 60 and 80°C) 

and strain rates (10-2, 10-3 and 10-4 s-1). Noting that 

the plates of the testing machine were well 

lubricated, so that the friction effect at the contact 

surfaces with the specimen is negligible. During 

tests, the values of cross-head displacement, force 

and time were recorded by the computer using 

Bluehill software. The experimental stress-strain 

curves obtained from compressive tests on HDPE 

are shown in Fig. 1. Compression strain and stress 

are plotted as positive values. It can be seen that the 

mechanical response of HDPE is nonlinear with an 

evident transition from elastic to inelastic stage. 

The constitutive equations introduced in section 2 

were used to predict the non-linear behavior of 

HDPE at large strains. In addition to the Young’s 

modulus and Poisson’s ratio, the constitutive 

equations contain four parameters to be determined: 

K , n , m and h . They were identified using a least 

squares regression fitting method. The Young’s 

modulus E was deduced from the slope of the initial 

linear portion of the compression stress–strain 

curve. The Poisson’s ratio   was taken equal to 
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0.38. Table 1 gives the values of the identified 

material parameters. Figure 1 gives the comparison 

between the experimental data (in symbols) and the 

elasto-viscoplastic constitutive model (in solid lines) 

for HDPE at 25°C (Fig. 1a), 40°C (Fig. 1b), 60°C 

(Fig. 1c) and 80°C (Fig. 1d). As it can be seen that a 

fairly good agreement is obtained between the 

experimental data and the theoretical constitutive 

elastic-viscoplastic law. 

 

Table 1. The material parameters for HDPE at 

different temperatures. 

T 

[°C] 

E 

[Mpa] 

K 

[Mpa] 

n 

[-] 
h 

[Mpa] 

m 

[-] 

25 500 31.2 7.8 3.15 0.88 

40 280 20 8.3 5 0.7 

60 150 10.7 10.2 5.5 0.65 

80 130 5.7 11.17 6 0.45 

 

 
(a)                                        (b) 

 
(c)                                       (d) 

Figure 1. Stress-strain curves of HDPE for various 

temperatures: (a) room temperature (25 ° C), (b) 40 ° 

C, (c) 60 ° C, (d) 80 ° C. 

 

FINITE ELEMENT MODELLING 
The simulations were carried out using the finite 

element software MSC.Marc under plane-strain 

conditions. The sample dimensions were 10mm 

(width) ×10mm (thickness) ×110mm (length). The 

dies geometry was taken with channel angle 1 = 2 

=  = 90° (and 120°) and the two outer corners 

angles have been fixed to 10°. A radii r = 2mm has 

been taken at the inner corners. Noting that these 

values have been selected according to the previous 

study undertaken by Aour et al. [19]. Initially, the 

friction coefficient between the sample and the die 

channels was assumed to be zero, implying 

frictionless condition (for the first tests). 

The die and the ram were considered as rigid bodies 

in the modeling. A displacement of 110mm was 

assigned to the ram in the extrusion direction. 

According to the theoretical [4] and experimental 

[20] analysis, the isothermal condition can be 

fulfilled at low pressing speeds. So, all simulations 

were performed with a ram speed of 0.1mm/s, which 

generates negligible heat due to the plastic 

deformation [19]. The sample behaviour was 

considered as being elastic-viscoplastic. In order to 

control the plastic strain distribution, the selected 

cross-section was taken at 15mm below the second 

inner corner (see Fig. 2). 

 

    
                   (a)                                            (b) 

Figure 2. Illustration of the finite element meshes of 

the samples and the selected cross-section for the 

measurement in the case of: (a) 90° die and (b) 120° 

die. 
 

RESULTS AND DISCUSSION 

 

Equivalent Plastic Strain Distribution: In 

ECAP process the homogeneity of the plastic strain 

distribution in the bulk material during successive 

passes is very important. The aim of this section is 

to determine the optimal conditions which allow us 

to improve the homogeneity of the plastic strain 

distribution in terms of the thickness (t) and the 

length (L) of the second channel for the two-elbow 

tool. 

 

Case of 90° die: Figure 3 shows the equivalent 

plastic strain distribution for four different lengths 

L= {20, 30, 40, 50mm} with a section of w×t = 
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10×10mm2 and an inner corner radii of 2mm. It can 

be observed that the plastic strain is not uniform at 

the end of the samples. However, at the middle, the 

homogeneity of the plastic strain is relatively 

improved especially after the second pass except in 

the case of L=20mm. This is due to the phenomenon 

of folding which is much more pronounced when the 

second channel length is low (L = 20mm). 

 

 
 

Figure 3. Equivalent plastic strain contours for HDPE 

samples during 2-ECAP process using 90° die for 

different lengths of the second channel. 
 

For more details, we have shown in Figure 4, the 

distribution of the equivalent plastic strain in terms 

of the distance from the bottom along the selected 

cross-section of the sample (see Fig. 2) for each 

thickness with different lengths of the second 

channel. It can be seen that the low equivalent plastic 

strain is obtained when the length L= 50mm for all 

cases. However, the high level of plastic strain is 

obtained when the length L= 30mm for t = 8, 10 and 

12mm while for t = 6 mm the high level of plastic 

strain is obtained when the length L= 40mm. 

 

It is worth nothing that the variation factor is an 

important parameter, which can be related to the 

strain homogeneity (i.e. the higher is its value, the 

more important is the heterogeneity of the 

deformation) [21]. So, in order to quantify the degree 

of the plastic strain homogeneity, a statistical analysis 

has been carried out by introducing the standard 

deviation and the variation factor V, defined as the 

ratio of the standard deviation to the average strain as 

 
1

1 1
100(%)

N

i ave

iave

V
N

 
 

                               (10) 

where 
i  is the equivalent plastic strain value of a 

given integration point along the sample width, 
ave  

is the arithmetic average of the equivalent plastic 

strain values computed on N integration points. 

The maximum punch force required, the maximum 

and the average values of the equivalent plastic stain 

given by the numerical solution as well as the 

variation factor and the standard deviation calculated 

according to the different geometries are presented 

in Table 2. It can be remarked that the maximum 

punch force increases with the increase of the 

second channel thickness.  

 
(a)                                            (b) 

 
(c)                                   (d) 

Figure 4. Distribution of the equivalent plastic strain 

along the selected cross-section for different lengths 

and thicknesses of the second channel in the case of 

90° die. 

 

Table 2. Evolution of the punch force, the equivalent 

plastic strain and the variation factor in terms of t 

and L in the case of 90° die. 
t 

(mm) 

L 

(mm) 

Fmax 

(kN) 
 

ave  Stand. 

deviat. 

V (%) 

6 20 9.675  1.138 0.106 9.285 

30 9.512 1.166 0.116 9.980 

40 9.675 1.259 0.143 11.340 

50 9.747 0.926 0.121 13.069 

8 20 12.765 1.173 0.105 8.948 

30 12.710 1.208 0.117 9.712 

40 12.700 1.167 0.093 7.962 

50 12.710 0.970 0.121 12.467 

10 20 15.697 1.187 0.129 10.903 

 30 15.810 1.251 0.136 10.891 

 40 15.724 1.093 0.087 7.923 

 50 15.794 0.989 0.110 11.164 

12 20 17.855 1.197 0.148 12.356 

 30 19.073 1.320 0.183 13.881 

 40 18.938 1.040 0.087 8.333 

 50 19.008 0.999 0.095 9.478 

 

Nonetheless, the average plastic strain varies from 

0.926 to 1.320 for all cases. However, by 

considering the variation factor, it can be concluded 

that the best homogeneity of the plastic strain 

distribution was obtained when the thickness t = 

10mm and the length L = 40mm. Moreover, one 
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can note that the more heterogeneous plastic 

deformation is obtained with a thickness of 12mm 

and a length of 30mm. 

 

Case of 120° die: The same simulations have been 

carried out for the case of 120° die and the obtained 

results are depicted in figure 5.  It can be seen that 

the equivalent plastic strain distribution is relatively 

uniform and homogeneous compared to that of  90° 

die. In order to give more details, we presented in 

figure 6 the evolution of the equivalent plastic strain 

in terms of the distance from the bottom along the 

selected cross-section of the sample for each 

thickness with different lengths of the second 

channel. It can be observed that the low equivalent 

plastic strain is obtained when the length L = 50mm 

for all cases. However, the high level of plastic strain 

is obtained when the length L = 20 mm and t = 10 or 

12mm while when t = 6 and 8mm  the high level of 

plastic strain is obtained when the length L = 30 mm. 

Table 3 shows the values of the maximum punch 

force required, the maximum and the average values 

of the equivalent plastic stain given by the numerical 

solution as well as the variation factor and the 

standard deviation calculated according to the 

different geometries in the case of 120° die. 

 
 

Figure 5. Equivalent plastic strain contours for HDPE 

samples during 2-ECAP process using 120° die for 

different lengths of the second channel. 

 

It can be observed that the maximum punch force 

decreases with the decrease of the second channel 

thickness. Furthermore, the limits of the average 

plastic strain varies from 0.581 (at t = 6 mm and L = 

50 mm) to 0.675 (at t = 10 mm and L = 20 mm) for 

all the presented cases. By taking into account the 

variation factor criterion, it can be deduced that the 

best homogeneity of the plastic strain distribution 

was obtained when the thickness t = 10 mm and the 

length L = 20 mm. 

 
    (a) t = 6mm                 (b) t = 8mm 

 
(c) t = 10mm                     (d) t = 12mm 

Figure 6. Distribution of the equivalent plastic strain 

along the selected cross-section for different lengths 

and thicknesses of the second channel in the case of 

120° die. 
 

Table 3.  Evolution of the punch force, the 

equivalent plastic strain and the variation factor in 

terms of t and L in the case of 120° die. 
t 

(mm) 

L 

(mm) 

Fmax 

(kN) 
 

ave  Stand. 

deviat. 

V (%) 

6 

20 2.575 0.624 0.084 13.502 

30 2.618 0.625 0.084 13.421 

40 2.683 0.620 0.086 13.824 

50 2.624 0.581 0.100 17.280 

8 

20 3.651 0.647 0.089 13.763 

30 3.590 0.643 0.084 13.126 

40 3.612 0.656 0.078 11.899 

50 3.622 0.596 0.103 17.354 

10 

20 4.518 0.675 0.062 9.176 

30 4.429 0.665 0.081 12.137 

40 4.405 0.666 0.101 15.160 

50 4.396 0.600 0.105 17.546 

12 

20 5.556 0.656 0.063 9.654 

30 5.571 0.657 0.088 13.396 

40 5.503 0.659 0.109 16.508 

50 5.495 0.602 0.105 17.417 

 

Effect of Friction: In the above sections, we have 

assumed that the friction between the sample and 

the tool walls is negligible (i.e. frictionless 

condition). In this section, the friction effects on the 

equivalent plastic strain distribution and the 

pressing force are analyzed on the optimised 

geometries of 2-ECAP tools (with t = 10mm and L = 

40mm for 90° and t = 10 mm and L = 20 mm for 

120° die). The friction between the tool and the 
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sample is modelled with Coulomb friction law. The 

computations have been performed with three 

friction coefficients f = {0.1, 0.2 and 0.3}. Figures 7a 

and 7b show respectively the plastic strain 

distribution across the sample thickness for the dies 

of 90° and 120°. It can be seen that the friction 

influences significantly the homogeneity and the 

magnitude of the equivalent plastic strain in the 

extruded material (HDPE). Indeed, more the friction 

coefficient increases, more is the increase of the 

plastic strain. 
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(a)                                     (b) 

Figure 7. Illustration of friction effect on the 

equivalent plastic strain distribution in the case of: 

90° die (b) 120° die. 

 

Effect of Temperature: In order to analyze the 

sensitivity of the equivalent plastic strain distribution 

in terms of the temperature, the computations were 

performed for four values of T = {25, 40, 60 and 

80°C} at a constant ram speed of 0.1 mm/s and under 

frictionless conditions. The simulations are 

conducted using both dies with their optimized 

geometries (t=10mm and L=40mm for 90° die and t = 

10 mm and L = 20 mm for 120° die). The 

distributions of the equivalent plastic strain along the 

sample thickness as a function of the temperature are 

shown in Fig. 8a for 90° die and Fig. 8b for 120° die. 

It can be seen that the temperature strongly 

influences the magnitude of the equivalent plastic 

strain (the higher is the temperature, the lower is the 

plastic strain). Furthermore, in the case of 90° die, 

one can notice that the distribution of the plastic 

strain is highly temperature sensitive at low 

temperatures, whereas this effect becomes 

insignificant beyond a certain temperature as 

illustrated in Fig. 8a, where the results at 60 and 

80°C are almost identical. However, in the case of 

120° die, the plastic strain decreases with the 

increase of the temperature. 

 
(a)                              (b) 

Figure 8. Effect of the temperature on the evolution 

of the equivalent plastic strain in the case of: (a) 90° 

die and (b) 120° die. 

 
EXPERIMENTAL TESTS OF ECAP 
 

After an optimization study of the geometrical 

parameters, a 2-ECAP device with  a channel angle 

 = 120°, a thickness t = 10 mm and an 

intermediate channel with a length L = 20 mm was 

designed and manufactured (Fig. 9a). 

 

     
(a)                                        (b) 

Figure  9. Experimental study of HDPE  behaviour 

using 120 die with: (a) one elbow (1-ECAP) and (b) 

two elbows (2-ECAP). 

 

In order to make a comparison between the 

deformed samples using 1-ECAP and 2-ECAP, 

another tool with one elbow and the same channel 

angle (=120°) was also designed and 

manufactured (Fig. 9b). For both dies, the lengths of 

the entrance and exit channels are respectively 

85mm and 80mm. ECAP samples of 10mm × 10mm 
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cross-section and 70mm in length were cut from 

commercially HDPE plates in the same direction, 

then surfaced simultaneously on the cutting facets 

and polished. Next, the HDPE samples were 

annealed in vacuum at 120°C for 2h. Note that the 

widths and the thickness of the channels and the 

samples are the same, but with a clearance fit. All the 

ECAP tests were performed with a ram speed of 

0.07mm/s and at the room temperature of 25°C. 

The warping of the extruded samples obtained by 

using the both dies (1-ECAP with route C and 2-

ECAP) has been quantified in this experimental part. 

Noting that, route C involves a rotation of 180° after 

each pass. Fig. 10 shows pictures of HDPE samples 

that have undergone one pass using 1-ECAP and 2-

ECAP and four passes (route C) using 1-ECAP and 

two passes with 2-ECAP die. The obtained results for 

1-ECAP and 2-ECAP are listed in table 4 and 

illustrated in figure 10. The maximum curvature 

(warping) of the sample was quantified by measuring 

the height of the sample before and after extrusion. 

For a similar number of passes through  the elbows,  

it was found that the minimum warping is always 

obtained using 2-ECAP die. Furthermore, the 

warping obtained for two passes using 2-ECAP die is 

less than the half of that obtained using four passes 

with 1-ECAP die. 

 
(a) 1 pass (1-ECAE) 

 
(b) 4 passes (1-ECAE) 

 
(c) 1 pass of 2-ECAE  

 
 (d) 2 passes of 2-ECAE 

 

Figure 10. HDPE samples extruded at room 

temperature after (a) one and (b) four passes using 1-

ECAP die and (c) one and (d) two passes using 2-

ECAP die with a channel angle of 120°. 

Table 4. Maximum values of the curvature of HDPE 

samples obtained by 1-ECAP and 2-ECAP dies with 

a channel angle of 120°. 

Type of 

the die 

Height 

before 

extrusion 

Hb (mm) 

Height 

after 

extrusion  

Ha (mm) 

Curvature 

Cu = Ha – 

Hb (mm) 

1 pass (1-

ECAP) 
9.85 13.77 3.92 

2 passes 

(1-ECAP) 
9.85 13.28 3.43 

1 pass (2-

ECAP) 
9.82 12.27 2.45 

3 passes 

(1-ECAP) 
9.85 13.45 3.60 

4 passes 

(1-ECAP) 
9.85 13.32 3.47 

2 passes 

(2-ECAP) 
9.82 11.23 1.41 

CONCLUSIONS 
In the present work, the finite element method has 

been used to provide fruitful information for the 

optimization of the geometrical parameters in order 

to manufacture 2-ECAP tool which allows 

simultaneously an improvement of the level of the 

plastic strain and a significant reduction of the 

warping. The simulations have been performed on 

HDPE samples using two turn ECAP process with 

channel angles of 90° and 120°. It was found that 

the length of the second channel, the friction and the 

temperature play a significant role on the 

homogeneity of the plastic strain distribution and 

the magnitude of the pressing force required for 

extrusion.  

We noticed that the best homogeneity of the plastic 

strain distribution was obtained when the second 

channel has a thickness t = 10 mm and a length L = 

40 mm in the case of 90° die, however, in the case 

of 120° die, the optimal dimensions are t = 10 mm 

and L = 20 mm. 

A significant sensitivity of friction conditions on the 

plastic strain distribution has been found especially 

for 90° die. Indeed, the higher is the friction 

coefficient, the higher is the level of the plastic 

strain. So, in order to reduce the friction effect on 

the magnitude of the pressing force, it is advised to 

use an appropriate lubricant during the process.  

During 2-ECAP process, the temperature increase 

leads to lower plastic strain in the sample and a 

higher variation factor. In the particular case of 

HDPE samples, room temperature processing is 

favored, unless force limitations on the equipment 

require heating.  
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Finally, in order to combine the modelling analysis of 

the deformation behaviour of HDPE samples with 

experimental tests two dies with a channel angle of 

120° have been designed and manufactured. The first 

with only one elbow, however, the second is 

composed of two elbows according to the results of 

the numerical optimization. It was found that the use 

of two-turn  ECAP tool contributes significantly on 

the reduction of the warping without the use of the 

back pressure. 
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ABSTRACT  
Peritectic structures are proposed as candidates for thermal energy storage in solar power plants. According to 

the evolution of Concentrated Solar Plants (CSP) technologies, the development of a new technology for ultra-

compact Thermal Energy Storage (TES) over an extended range of temperatures is required. Identification, 

synthesis, analysis and characterization of innovative advanced materials should allow reaching outstanding 

energy density, long term stability, reasonable investment and could also enhancing heat transfers. All these 

assets make the 'peritectics' very appealing potential candidates for heat storage. In this work, a theoratical 

study based on phase diagrams modeling is performed to investigate the possible use of binary peritectic 

structures. It has been shown that peritectics can provide significantly increased energy density compared to 

simple melting/solidification processes, mainly because they involve chemical reactions. These materials could 

hence represent a very innovative and promising route for ultra-compact heat storage over a wide range of 

temperatures [300 - 700°C]. 

NOMENCLATURE 
ROMAN LETTERS 

pT  Peritectic temperature 

pLT   Temperature between the liquidus and 

the solidus points 

PE  Energy density related to the 

peritectic reaction 

PLE   Energy density related to 

H  Enthalpy change related to the 

peritectic reaction 

PLH   Enthalpy change added between the 

liquidus and the solidus points 
ACRONYMS  

CSP Concentrated Solar Plant 

LHS Latent Heat Storage 

PCM Phase Change Material 

TCS Thermo-Chemical Storage 

THS Thermochemical Heat Storage 

 

INTRODUCTION  
Thermochemical Heat Storage (THS) is intensively 

studied because it is a nearly lossless way of storing 

energy when the chemical reaction materials are 

stored separately and because it could provide high 

values of volumetric energy density. Currently, THS 

can provide the highest heat storage followed by 

Latent Heat Storage (LHS) and then, by Sensible 

Heat Storage for the same amount of material [1]. 

Various kinds of gas-solid reaction systems are under 

investigation: dehydrogenation of metal hydrides (80-

400°C), dehydration of metal hydroxides (250-

800°C), decarboxylation of metal carbonates (100-

950°C), and thermal desoxigenation of metal oxides 

(600-1000°C) [2]. The enthalpy of reaction is 

usually extremely high, 400-1100 kWh/m3 

depending on the temperature, which makes THS a 

very promising alternative. However, their feasible 

volumetric energy density is between 200 and 500 

kWh/m3 only, because of several requirements such 

as the full interaction needed between the reactant 

materials or the impact of internal and external 

conditions of the thermochemical systems on the 

productivity rate,  for instance [1]. THS 

development is, thus, still in a fundamental, 

laboratory stage and far from any proven design and 

material to be transferred to a relevant scale.  

This work aims at participating to the development 

of a new kind of materials which are able to 

combine the melting/solidification processes with 

chemical reactions. Contrary to gas-solid reactions 

in which chemical reactants have to be separated, 

the liquid and the solid phases involved in peritectic 

formation separate and recombine by themselves. 

Moreover, the peritectic structures work at 

atmospheric pressure both in charge and in 

discharge. As a result, simple storage concepts, like 

one-single tank with storage material in bulk and 

embedded heat exchanger, could be applied.  

CONCEPT AND EXPLANATION 
The proposal is based on a ground-breaking idea 

consisting in using chemical compounds formed 

during the peritectic transition, in which thermal 
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energy is stored by two consecutive processes: a 

melting/solidification process and a liquid-solid 

chemical reaction. Thus, the so-called 'peritectics' 

present the major asset of combining sensible heat, 

latent heat and reversible chemical reaction. 

Peritectic structures are formed by a reversible 

chemical reaction in which a liquid phase (L) reacts 

with a primary solid (α) on cooling to produce a new 

solid phase (β). Three classes of peritectic phase 

diagram have been identified based on the shape of 

the peritectic (β) solid-solution region [3] as shown 

in Fig. 1. 
 

1. Type A system where the β/α + β solvus and the 

β-solidus have slopes of the same sign. The phase 

β formed during the peritectic reaction is a solid 

solution of one of the system components  

2. Type B system where the slopes have opposite 

signs. As in Type A, the phase β formed is a solid 

solution of one of the system components  

3. Type C system where the β-phase has a limited 

composition, referred as stoiechiometric 

peritectic compound. 

 
Figure 1 

Types of peritectic structures [3] 

 

The capacity of peritectic compounds to combine 

sensible, latent and thermochemical heat during their 

heating/cooling process at atmospheric pressure 

suggest a possibility to reach interesting values of 

associated energy density. Theoretically, the 

peritectic structure forms/melts at a defined 

temperature and the reversible chemical reaction 

occurs at the same defined temperature. The case of 

Type C systems suggest also that there is a possibility 

to manage with the new stoichiometric compounds in 

almost the same easy way as eutectic ones but with a 

higher potentiality. Fig. 2 sketches the phase diagram 

of a binary system (A/B) with one stoichiometric 

compound β formed during the peritectic transition L 

+ α → β. It allows describing how energy is 

stored/delivered when heating/cooling the (A/B) 

system at the stoichiometric composition CβP. 

 

 
Figure 2 

Phase diagram with one stoichiometric peritectic 

compound β 

 

A more detailed description is provided in Fig. 3. 

- On cooling (discharge process), the pro-peritectic 

phase α (s) starts to nucleate when the liquid phase 

reaches the liquidus temperature TL, then it grows 

from TL to Tp. At the peritectic temperature Tp , the 

remaining liquid phase reacts with α (s) to form β 

(s). 

- On heating (charging process), the solid β (s) 

decomposes at temperature Tp into a liquid phase L 

and the solid α (s). Then, the solid α (s) melts also 

from temperatures Tp to TL.  

The energy is hence stored/delivered by two 

consecutive processes: 

i) an incongruent melting/solidification (latent heat) 

from Tp to TL, 

ii) and a liquid/solid chemical reaction (peritectic 

transition) at temperature Tp.  

To summarize, a peritectic structure forms by means 

of at least three mechanisms: peritectic reaction, 

peritectic transformation and direct precipitation. 

The second mechanism is the slowest one because 

the transformation takes place by atoms diffusion 

through the peritectic solid. If the diffusion rate is 

small, for instance, less than 10-13 m2/s for 

substitutionally dissolved alloying elements in face-

centered cubic metals, the time for peritectic 

transformation will be unrealistically large. The 

final structure obtained at the end of the cooling 

process will be out of equilibrium, with not 

complete annihilation of the pro-peritectic phase. 

Hence, the amount of energy delivered will be less 

than the theoretical value.  
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Figure 3 

Different steps involved in peritectic transition on 

cooling 

 

SCREENING METHODOLOGY 
The screening focuses, on the one hand, on the 300-

700°C temperature range, which allows covering a 

wide spectrum of significant applications. For 

instance, this range includes the interval 300-400°C 

which matches fully with the operating temperature 

range of Rankine cycle. The range above 400°C up to 

700°C is also taken into account in order to propose, 

from the scientific viewpoint to begin,  the potential 

materials with the suitable capacity to encounter the 

requirements of the CSP systems in development  

and with higher thermal efficiency (~650°C). 

On the other hand, it focuses on the volumetric 

energy density superior to 200 kWh/m3 since the best 

THS systems today have an effective energy density 

between 200-500 kWh/m3 with an energy restitution 

preferably at constant temperature. Consequently, a 

review of the thermophysical properties of binary 

compositions with potential heat storage were 

performed. For this preliminary work, the 

multicomponent systems (ternary systems and more) 

were not considered as well as those made of 

radioactive elements.  

 

 Software employed 

FactSage 6.4 software has been used for an 

extensive search and selection of stoichiometric 

peritectic structures providing energy density 

superior to200 kWh/m3 in the range of temperatures 

from 300°C to 700°C. This software, established on 

Calphad method [4], allows the calculation of 

optimized temperature-composition phase diagrams 

as well as the related thermodynamic functions and 

parameters using Gibbs free energies.  

Out of 635 binary systems analyzed, 145 have at 

least one stoiechiometric peritectic compound. The 

selection was performed within the same interval 

300-1100°C performed by Kotzé with metallic 

PCMs in [5]. The review was performed using the 

set of evaluated and optimized thermodynamic 

databases for inorganic systems; in particularly 

molten salt, light metal alloy, oxide, high-T 

oxycarbonitride FactSage 6.4 databases.  

 

Scientific criteria 

Considering first the peritectic reaction step, the 

main thermophysical properties required for heat 

storage materials at constant temperature are: 

i) the peritectic temperature Tp which must 

correspond to the working temperature of the in 

developing storage systems and ii) the gravimetric 

enthalpy change ∆H corresponding to the formation 

of the peritectic compound (β) at the defined 

temperature Tp. The conversion into the volumetric 

energy density E has been performed taking into 

account the density ρ such as ρ = ρmin (ρβ, ρL/α) at the 

temperature Tp. 

Then, considering the latent heat process related to 

the pro-peritectic phase formation from Tp to TL, the 

associated volumetric energy densities PLE   over a 

range of temperature pLT   (from peritectic 

temperature to corresponding liquidus temperature) 

have been also calculated. In this latter case, the 

density ρ is such as ρ = ρmin (ρL/α,ρL) at the liquidus 

temperature TL. All parameters have been calculated 

assuming that the binary system solidifies under 

normal equilibrium conditions. 

RESULTS AND DISCUSSION 
The results of the preliminary screening of different 

chemical classes carried out are depicted in Fig.4. 

The full squares represent the peritectic compounds 

whilst the empty squares represent the eutectic ones. 
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Fig. 4 shows the enthalpy change versus temperature. 

Even if stoichiometric peritectics are not as common 

as eutectics, they appear in many binary systems. At 

first sight, the enthalpy change related to the 

peritectic reaction seems not to be so interesting and, 

hence the peritectic structures do not clearly 

distinguish from eutectics. 

 

 
Figure 4 

Peritectics map of enthalpy change vs. temperature 

during the peritectic reaction 
 

The corresponding volumetric energy density E  has 

been then calculated taking into consideration the 

density ρ of the studied system such as ρ = ρmin (ρβ 

slightly below the peritectic temperature at the 

stoichiometric composition CβP, ρL/α  slightly above 

the peritectic temperature at the stoichiometric 

composition CβP (Fig. 2) ) in order to avoid an 

overestimation. The map of energy density versus 

peritectic temperature presented in Fig.5 shows that 

peritectics can compete with eutectics from the 

effective energy density viewpoint. In this case, the 

energy density provided by the liquid/solid chemical 

reaction (peritectic transition) leading to the studied 

peritectic structures lies within the interval 200-400 

kWh/m3
 most of the time.  

Therefore, the densities of the system around the 

transition line of interest (solidus line)  are crucial 

since they  inform on the minimum storage volume 

required.  

 
Figure 5 

Peritectics map of the related energy density vs. 

temperature 
 

A few peritectic structures of interest have been 

selected from the previous map and the effective 

energy density PLE  due to the latent heat part have 

been calculated and added to the energy of the 

peritectic reaction. This time, the densities of the 

system around the liquidus line have been considered. 

For each binary system, both energy densities versus 

temperature are represented in Fig. 5.  
 

 
Figure 5 

Peritectics map of the effective energy density vs. 

temperature taking into account the energy provided 

over the temperature range (peritectic temperature - 

corresponding liquidus temperature)  

First, it can be noticed that the selected systems are 

mainly salt- and metallic-based alloys. Then, the 
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effective energy density reaches now the range of 

400-650 kWh/m3 which means that these values 

become then quite as interesting as those of gas-solid 

reactions under investigation in the world; which 

make peritectics attractive for large-scale TES 

applications.  

Table 1 and Table 2 give more detailed information on 

some peritectics of the map (Fig. 5) which could 

participate to develop the performances of CSPs 

intended for work in the field of high temperatures as 

it has been done in several works [6, 7]. 

Table 1 

Peritectic temperature, enthalpy change and energy 

density of some binary systems related to peritectic 

reaction 

Binary 

system A/B 
TP 

(°C) 

∆H 

(J.g-1) 

Ep 

(kWh.m-3) 

LiBr/LiOH 303.90 803 434 

KOH/LiOH 314.82 535 238 

LiI/LiOH 334.93 308 182 

CsOH/LiOH 373.63 354 214 

Cr/Zn 483.12 118 234 

Mg/Ag 491.94 332 286 

Li/Zn 510.02 304 372 

Mn/Ni 587.35 297 637 

Ce/Mg 625.22 368 235 

Ca/Zn 642.05 201 224 

Sr/Zn 649.97 167 206 

Li/Si 690.57 1136 377 

CaCl2/CaF2 734.94 438 290 
 

Table 2 

Temperature range and total energy density between 

the solidus and liquidus points of the same binary 

systems   

Binary 

system A/B 
∆TL→P 

(°C) 

EL→P 

(kWh.m-3) 

LiBr/LiOH 76 591 

KOH/LiOH 24 283 

LiI/LiOH 34 253 

CsOH/LiOH 55 388 

Cr/Zn 483 679 

Mg/Ag 6 304 

Li/Zn 5 565 

Mn/Ni 493 1642 

Ce/Mg 4 239 

Ca/Zn 5 232 

Sr/Zn 83 349 

Li/Si 20 467 

CaCl2/CaF2 98 402 

The proof of the concept has been achieved at the 

laboratory scale through the theoretical and 

experimental study of Li2K(OH)3 peritectic 

structure, detailed in [8]. It has been shown 

experimentally that its onset temperature equals 

312°C and its corresponding enthalpy change 

reaches 484 J/g. Moreover, the onset temperature of 

Li2K(OH)3 remains unchanged over the 100 cycles 

whilst the composite enthalpy change is improved 

and tends even to increase with cycling. 

 

CONCLUSION 
Peritectic structures can provide effective 

volumetric energy density comparable and even 

higher to that of the best solid-gas reactions under 

development. Moreover, as the expected volumetric 

energy density is much higher than that of currently 

used phase-change materials, the investment cost 

should be lower than that of latent heat storage 

technologies and probably close to that of the 

cheapest sensible heat storage systems. Contrary to 

solid-gas reactions, peritectic structures do not 

require complex storage system technology. They 

offer, therefore, a chance to achieve compact TES at 

attractive investment cost.  
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ABSTRACT 
 

Xylitol is a very promising Phase Change Material (PCM) for long-term thermal energy storage at low to 

medium temperatures due to its low melting temperature, its high energy density, its high and stable 

undercooling allowing long-term storage with reduced thermal losses. However, the activation of the energy 

discharge process (crystallization activation) is difficult and the subsequent crystallization rates (discharge 

powers) are very low.  

To overcome such problems, a simple and efficient technique is proposed. It consists in bubbling undercooled 

Xylitol using a gas until it crystallizes and the recalescence phase is completed. The mechanisms activating the 

crystallization are presented in this paper and the bubbling performances are experimentally investigated.

 

NOMENCLATURE 
 

ROMAN  LETTERS 

Cp Xylitol specific heat 

fs Solid fraction 

H Melting enthalpy 

Lm Xylitol latent heat 
T Temperature of the melt at time t 

T0 Initial temperature of the melt (also referred 

as starting/working temperature) 

T 


 Room temperature, air inlet temperature 

T Volume of the melt 
 

ACRONYMS 
PCM Phase Change Material(s) 

SA 

ca 

Sugar alcohols 

Circa (approximately) 

 

INTRODUCTION  
 

Considering the major current energy and economic 

issues, the development of new PCM for solar 

seasonal energy storage, matching the building 

applications requirements, constitutes a technological 

challenge. The ideal PCM must have a melting 

temperature inferior to 100°C, a high energy density 

(> 100 kWh.m-3) for the compactness of the storage 

system and a large undercooling in order to limit heat 

losses over the long term storage. It must also be 

cheap, stable, non-toxic and extracted from 

renewable sources. Currently, many PCM are 

available in the market for thermal energy storage 

applications [1,2] but only salt hydrates fit with 

long-term storage. Indeed, their stable and high 

undercooling allows reducing thermal losses. 

Compared to them, SA present several advantages 

like no separation, no segregation, no corrosion etc. 

Among SA, Xylitol has a high potential: its melting 

point is inferior to 95°C which allows using cheap 

solar collectors; its latent heat is superior to 263 J.g-1 

and its total energy density is 4-5 times higher than 

that of water (110-150 kWh.m-3 whereas it is 

approximately 30 kWh.m-3 for water on a seasonal 

basis). Moreover, Xylitol has a high and very stable 

undercooling, allowing long-term storage with 

limited thermal losses and negligible risk of 

spontaneous discharge. Finally, it has an acceptable 

cost (< 3 €/kg) and is available in the market.  
 

Unfortunately, the discharge process of Xylitol is 

difficult because of its high viscosity and the 

subsequent crystallization rates are very low. In this 

work, different techniques to crystallize Xylitol have 

been considered. Local cooling fails to trigger 

nucleation because the activation energy for atoms 

diffusion and rearrangement at the solid-liquid 

interface is very high in Xylitol. Seeding allows 

activating Xylitol crystallization, even in cases with 

very high undercooled melts. However, the effect of 
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seeding on crystallization is too local and the 

subsequent crystal growth rates are too low for the 

application. This technique lead to low heat release 

rate and too long discharge times. High-power 

ultrasounds (450 W) also allow crystallizing Xylitol. 

However, the crystallization rates are also too low for 

this technique to become appropriate at the storage 

system scale. Solvents addition does not contribute to 

accelerate Xylitol crystallization [3]. Mechanical 

agitation could be a solution to discharge the storage 

system when necessary and at appropriate speeds. 

However, this intrusive technique would require a 

specific reactors design leading to a significant extra-

cost.  

In this paper, we propose bubbling as a simple and 

efficient technique to activate Xylitol crystallization 

and to allow high enough crystal growth rates. As far 

as we know, the use of a bubbling technique to 

activate the nucleation of undercooled melts and to 

accelerate their crystallization rates has never been 

studied, despite the extensive researches on bubble 

columns in the last few decades (e.g. recent reviews 

[1,2]) or the use of bubbling to enhance paraffin heat 

transfer [4]. 

 

EXPERIMENTAL TECHNIQUES  
 

Sample: Xylitol was purchased from Roquette 

(batch E089X, purity 98.43%).  
 

Experimental means: The used liquid/gas reactor 

is a cylindrical glass vessel of 85 mm of diameter and 

105 mm of height, equipped with thermocouples. It is 

filled with melt Xylitol up to 60 mm height (Fig.1). 

Air bubbles are generated at the bottom of the vessel 

by a single tube connected to a pump (tube inner 

diameter: 3 mm). 
 

Experiments: Two kinds of experiments were 

performed. In all the performed experiments, melt 

Xylitol is conditioned as follows: 100°C overnight in 

an oven to melt it, then, cooled down to the working 

temperature during 1h30 to 2h. Once the working 

temperature reached, bubble agitation is started. 

Initial temperature of the melt (T0) varies from 34°C 

to 71°C. The air is injected at room temperature (air 

inlet temperature: T∞ ~ 25°C). The air injection flow 

rate is Q = 80 l/h. 
First experiments consist in observing and reaching 
an overall understanding.  Once it starts, the bubbling 
is observed using a CDD camera (Genie HM1024: 
image capture rate from 0.1 to 117 fps in 1024 x 728 
active resolution, Fig.1). In the second kind, the 
experiments are carried out using the exact same 
means, sample and protocol except that, this time, the 

glass vessel is thermally insulated. This insulation 
prevents to observe Xylitol behavior during 
bubbling. The set-up is completed with two 
thermocouples located close to the wall of the 
vessel, one in the vicinity of the air inlet and the 
other one at the opposite side. Xylitol thermal 
response during bubbling is recorded by the two 
thermocouples previously mentioned. These 
experiments allow studying bubbling performances. 

OVERALL VIEW OF THE 

CRYSTALLIZATION PROCESS 
 

Numerous experiments were performed in order to 

get an overall view of the crystallization process by 

bubbling. The pictures in Fig.1 show (from the left 

to the right side) the activation and progress of the 

crystallization in experiments carried out at T0 = 

75°C.  
 

 
 

 
 

Figure 1 

Snapshots at different times of the Xylitol 

crystallization process activated by air bubbling 

 a) side view; b) top view.  
 

Whatever the initial thermal conditions, the 

crystallization process has the following general 

characteristics: 

 Bubbles are formed at the submerged orifice 

of the tube. They grow first, detach from the orifice 

and rise in the melt up to the liquid free-surface. The 

bubbles generation is periodic and induces an 

oscillatory motion of the liquid, with a major 

circulation cell in the entire column.  

 At the liquid free-surface, the bubbles burst 

and generate daughters bubbles (Fig.1). Part of these 

bubbles are caught by the fluid and entrained by the 

flow cell (Fig.2a). As it can be seen in Fig.1, the 

small bubbles are dispersed within the liquid and 

their amount increases with time.  

 After some stirring time of the mixture 

"bubbles/melt Xylitol", the latter starts to crystallize. 

Crystallization begins on the bubble surface 

(Interface air/Xylitol), then progresses in the 

outward direction forming a spherical solid shell. 

Fig.2c shows the reactor at a quite advanced stage of 
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the crystallization process, where numerous spherical 

solid particles can be observed in suspension. A 

picture of one of these solid particles (~1 mm-

diameter) is shown in Fig.2b. A magnified image of 

the cross-section of this particle is in Fig.2d. A hole 

can be noticed in the center of the solid sphere, 

obtained via the crystallization on the bubble surface.      
 

 
 

Figure 2 

Pictures of Xylitol crystallization:  

a) liquid circulation cell dragging small air bubbles; 

b) solid particle formed by crystallization on the 

bubbles surface; c) numerous solid particles observed 

in suspension at an advanced stage of the 

crystallization process; and d) magnified image of the 

cross-section of a solid particle. 
 

As mechanical agitation, stirring by bubbling is able 

to activate the nucleation of Xylitol in extended and 

highly spatially resolved areas. The efficiency of the 

crystallization process will be obviously dependent 

on the number of nucleation produced sites as well as 

the extent and the homogeneity of their dispersion 

within the melt. Besides, this technique is a low 

intrusive technique and, consequently, easy to 

implement in standard storage containers.  

 

BUBBLING PERFORMANCES ANALYSIS 
 

A typical thermal response of Xylitol during bubbling 

is depicted in Fig.3.  

Three different periods can be clearly distinguished: 

 The induction period, from the beginning of 

bubbling to the beginning of crystallization. In an 

adiabatic reactor, the temperature of the melt should 

be constant during this period. In practice, it slightly 

decreases due to thermal losses which both occur, by 

conduction through the vessel wall and by convection 

due to air bubbling. 

 The recalescence period, during which 

Xylitol crystallizes and its temperature rises. In a 

perfectly insulated system, Xylitol should reach the 

melting point and the crystallization process should 

stop at that moment. However, due to thermal losses, 

the maximum temperature reached by Xylitol is 

slightly inferior to the melting point and the 

crystallization can progress beyond this point. From 

now, we consider that the reach of Xylitol maximum 

temperature corresponds to the end of the 

recalescence period. 

 The end-period, during which crystallization 

(if any) is driven by heat extraction due to thermal 

losses. 

 
 

 
Figure 3 

Xylitol thermal response typically observed during 

bubbling. 

 
Eight experiments were carried out at initial 
temperatures ranging from 34°C to 71°C.  
Xylitol thermal behaviors recorded in these 
experiments are represented in Fig. 4a. The starting 
point of the curves represents the end of the 
induction period (time corresponding to the 
crystallization beginning). The legend of the curves 
indicates the melt temperature (T0) at the 
crystallization beginning. Xylitol course on an 
enthalpy-temperature chart is depicted in Fig.4b. The 
continuous black line represents Xylitol enthalpy 
function by melting. Xylitol enthalpy function has 
been calculated from measurements of specific heat, 
latent heat and melting point (Eq 6&7 in Appendix). 
The enthalpy of undercooled Xylitol is represented 
by the discontinuous black line. Colored lines 
correspond to Xylitol enthalpy evolution during 
bubbling in the different experiments carried out 
(one curve by experiment). The crystallization 
beginning is indicated by a circle on the 
discontinuous black line. In a perfectly insulated 
system, the trajectory of the melt on the enthalpy-
temperature chart must be a horizontal line (constant 
enthalpy) joining the crystallization temperature to 
the melting point. Because of the thermal losses, the 
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observed trajectories are not horizontal lines but show 
a slight decrease of enthalpy with temperature. 
Moreover, the maximum temperature achieved is 
below the melting point. The maximum achieved 
temperature tends to decrease when the initial 
undercooling of the melt increases. This should 
indicate that thermal losses are mainly due to 
bubbling. Indeed, considering that the air is injected 
at room temperature and that the residence time of 
primitive bubbles increases with the viscosity of the 
melt, the thermal losses are expected to be higher in 
the experiments carried out at higher undercooling 
degree.   
 

 

 
Figure 4 

 a) Xylitol thermal evolution during the different 

bubbling experiments (one curve by experiment); b) 

Xylitol course on the enthalpy-temperature chart. 

 

From the recorded temperature data, the evolution of 

the solid fraction over time as well as the total 

crystallization rate can be estimated (Eq 1-5 in 

Appendix). They are depicted in Fig.5 a&b. The 

crystallization progresses slowly at the very 

beginning, then accelerates up to a maximum 

crystallization rate, and the rhythm of crystal 

production reduces afterwards. Beyond the 

recalescence period, the crystallization rate is such 

that power delivered by solidification equals the 

thermal losses of the system. The maximum value of 

the observed crystallization rates ranges between ca 

3 min-1 to ca 6 min-1. 
 

 

    
 

Figure 5 

 a) Time evolution of the solid fraction during the 

different bubbling experiments (one curve by 

experiment); b) time behavior of the total 

crystallization rate during the same experiments (one 

curve by experiment). 

 

In Fig. 6a is represented the mean crystallization rate 

(Eq. 8 in Appendix) observed in the experiments 

carried out. The highest mean crystallization rate is 

superior to 0.02 min-1 and is obtained at 

approximately 60°C. The mean crystallization rate 

initially increases with the undercooling, reaches a 

maximum and then slows down as the temperature is 

further decreased. This behavior is in agreement 

with the measurements of Xylitol crystal growth 

carried out under isothermal conditions using optical 

microscopy (Fig 6.b, see also ICOME 2016, M. 

Duquesne). The similitude between the shape of the 

curves representing the variation of the mean 

crystallization rate in the reactor and the growth 

velocity of the crystals of xylitol as a function of the 

temperature support the hypothesis that once 

nucleation on the bubble surface occurs, subsequent 
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crystal growth is exclusively determined by the 

Xylitol properties and the local undercooling. 

 

 

 
 

Figure 6 

a) Mean crystallization rate of Xylitol in the reactor 

as a function of the starting temperature; b) growth 

velocity of Xylitol crystals measured under 

isothermal conditions by optical microscopy. 
 

Xylitol crystallization is studied in a thermally 

insulated reactor which allows quantifying bubbling 

efficiency through key parameters such as the 

induction nucleation and recalescence times. They are 

represented in Fig.7 as a function of the starting 

temperature T0. The symbols represent the measured 

values whereas continuous lines are polynomial fits 

allowing highlighting trends. The recalescence time 

progressively decreases with the starting temperature, 

going from ca 75 min at the lowest temperature to ca 

15 min at the highest one. This behavior is in 

agreement with the fact that the amount of solid 

phase produced during the recalescence increases 

with decreasing temperature (see enthalpy chart in 

Fig. 4.b). 

The induction time ranges from ca 100 min to ca 30 

min. Contrary to the recalescence time, the induction 

time shows a minimum at ca 55°C.  

This behavior is a bit surprising. Indeed, the melt 

viscosity being lowered, a decrease in induction time 

should be expected with an increase in temperature. 

However, when the starting temperature of the melt 

increases, the heat exchange between the injected air 

and the melt is enhanced because the size of the 

bubbles, for the same gas flow rate, diminishes. 

 

 
 

Figure 7 

a) Induction time and b) recalescence time as a 

function of the starting temperature. Measurements 

(symbols) and regression lines (continuous lines) 

 

CONCLUSION 
 

In this paper, bubbling is presented as an innovative 

and efficient technique to activate the crystallization 

of highly viscous undercooled Xylitol. This low 

intrusive technique is easy to implement in standard 

storage containers.  

It has been shown that Xylitol crystallization occurs 

on the surface of the small bubbles generated at the 

liquid surface when primitive bubbles burst. Once 

dispersed within the reactor by the liquid flow, they 

act as nucleation sites. The bursting of the primitive 

bubbles at the free liquid surface with production of 

daughters is hence a necessary condition for Xylitol 

crystallization. Besides, the efficiency of the 

crystallization process will be obviously dependent 

on the number of nucleation produced sites as well 

as the extent and the homogeneity of their dispersion 

within the melt. 
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Using bubbling techniques allows reaching 3 to 6 

min-1 as maximum crystallization rates. The highest 

mean crystallization rate is superior to 0.02 min-1 and 

is obtained at approximately 60°C. Besides, it has 

been noticed that the observed crystal growth rates 

are exclusively determined by the local undercooling 

and Xylitol properties. The recalescence time goes 

from ca 75 min at 34°C temperature to ca 15 min at 

71°C. The induction time ranges from ca 100 to 30 

min (at ca 55°C). Storage at approximately 50-60°C 

could provide the best balance between the induction 

time, the crystallization rates and the maximum 

reachable temperature. 

Additional research carried out on bubbling is 

required to pave the way for bubbling conditions 

optimization. 
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APPENDIX: DATA TREATMENT 
 

We assume that the temperature of the melt is 

uniform at every time.  In such condition, the energy 

balance within the melt during the induction period 

can be written as: 
 

( ) ( )  p

p

dT dT hA
V c hA T T k T T with k

dt dt V c



        

 

(1) 

 

where pc  is its thermal capacity and hA  is the 

thermal losses coefficient. According to Eq.1, the 

thermal behavior of the melt during the induction 

period can be written as: 

 

 )exp()()( ktTTTT o      (2) 
 

where the coefficient k  is determined fitting Eq.2 to 

experimental data.  

During the recalescence period, the energy balance 

of the melt is given by the equation: 
 

 )(  TThA
dt

dH
V     (3) 

 

Considering the relationship between enthalpy, 

temperature and solid fraction, Eq.3 becomes: 
 

 )(  TThA
dt

df
LV

dt

dT
cV s

mp    (4) 

 

We can hence write: 
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Once parameters pc , mL  and k  are known, the 

crystallization rate ( dtdfs / ) and the solid fraction 

can be estimated by Eq.5.  
 

Xylitol enthalpy function has been calculated from 
measurements of specific heat, latent heat and 
melting point as follows: 
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The enthalpy of undercooled Xylitol is given by: 

( ) ( )( ) ( ) ( )   p s ref m p l ref mH T c T T L c T T T T       (7) 

The mean crystallization rate is defined as: 

( )
Mean Crystallization Rate s endf t

t
               (8) 

where )( ends tf  represents the solid fraction in the 

reactor at the end of the recalescence period and t  

is the duration of the recalescence. 
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ABSTRACT 
The Molecular Beam Epitaxy (MBE) is a growth technique to manufacture electronic devices with excellent 

quality. In sprint of some minor disadvantages; MBE is one of recent and promising of epitaxial growth 

techniques. The advantage of this growth technique is based on its ability to control and possibility of 

following the surface growth in real time. The Reflection High Energy Electron Diffraction (RHEED) intensity 

is used to sample the surface structure, it allows a very good control of the thicknesses of very thin layers with 

excellent quality. Our study focuses on the modeling and simulation of the epitaxial growth by Molecular beam 

epitaxy of InAs using the Kinetic Monte Carlo methods (KMC). The in situ characterization (in real time) was 

achieved by Photoemission and RHEED simulation  

The studied model treats the growth of In and As species including different microscopic processes; 

absorption, desorption, diffusion, incorporation. 

NOMENCLATURE 
E: The diffusion barrier energy(eV) 

R: The hopping barrier energy () 

v:  The atom vibration (s-1) 

n: nearest – neighbor.  

Es: The substrate barrier (eV) 

En: The energy contribution from each nearest – 

neighbor (eV) 

RHEEDI  :  The RHEED intensity (ua) 

n : The rate coverage (ua) 

 thi
: The height of the site (i,j) 

 th : The degree of surface roughness (ua) 

 

INTRODUCTION  
MBE is a versatile crystal growth technique for 

growing thin epitaxial structures made of 

semiconductors, metals or insulators. 

This technique is particularly suitable for III-V and 

II-VI semi-conductors such as the GaAs, it also used 

for stack different materials, with an excellent 

quality crystalline [1-3]. 

Since last three decades the study of the InAs (001) 

surface have been make a lot of interest by several 

experimental and theoretical studies because it is the 

basic element in the structure of the most part of the 

electronic components multilayers [4, 5, 6]. 

The objective of our work is the modeling and the 

simulation of InAs (001) α2 (2x4) reconstructed 

surface based on the model of the reconstruction 

GaAs(001) β2 (2x4) [4.6].  

This model includes all the microscopic details such 

as: the atomic process of the island growth, surface 

reconstruction, the zinc blende structure and the 

different kinetic properties of the growth [4, 8]. 

In this simulation, we discuss the results of the InAs 

homoepitaxy and the observations during growth 

using RHEED and photoemission simulation [6, 7, 

9]. 
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MODELING OF GAAS (001) 2(2X4) 

RECONSTRUCTED SURFACE 
 

GaAs(001) β2(2x4) reconstructed surface 

model 
The GaAs (001) surface is one of the most studied 

semiconductor surfaces, it have attracted much 

interest for both experimental and theoretical studies 

[8].  

The composition of the a grown epilayer and its 

doping level depend on the relative arrival rates of 

the constituent elements and dopants, which in turn 

depend on the evaporation rates of the appropriate 

sources. The growth rate of typically 1 m/h (1 

monolayer/s) is low enough that surface migration of 

the impinging species on the growing surface is 

ensured. Consequently, the surface of the grown film 

is very smooth.[1-3] 

Itoh [4] presented a simulation model based on the 

zinc blend (001) structure for homoepitaxial GaAs 

(001) growth. 

 

Both in thermodynamic equilibrium and over a wide 

range of growth conditions, the GaAs (001) surface 

forms the β2 (2x4) reconstruction, each (2x4) unit 

cell is built up from two (2) As dimers and two (2) 

missing dimers in the top most layer and missing Ga 

pair in the second Fig. 1 [4-9]. 

 
Figure 1 

GaAs surface growth [4,5] 

 

The kinetic process of Itoh model included in the 

simulation is as follows [6, 8-16].  

1. Deposition randomly of Ga atoms.  

2. Diffusion of Ga atoms on the surface.  

3. Incorporation of Ga adatoms; if a Ga adatoms 

reaches a strongly bound site. 

 4. As2 flux into the precursor state become As2*.  

5. Absorption of As2 into surface sites as As2 

dimers.  

6. Desorption of As2*; there are two As2* 

desorption events with different rates in our 

model, depending on the chemical 

environment, the As2 is bounded by:  

a) Desorption into the vacuum.  

b) Desorption from a surface site into the 

precursor state.  

7. Diffusion of As monomers after the breaking 

of the As – dimer bond 
 

Simulation of InAs (2x4) reconstructed surface 
The observations obtained by STM show that the 

surface of InAs(001) is similar to a structure of 

GaAs(001). This structure consists of two atomic 

forms; the first is the regular reconstruction β2 

(2x4), while the other is composed by Frank (simple 

lines) of the dimers of arsenic [5]. 

Yamaguchi and Horikoshi have proposed a new 

atomic structure called (2x4) which is represented 

on the Figure 2. 

 
Figure 2 

Side and plan views of the alpha2 (2x4) 

reconstruction of InAs (001) [5] 

 

In this approach, we have used the β 2(2x4) 

reconstructed model to simulate InAs homoepitaxial 

growth with support of some variations, such as the 

arsenics dimers and the interaction energies [4-6, 9] 

 

KINETIC MONTE CARLO 

 About 30 years ago, KMC simulation started to be 

used for the study of kinetic processes (Binder 1979, 

Binder and Kalos 1979). The aim of KMC is to 

reproduce faithfully no-equilibrium or relaxation 

processes [8-11]. KMC simulation has been widely 

used in modeling epitaxial crystal growth. This is 

because it allows easy implementation of a wide 

range of atomistic kinetic processes whose rates can 

be determined from first principles [8]. The KMC 

simulation of homoepitaxy GaAs (001) growth has 

been based on simple cubic solid – on – solid (SOS) 

model. This model has explained a number of 

surface morphologies [6]. The key parameter in the 
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KMC method is the hopping barrier energy R of each 

atom from a site to a neighbor site on the surface:  

Tk

E

BeR            (1) 

Where E is the diffusion barrier energy [13]. E 

depends only upon the initial nearest–neighbor 

environment of the migrated atom. 

nS EnEE          (2) 

SE : The substrate barrier and 
nE  the contribution 

from each nearest – neighbor bond formed parallel to 

the substrate. 

In the conventional used SOS model, surface 

adatoms can have a maximum of five bonds, one to 

the underlying atom and four to nearest neighbor 

atoms in the surface plane, so can take any value 

between 0 to  4 [6, 8-12]. 

The principle of calculation routine is shown in the 

chart below Fig.3 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 3 

Principle of calculation on KMC simulation of InAs 

(001) 2 (2x4) reconstructed surface [9, 12]. 

 

RESULTS AND DISCUSSION 

Surface Morphology 

The results of KMC simulations of InAs(001) 2 

(2x4) surface morphology are obtained for typical 

condition in MBE growth (flows In=0.1 ml/s, flux 

As=0.4 ml/s and T=385°C). The Figure 4 represents 

the evolution as a function of time of the 

morphology of InAs(001) α2 (2x4) reconstructed 

surface in a cluster of (100x100) atoms during 

deposition of two bilayers (3 monolayers). 

White (grey, black) circles denote layer number n 

(n+1, n+2); i.e. In (As, In) atoms. 

 
 

  
(a) (b) 

 

 

 

 
(c) (d) 

Figure 4 

Surface morphology of InAs cluster of dimension 

(100×100) obtained by a KMC simulation for 

different values of coverage. (a) In deposition, (b) 

As deposition, (c) In an As diffusion and (c) In 

diffusion  

 
The reconstruction α2 (2x4) of InAs(001) begins by 

the initial deposition (random) of the In Atoms (Fig 

4(a)). Then, the deposition of the As atoms Fig 4 (b). 

In the Fig (c), we show the diffusion of In and As 

toms (dimer pair As). Finally in Fig 4 (d), the edges 

creation is very remarkable, and this becomes even 

clearer for the coverages greater than 40% [9]. 
 

In situ simulation 
The important advantage of MBE is the in situ 

monitoring possibility during growing.  
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To examine the validity of the KMC results, a 

simulation in situ RHEED and photoemission 

simulations were carried out. These two techniques 

are very used to follow the evolution of the surface 

morphology during growth. 

RHEED intensity: RHEED is one of the most 

powerful tools used to see the flatness and atomic 

structure of the surface during growth. Furthermore, 

intensity oscillation of the RHEED signal accurately 

measures the growth rate in Å/sec [13-15]. 

In the case of a two-dimensional (2D) growth mode, 

the main information provided by the analysis of the 

RHEED pattern are the surface reconstruction and 

the growth rate [6, 9, 15]. 

The RHEED intensity is given by [13, 14]:  

  
2

1

n

n

nnRHEED jI             (3) 

Where n , 1n  are the rate coverage of even (In) and 

odd (As) layers (respectively). 

Under such condition, the specular beam intensity of 

RHEED is inversely related to the degree of surface 

roughness which is calculated by [16]: 

       







  
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iih thth
N

t
2

1

1
     (4) 

Where N is the number of lattice sites, hi is the height 

of the site (i,j) and  th  is the average height of the 

atoms expressed in monolayer unit and given by: 

   
i

i th
N

th
1

           (5) 

The Figures 5 and 6 show the KMC simulation of the 

RHEED intensity and surface roughness variation for 

α2 (2x4) InAs (001) reconstructed surface depending 

on the number of diatomic layers an time 

respectively. The growth conditions are In flow = 

0.1mL / s, As flow= 0.4ml/s. 
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Variation of the roughness surface and e RHEED 

intensity of the InAs (001) 2 (2x4) reconstructed 

surface depending on the number of diatomic layers. 
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Variation of the roughness surface and e RHEED 

intensity of the InAs (001) 2 (2x4) reconstructed 

surface depending on the time. 

 

Figures 5 and 6 show that the amplitude of the 

RHEED oscillations decreases with time (number of 

diatomic layer) because the layers are not formed, 

and it is noted successively, that the second layer 

can start to grow before the first layer is not 

complete. Therefore increase the roughness in the 

course of the time [6, 12]. 

In our simulation, we have seen the creation of 

multiple layers simultaneously (creation of 2 to 5 

diatomic layers at once). This is well observed in 

Figure 7 and 8 which represent the variation in the 

coverage rate of In, As and InAs according to time. 
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Monolayer rate coverage (In and As) of the InAs 

(001)  2 (2x4) reconstructed surface (100 x 100) at 

385°C 
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Bilayer rate coverage of the InAs (001) 2 (2x4) 

reconstructed surface (100 x 100) at 385°C 

 

We notice the creation of 5 layers at the same time, 

but with a different cover rate. This also reflects a 

tridimensional mode. 

There is therefore an increase of the roughness 

average over of time. In this type of growth, the 

roughness does not increase but the oscillation 

disappears, this is due because the growth is done by 

advances in the marches. 

So we can see that this type of growth can change 

their appearance over the time, the 3D growth is 

favored versus the 2D one. 

 

Photoemission current phenomena: The 

photoemission phenomenon depends on the chemical 

nature and the structural of absorbed atoms [16]. The 

photoemission current is proportional to the number 

of dangling bonds of In atoms. Experimentally the 

growth takes place for arsenic rich conditions. So 

the As atoms control the growth. In addition, the In 

atoms are more electropositive then As atoms which 

implies a decrease in surface energy and therefore a 

significant emission of photoelectrons [16-18]. 

In Figures 9 and 10, we postpone the   

photoemission current variation of the InAs (001) 

α2 (2x4) reconstruction surface as a function of 

layers number (diatomic layers) and time 

respectively. 
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Variation of photoemission current of the InAs 

(001) 2 (2x4) reconstructed surface depending on 

the number of diatomic layers 
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These two figures show a fast increase of the 

photoemission current, which is justified by the 

increase in the number of connections due to charge 

transfer from In surface atoms to As ones. This 

indicates that the InAs(001) growth is done by the 

three-dimensional islands formation. We note that 

experimentally, the conditions for the layers growth 

of InAs are extremely difficult. 

We also observe that the maximum of the 

photoemission current oscillations coincides with the 

half diatomic layer and the minimum with the 

diatomic layer [9,12,15] (the contrary case with the 

RHEED signal) with a small offset. 

By comparing the RHEED intensity with that of the 

photoemission current, we note that these two 

oscillations have the same period which corresponds 

to a diatomic layer. 

 

CONCLUSIONS 
We have studied the atomic morphologies of the 

InAs (001) 2 (2x4) reconstruction surface simulated 

by Kinetic Monte Carlo simulation, the results were 

characterized by Reflection High-Energy Electron 

Diffraction intensity and photoemission current. 

In this study we have taken into account all the 

growth process: deposition, diffusion, incorporation, 

absorption and desorption of In and As Atoms. 

This work has confirmed that the growth of the 

InAs surface reconstruction begins by a layer-by-

layer growth then it changes the shape to a growth in 

3 dimensions after the deposition of several layers. 

This type of growth is called Step flow. 

As perspective to this work, additional works focus 

on the same model, with other growth modes such as 

heteroepitaxy and by the use of other of 

characterization techniques such as Low Energy 

Electron Diffraction, X-ray Diffraction would be 

very beneficial. 

KEYWORDS 

MBE, Kinetic Monte Carlo, InAs, reconstruction, 

roughness, Reflection High Energy Electron 

Diffraction, Photoemission. 
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ABSTRACT  
Perovskite Layer compounds with the general formula (CnH2n+1NH3)2MX4 or [NH3(CH2)nNH3] MX4 where M 

is a divalent metal atom and X an halogen (M = Cu, Mn, Zn, Co, Cd…) (X = Cl, Br…) are lamellar type 

structures with a particular properties due to the hybrid of organic and inorganic parts. In this work, we have 

synthesized the compound [NH3-(CH2)8-NH3]2CuCl4, we present the synthesis method and we studied, by  X-

ray powder diffraction,  the crystallographic structure of the obtained compound: it crystallize in a monoclinic 

system and the cell parameters are a= 5.3230(15) Å, b= 13.4714 (40) Å, c= 5.1414(13) Å, β = 91.832 (32)˚: 

The compound is also investigated by means of Infra-Red spectroscopy, Electron Paramagnetic Resonance 

(Electron Spin Resonance ESR) and UV-Visible spectroscopy . The ESR study shows a typical signal for 

distorted octahedral site and for a Ferro Magnetic Resonance (FMR). The absorption spectrum of UV-Visible 

spectroscopy shows bands due to Charge Transfer Transitions from the ligand orbitals (pσ and pπ) to the half-

occupied d orbital. 

KEYWORDS 

. 

 

1-INTRODUCTION  
The organic–inorganic perovskites are one of the 

most extensively studied crystalline families of 

hybrids which offers an important opportunity to 

combine useful properties from two chemical realms, 

organic and inorganic compounds, within a single 

molecular scale composite [1], Among these 

compounds, the 2D layered perovskites: (R-

NH3)2MX4 and (NH3-R-NH3)MX4, where R is an 

aliphatic or aromatic ammonium cation, M is a 

divalent metal that can adopt an octahedral or 

tetrahedral coordination, and X is a halogen: Cl, Br 

or I. These bis (n-alkylammonium tetrahelo 

metallates) form lamellar type structures in which the 

sheets of corner-shared MX6 octahedral are 

sandwiched between a pair of layer of n-

alkylammonium chains. The cavities between the 

octahedral are occupied by the NH3 groups which are 

attracted to the MX6 by hydrogen bonds N-H….X. 

the organic groups R self-assemble via π - stacking 

interaction (when the organic group contains 

aromatic groups), through Van der Waals force or 

hydrogen bonding when the organic group contains 

acid function [2]. So, the perovskite layers are 

typical “Sandwich” system because of the regular 

alternation of inorganic and hydrocarbon regions 

that consist of long chain alkylammonium groups 

ionically bonded to an inorganic support [3,4] 

(figure 1) 

 
 

Figure 1 

Schematic representation of 2D-layered perovskites 
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These compounds are the origin of a number of 

useful and peculiar properties due to the organic 

layer, to the inorganic layer and to the organic 

inorganic hybrids [1]. In fact the studies have shown 

that these perovskite layers are among the Phase 

Change Material (PCM) good for Thermal Energy 

Storage (TES) because of the solid-solid transition 

[5]. In addition, Balamurugan et al. and Wei Ning et 

al. have studied the electrical behavior and the 

magnetic properties for some layered organic 

inorganic hybrids [6-8]. 

 

Several papers studied structural characterization of 

some organic inorganic hybrids like perovskite 

system [1,2,5,9,15,16]. Indeed, as known the 

crystallography plays a crucial role to understand the 

structural behavior of materials and make 

relationship structure properties. In this manuscript, 

we present powder X-ray diffraction at room 

temperature of two (2D) organic inorganic like 

perovskite system [NH3-(CH2)8-NH3]2CuCl4, Infra-

Red spectroscopy, Electron Paramagnetic Resonance 

(Electron Spin Resonance ESR) and UV-Visible 

spectroscopy. 

 

2-Synthesis 
A powder finely crushed of the diamine NH2-(CH2)8-

NH2 is prepared then 0,5g of the powder is dissolved 

in a small quantity of distilled water and the obtained 

solution is made under regular and weak agitation 

during at least half an hour. Gaseous HCl (obtained 

form concentrated H2SO4 poured; drop with drop; on 

solid NaCl) is dissolved (barboté) in the diamine 

solution in oder to form the diamine chloride (NH2-

(CH2)8-NH2, 2HCl). Finally, the compound [NH3-

(CH2)8-NH3]CuCl4 is prepared from 1M of the 

aqueous solution of  (NH2-(CH2)8-NH2, 2HCl) and 

1M of an aqueous solution of CuCl2 

 

3-X-ray Powder diffraction and Infrared 

spectroscopic investigation 
The structure of the obtained compound is 

investigated by means of X-ray powder diffraction 

(XRD) and Infra-Red spectroscopy (FTIR). 

 

3.1-X-ray powder diffraction 
The indexed X-ray diffraction powder pattern of this 

compound is shown in Figure 2. The program 

Dicvol04 [17-19] is used to determine unit parameter 

cell. The best solution to index the well-defined 

peaks (10) in the range 3˚ – 38˚ gives the monoclinic 

cell, with a= 5.3230(15) Å, b= 13.4714 (40) Å, c= 

5.1414(13) Å, β = 91.832 (32)˚ and volume 368.49 

Å3. The Figures of merit M( 10) = 76.5 and F( 10) = 

56.9(0.0068, 26). The indexation of this 

diffractogram show layered structure in direction to 

the big axis c. To confirm this result structural 

resolution from X-ray single crystal diffraction is 

now in progress and will be published in a future 

paper. 

 

 
Figure 2 

Indexed Diffractogram of 

[NH3-(CH2)8-NH3]CuCl4 

 

3.2-Infra-Red spectroscopy 
The perovskite compound was also investigated by 

Fourier Transform Infra-Red Spectroscopy (FTIR). 

The spectrum of the layer perovskite compound is 

divided in two ranges: Intern vibration modes of the 

organic cation in the range of frequency [4000 cm-1 - 

400 cm-1], and extern vibration modes of the organic 

cation with the intern and extern vibration modes of 

the anion in the range [<400 cm-1]. Figure 3 present 

the intern vibration modes of the organic cation 

[NH3-(CH2)8-NH3]2+. The principal vibrations are 

listed below: 

 
 Figure 3 

IR spectrum of [NH3-(CH2)8-NH3]CuCl4 
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 3332 cm-1  Alongated vibration of (OH) 

 2924, 3063 cm-1 Asymetric and symetric 

stretching modes of (NH3
+) 

 2663, 2887 cm-1 Asymetric and symetric 

stretching modes of -(CH2)- 

 1646, 1559 cm-1 Asymetric and symetric 

deformation modes of (NH3
+) 

 1063 cm-1  twisting modes of (NH3
+) 

 1037 cm-1  roking modes of (NH3
+) 

 820  cm-1   stretching modes of C-C-C 

  

4.  Electron Spin Resonance 
Electron Paramagnetic Resonance or Electron Spin 

Resonance (ESR) is a very sensitive tool that 

provides information about lattice symmetry and 

structure. It reflects the environment of the 

paramagnetic ion [10]. ESR has been proved to be a 

useful tool for the study of magnetic correlations in 

magnetic materials [8]. Our complex contains Cu2+ 

ions, which make it active to the ESR. In deed; Cu(II) 

has nine valence d electrons resulting in one unpaired 

electron in the dx²-y² orbital in the ground state. This 

is perturbed by application of an external magnetic 

field and can be studied by Electron Spin Resonance 

[11]. 

 

Figure 4 

ESR spectrum of [NH3-(CH2)8-NH3]CuCl4 

The signal is large and asymmetric (figure 4), typical 

for distorted octahedral site [12], also typical for a 

Ferro Magnetic Resonance (FMR). More, the FMR 

line split into two lines and the signal appears to be 

composed of two overlapped spectral lines. For the 

splitting, the appearance of an additional FMR line is 

similar to the FMR behavior of coupled FM layers 

separated by nonmagnetic spacer layers [7], and it is 

caused by the presence of relatively large local field 

(H local) of the ferromagnetic domain. In addition, 

the hyperfine structure doesn’t show up, which 

means that he interaction between the single 

electron and the nucleus of the copper does not take 

place. So, the linking Cu---Cl has an ionic character. 

Indeed, these results were already observed in other 

papers [13, 14]. 

 

5. UV-VISIBLE 

The spectrum (figure 5) presents two absorption 

bands, the first one at 338nm and the second one at 

398nm, these bands are Charge Transfer Transitions. 

Indeed, at higher photon energy (UV-Vis), electrons 

are exited from the filled ligand-centered orbitals to 

the half-occupied d orbital, producing ligand to 

metal charge transfer transitions. The first band at 

338nm represent the charge transfer transition from 

the pσ ligand to the half-occupied d orbital and the 

second band at 398nm represent the transition from 

the pπ ligand to the half-occupied d orbital. 

 

 

Figure 5 

UV-Visible absorption spectrum of 
 [NH3-(CH2)8-NH3]CuCl4 

CONCLUSION 
In summary, we have synthesized an organic 

inorganic compound with a layer structure [NH3-

(CH2)8-NH3]CuCl4, we have started the structural 

investigation by X Ray powder diffraction, the 

compound crystallize in a monoclinic system and 

the cell parameters are a= 5.3230(15) Å, b= 13.4714 

(40) Å, c= 5.1414(13) Å, β = 91.832 (32)˚. It shows 

layered structure in direction to the big axis c. By 

Fourier Transform Infra-Red Spectroscopy we have 

detected the principal vibrations. The obtained 

compound was also investigated by Electron 

Paramagnetic Resonance (Electron Spin Resonance 

ESR) and UV-Visible spectroscopy. The ESR study 
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shows a typical signal for distorted octahedral site 

and for a Ferro Magnetic Resonance (FMR). The 

absorption spectrum of UV-Visible spectroscopy 

shows bands due to Charge Transfer Transitions from 

the ligand orbitals (pσ and pπ) to the half-occupied d 

orbital 
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ABSTRACT  
Multi-junction solar cell (MJSC) are widely studied for their high efficiency in comparison with simple-

junction ones, but despite this advantage they have many losses which decrease their efficiency.  They are due, 

among other, to the photon excess energy loss, the non-absorption phenomena and the carrier recombination. 

In this study the optimization of the band gap and the transmitter thickness are opted to minimize these losses. 

An efficiency of about 24.9% is obtained under a solar spectrum of AM1.5. 

  

NOMENCLATURE 
n: The negative type region of pn diode 

p: The positive type region of pn diode 

Eg: The band gap energy of semi-conductor (eV) 

phJ : The total photocurrent density (A/m2) 

nJ : The emitter photocurrent in the p region (A/m2) 

pJ : The base photocurrent in the n region (A/m2) 

dJ : The photocurrent in the depletion region (A/m2) 

n  : The excess electron concentration in p region 

(m-3) 

p :   The thickness of p region (m) 

: The light absorption coefficient (m-1) 

F: The incident photon flux at surface (W/m2)  

Sn: The electron surface recombination velocity (m-2) 

Dn: 
The electron diffusion coefficient (m2/s) 

n : The electrons lifetime (s) 

 nL :  The electron diffusion length (m) 

R: Reflection coefficient 

p : The hole excess concentration (m-3)  

n  :  The thickness of n region n (m) 

Sp : The hole surface recombination velocity (m-2) 

Dp : The hole diffusion coefficient (m2/s) 

p : The hole lifetime (s) 

SP : The back surface recombination velocity(m-2)  

pL : The hole diffusion length (m) 

AM: The Air Mass coefficient 

W: The depletion region thickness 

 

INTRODUCTION 
Many losses occurred in simple junction solar 

cell such intrinsic losses, due to photon excess 

energy loss (hv> Eg) and to the unabsorbed photon 

(hv <Eg) [1-3]. To minimize these losses there has 

been extensive study focused on the study of MJSC 

structure during the last three decades [4,5].  

Among the solutions to reduce losses in solar 

cell the use of the mechanically stacked solar cells 

(MSSC), in such structure a high photon absorption 

is ensured when the cells are placed in such a way 

that their gap are in descending order from top to 

bottom. Therefore the top solar cell absorbs the 

photon of high energy and avoids thermal 

recombination.  In MSSC structure the spectral 

response is extended and well divided on cells 

therefore the efficiency will improved [6,7]. 

In the present work the effect of AlxGa1-

xAs/GaAs top solar cell energy gap and emitter 

thickness on photocurrent is opted to improve 

efficiency conversion.  By varying the energy gap 

therefore the spectral response of all cells, so their 

photocurrent, will be improved. By the same 
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optimization policy we tend to improve the 

photocurrent by varying the top cell thickness, this 

one allow more photon absorption. Based on the 

obtained values of the thickness and the band energy 

gap, the optimal photocurrent will be corresponds to 

the best efficiency. 

 

MATHEMATICAL MODEL 
 

The Figure 1 shows the schematic diagram of the 

multi-junction solar cell. The two junctions are 

deposited in decreasing order of band gap in order to 

allow the top solar cell to absorb the photons of high 

energy from solar spectrum firstly. The photons of 

lower energy not absorbed previously will be absorbed 

by the second, this configuration avoid the loss energy 

by thermalization [8,9] 

 

 
 

Figure 1: 

Structure of the AlxGa1-xAs/GaAs MSSC. 

 

The flowing table summarized the parameters of the 

two solar cells initially used to calculate photocurrent 

of the MSSC of Figure 1[10,11]. 

 

Table 1 

Initial parameters of the AlGaAs/GaAs MSSC solar 

cell. 

 

Cell 

 

Top Bottom 

Acceptor concentration (cm-3)  2.1017 2.1017 

Donor concentration (cm-3) 

Intrinsic concentration (cm-3) 

2.1017 

2.103 

2.1017 

2.1x106 

Electron mobility 6000 9340 

Hole mobility 200 450 

   

 

In order to investigate the influence of band gap 

energy on the optimum energy conversion in AlxGa1-

xAs/GaAs MSSC the total photocurrent density Jph 

in each cell in evaluated based on the total current in 

standard p-n junction. 

This current is given by [12, 13]: 

          dnpph JJJJ               (1)                                                                                                                                                                             

The emitter photocurrent is given by:  
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Where nnn DL   

The photocurrent density in the depletion region is 

expressed by:  

      WRqFJ pd   exp1exp1  (4) 

The photocurrent density at base region is given by: 
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Which lead to the following expression: 
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Where ppp DL  . 

 

The total photo-current density Jph is obtained by 

integrating the current density Jph(λ) on the whole 

range of the solar spectrum. 
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3. RESULS AND DISCUSSIONS 

3.1 The spectral response:  

In order to connect the conversion efficiency to the 

photocurrent, it is very useful to show the spectral 

response range of each separate cell.  

In figure 2 we show the variation of spectral response 

curve of the two cells. The photons with wave length 

from 0.24 to 0.68µm are absorbed by the top cell that 

is why the spectral response of the second cell is low 

in this range. 

So the bottom cell is adapted to absorb photons in the 

range of wave length from 0.68 to 0.87 µm   .  

. 
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Figure.2: 
The spectral response for the two solar cells 

 
These remarks allow us to distribute each wave length 

range suitable for each cell, then to calculate the 

appropriate photocurrent. 

3.2 Photocurrent optimization: 

Now, by varying x in formula of AlxGa1-xAs/GaAs 

material composition we can variate the energy gap 

therefore the spectral response of the two cells and 

their photocurrent. The following figure shows the 

variation of the photocurrent density of each cell 

depending on the energy band gap of the top cell. 
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Figure 3: 

The variation of photocurrent versus band gap top cell 

energy 

 

The two cells are connected in series so the total 

current is that the smallest [14], we tend to increase 

this one. In figure 3 we show, for top cell band gap 

low energy, the photocurrent is decreasing. On the 

other hand the photocurrent of the bottom is 

increasing, this is mainly due to the reduction the 

range of the spectral response of the top cell and the 

increasing for the bottom cell. Form the curve we 

have optimum value of Iph which is the intersection 

of the two currents. This means that the value of Eg 

= 1.733eV is the optimal value to achieve an optimal 

photocurrent of 13.81mA/cm2 thereby give the 

better efficiency of the MSSC. 

By the same optimization policy we tend to improve 

the photocurrent by varying the top cell thickness, 

this one allow more photon absorption. The figure 4 

shows the variation of photocurrent versus the top 

cell thickness.  
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Figure 4: 

The variation of photocurrent versus top cell thickness 
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From the intersection of the photocurrent spectra of 

the figure 4 the optimum value of thickness which 

gives a photocurrent of 14.33mA/cm2 is 0.747µm. So 

there is improvement of photocurrent of about 3.6% 

more. 

3.3 The Energy gap optimization:  
 In this section the efficiency versus top cell band gap 

and is thickness evaluated. Based on the obtained 

values of the thickness and band energy, of optimal 

photocurrent we try to see if it corresponds to the 

best efficiency. 

Figure 5 shows the variation of the efficiency of 

MSSC cell according to the variation of the band gap 

of the top cell. The maximum of efficiency of about 

24.3% is obtained for the same value of top cell band 

gap Energy of 1.73 eV. 

 

 

1.45 1.50 1.55 1.60 1.65 1.70 1.75 1.80 1.85 1.90 1.95 2.00

10

12

14

16

18

20

22

24

E
ff

ec
ie

n
cy

 (
%

)

Bandgap Top Cell Energy (eV)

 
Figure 5: 

The variation of efficiency versus top cell bandgap                           
 

 

This value is agree with the value already find from 

figure 3. 

The variation of efficiency against top cell thickness 

is evaluated to display the optimum value of 

thickness. The figure 6 shows this variation.   
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Figure 6: 

The variation of efficiency versus top cell emitter 

thickness 

                           
By the same way, we look for the value of the 

thickness that corresponds to the best efficiency. 

From the figure 6 the efficiency is improved to 

maximum of 24.9% for a thickness of 0.747µm so 

of 2.4% more. 
 

CONCLUSIONS 
 

In the present work the effect of AlGaAs/GaAs 

top solar cell thickness and energy gap on 

photocurrent is opted to evaluated the improve 

efficiency and to avoid losses in Multi-junction 

solar cell 

An optimization of top solar cell thickness and 

energy gap are opted for. The photocurrent of 

14.33mA/cm2 has been achieved for the emitter 

thickness of 0.747µm, by the same way the optimal 

value of photocurrent is obtained for the top cell 

band gap energy of 1.73 eV. An efficiency of 24.9% 

is obtained for AM1.5 solar spectrum. As a 

perspective we can also optimize the donors 

concentration and the acceptors and to study the 

solar cell for sun concentration system. 

 

KEYWORDS Multi-junction, Bandgap, Top Cell 

Thickness, Photocurrent, Optimization, Efficiency, 

AlxGa1-xAs/GaAs.  
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ABSTRACT 
The purpose of this work is the dolerite of Tindouf Basin and particularly the Naga area where few wells 

drilled have registered gas flow from the dolerite banks and the enclosing levels of the host rock. 

By summarizing all the geological data brought by the polls that have recognized these intrusive rocks, we 

will try in this article to debate about this kind of reservoir which can prove to be in the future a new play. 

Key words: Dolerite, reservoir, hydrocarbon, well.

INTRODUCTION 
Generally, the igneous rocks have always been 

considered by the Oil Companies as non-objective, 

despite some fortuitous discoveries directly or 

indirectly related to these rocks. We also known for 

years that the presence of oil and gas is proven in 

these non-sedimentary rocks that may act as traps 

after magma cooling and solidification, giving 

numerous hydrocarbon fields (Fig.1). 

Figure1 

Map showing the geographical distribution of main 

Continental Flood basalts and oceanic basaltic trays 

[11, Modified] 

THE TINDOUF BASIN 
The Tindouf basin is oriented ENE-WSW (Fig. 2), 

along 800 km (including 540 km in Algeria), it’s an 

asymmetrical basin with a southern slope with a 

gentle up dip towards Eglabs and narrowband 

northern flank, very sloped and pleated, it is 

bordered on the east by the Ougarta chains and 

Reganne depression, north by the Anti-Atlas and 

west by El Ayoun basin. The depot center of 

Tindouf basin is relatively close to the north 

flank where the sediment thickness is around 

8000 m, while it is around 1500 m (average) to 

the south. 

The sedimentary cover is composed mainly of 

Paleozoic formations, Cambrian to Carboniferous 

[10] and a thin layer of tertiary is covering almost

the entirely surface of the basin.

Figure 2 

West Africa Simplified geological map showing 

the distribution of magmatic formations of the of 

Central Atlantic area [15]. 
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Figure 3 

Stratigraphic correlations between the different 

formations of Precambrian and Paleozoic 

sedimentary basins of south-western Algeria  

(Bechar, Reggane and Tindouf).  

[1], [2], [3], [4], [5], [7], [13], [14] and [16] 

STRUCTURAL ASPECT 
The pericratonic Tindouf basin in relation to the West 

African Craton, is asymmetric depression, having a 

very quiet south flank with a slight dip not exceeding 

and a northern flank highly structured and extremely 

faulted. This fault system is represented by the main 

major faults trending E-W and other NE-SW. 

This basin has been very affected by tectonic events 

from the Pan-African event to the late Hercynian 

event [6]. All these events were superimposed, the 

main event Hercynian gives the final structural 

character to this basin with some recent 

readjustments. 

Toward east the axes have a dominant NW-SE 

direction, called Ougartienne. 

Toward north and west the structural axes take an E-

W direction called Anti Atlassique (Fig. 2). 

THE DOLERITE IN THE TINDOUF BASIN 

The Paleozoic series of Tindouf basin have 

experienced dolerite intrusions affecting the 

Cambrian formations and particularly the upper 

Devonian (Famennian) (Fig. 3). they are set up in the 

surrounding rock as sills and dykes and are linked to 

global tectonic characterizing the West African 

Craton in response to the opening dated Jurassic of 

the Central Atlantic. A few meters of metamorphic 

contact affecting the Paleozoic host rocks proving the 

intrusive nature of these dolerites, is described by 

different studies.  

According to the well results, the magmatism 

seems to be less pronounced in the southern part of 

Tindouf basin but it is more prolific in the northern 

part of the basin where it is reported an intense 

tectonic activity.  

Figure 4. 

Map isopachs total thicknesses of dolerite 

subsurface basins of Tindouf and Reggane [5]. 

Two major features as structural axis are related in 

Tindouf basin, the first one trending W-E, (Anti 

Atlas direction), has been reasonably explored by 

seismic & drilling & some gas & oil shows are 

reported. 

The second one is located in the south, where 

drilling, despite absence of traps, revealed also 

many gas & oil shows. 

In the central part, another axis oriented NW-SE 

(Ougarta direction), is described, it was explored 

by two stratigraphic wells TIN-1 and TIN-2.  

A gas coming was recorded from the TIN-1 Upper 

Devonian (Strunian) sandstones; these sandstones 

are associated with a thick bench of dolerite (about 

67 m) (Fig. 4). A second bench of dolerite was also 

identified just above the Strunian-Tournaisian limit 

(Fig. 5). This gas coming was questionable & 

according to the TIN-1 survey completion report 

done in 1962, the geologists have tried to find a 
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relationship between the sandstone strata & the 

dolerite wall rock. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5 

Masterlog -TIN-2  

Dolerite in Strunian @ [2327-2391 m], [8] and [9]. 
 

(At the Dolerites bench, two (02) peaks of gas when 

the circulation of the bottom (BRF) of the plug which 

is rated at the log of total gas). 

 

None coming of gas, such as found in TIN-1, was 

recorded during the drilling of the TIN-2 in 2012, 

these two holes are 40 km distant from each other. 

The description of the TIN-1 sandstone (and dolerite 

bench) where was recorded gas coming, reported the 

presence of fractures which improving the gas flow.  

So it was decided to study all dolerite benches 

encountered by TIN-1 & TIN-2 wells, [8], [9]. 

For both TIN-1 & TIN-2 wells, two groups of 

dolerite are recognized in the Strunian and the 

Famennian. 

A gas shows were also recorded (master log of TIN-

2) during penetrating of the Famennian dolerites 

benches (Fig. 5). 

 

 When drilling TIN-2 well, they encountered the 

same dolerite bench occurring at the same level of 

Famennian of TIN-1; and an unmeasured gas flow 

was recorded after test achievement.  
 

COMPARISON WITH INTRUSION 

DOLERITIC REG-1 AND REG-2 (BASIN DE 

REGGANE)  

The neighbor pericratonic basin Reggane has also 

experienced an intense activity intrusive affecting 

the Paleozoic series of Upper Devonian and 

Carboniferous (Fig. 2 and 3). 

Two wells REG-1 & REG-2 drilled respectively in 

1979 and 1980 in the extreme North-West part of 

the Reganne basin in the vicinity of Bou Bernous 

saddle are encountered the dolerites. 

During a test conducted in REG-2, 1500 m3 of dry 

gas was recorded from the Famennian affected by 

114 m of this diabase intrusion, [8] and [9]. 
 

COMPARISON WITH DEPOSIT FORMS 

BY RESERVOIRS GRANITIC 

OFFSHORE VIETNAMESE (CUU LONG 

BASIN). 
The geological setting of these dolerites can be 

compared and correlated to the granitic reservoirs 

in the Cuu Long basin of Vietnamese offshore. 

This basin is tertiary rift formed in the early 

Oligocene & located in offshore southern Vietnam 

[12]. 

The Miocene inversion has intensified the 

fracturing of the granite basement where several 

reservoirs were identified and all give good oil 

flow after hydraulic fracturing. 

The porosity is less than 5% and the permeability 

ranges from 0 md à1000 md, the average depth of 

the top of these fractured granite reservoirs is from 

2500 m to 4000 m. 

The source rock of the Mesozoic granitic 

reservoirs is formed by excellent argillaceous 

bedrocks. 

The reserves of oil are ranging from 100 to 400 

mmb with a good rates from 2000 to 4000 BBL. 

The life cycle of this basin is considered as 

challenge, it’s generally ranging from 1 to 13 years 

and depends on several factors (the importance of 

fractures, the hydrocarbon column, the reserves in 

place and the production rate). 

The Tertiary clastic reservoirs was the initial 

exploration objective in this basin, while the 

granitic reservoir was investigated coincidentally 

and became after the discoveries, the main target 

in this area. 

The case study of the Cuu Long basin confirms 

that the magma reservoirs, contrary to the general 

believe, can be a very good reservoir for gas or/& 

liquid hydrocarbons.  
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However to evaluate the potential of these reservoirs, 

the resistivity logs must be analyzed. The resistivity 

of igneous rocks is generally very high, but in case of 

presence of fractures and hydrocarbons, the drop in 

the resistivity is recorded. Furthermore the solidified 

magma could be more subject to fracture. 

It is recommended to look for such reservoirs with 

such potential: (i) define the area of maximum of 

fractures and (ii) find the presence of a good source 

rock adjacent to reservoir. 

Recall that these two conditions can be met in South-

West Algeria basins Tindouf and Reggane , [5]. 

 

CONCLUSIONS AND 

RECOMMENDATIONS 
In this report we have attempted to provide an answer 

about the behavior of igneous rock and particularly 

the dolerite as hydrocarbon reservoirs in the NAGA 

area of Tindouf Basin. 

Three paragraphs were discussed:  

• A summary of the results of TIN-1 and TIN-2 wells 

of Tindouf basin. 

• A comparison with the neighboring basin of 

Reggane where the Paleozoic series has logged an 

intrusive activity affecting mainly the Paleozoic 

Upper Devonian and Carboniferous. 

• A case study and a summary for hydrocarbon prone, 

worldwide, associated with igneous rocks. 

Indeed, the magmatic rocks is spreading throughout 

the world, but a few are considered as hydrocarbons 

bearing rocks. 

Generally, only shows & very low flow rates are 

recorded from these kind of reservoirs. Furthermore, 

it’s well known that the igneous rocks form the best 

reservoir when they have been exposed on the 

surface and have undergone any tectonic event that 

led to the creation of fractures and while remaining 

in contact with mature source rocks. 

Dolerites observed in Tindouf and Reggane basins 

showed an unmeasured gas flow (TIN-1 / Tindouf) 

and gas shows or low flow rates (REG-1 / Reggane: 

1500 m3 / Gas Day). 

The phenomenon associated with the dolerite is: 

• Magma absorbing layer containing the bedrock. 

• The host rock and magma became one body. 

• The gas contained in the source rock form gas 

bubbles, filling the pores with gas & generating a 

vesicular porosity. 

As soon as the bedrock magma mixing is carried out 

and after cooling, often fractures appear in these 

igneous rocks.  

In our case, compaction can force the 

hydrocarbons within the Famennian source rock to 

move in new formed reservoir. 

As a case study the Cuu Long offshore basin, 

located in Vietnam, shows that the magma 

reservoirs, contrary to the popular believe, can be a 

very good reservoir for gas or/& liquid 

hydrocarbons [12].  

To evaluate the potential of these kind of 

reservoirs, we learn also from this study it is 

necessary to analyze the resistivity logs. 

Indeed, the resistivity of igneous rocks stay high, 

but in the presence of fractures and hydrocarbons, 

the drop in the resistivity is logged. 

After cooling the solidified magma became subject 

to fractures, it is recommended to search for such 

potential reservoirs to find the maximum of 

fractures and the good source rock communicating 

with these reservoirs. Recall, these two conditions 

could be met in the Southwest Algerian basins 

Tindouf and Reggane. 

Around Naga area (Tindouf Basin), the resistivity 

data of the Strunian and Famennian was analyzed. 

No resistivity drop is reported. However it should 

be noted that the Naga region has been the site of 

intense fracturing. 

As recommendations, we suggest to explore the 

North of Naga, it remains an interesting area, 

structurally faulted. To rule on the existence of oil 

potential in these igneous rocks, it would be 

appropriate to take a pilot wells in the area. This 

would allow for an assessment of the dolerite 

reservoirs in contact with the source rock using the 

appropriate logs i.e.: imaging of the resistivity 

(fractures characterization & fractures orientation), 

the neutron-capture spectroscopy (measure mineral 

composition) and the magnetic resonance log 

(fluid characterization). Following, if the existence 

of hydrocarbons is confirmed, consider if needed a 

hydraulic fracturing program. 
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ABSTRACT 
In this study, three-phase, stand-alone single stage neutral point clamped inverter for PV system is designed 

and simulated. In order to obtain the inverter output voltage at constant value under variation of PV voltage 

and load, the reference voltage vector of the voltage source inverter is determined by using two algorithms 

realizing the correction of amplitude and the selection of the redundancy to apply. A real data of global solar 

irradiance measured on horizontal plane and ambient temperature obtained by a radiometric station installed in 

Ghardaïa city in south Algeria are used. Simulation results show that the designed inverter produce a stable 

voltage all the day despite the variation of both solar irradiation and load. Total harmonic distortion level is 

3.42% and this value is in the limits of the international standards. 

 

KEYWORDS Solar irradiation, PV, Multi-level inverter, NPC, SVPWM. 

 

NOMENCLATURE 
 

SVPWM 
Space vector pulse width 

modulation 

RVVAC 
Reference voltage vector 

amplitude correction 

V* Reference voltage vector 

r Modulation index 

Vrms 
Root mean square value of 

output voltage  

Vrmsref 
Root mean square reference 

value of output voltage  

rmsEr  
Error between the root mean 

square value of output voltages 

at times t and the reference 

21rmsEr  
Error between the root mean 

square values of output voltages 

at times t and (t-1) 
Va, Vb, Vc Output inverter voltages 

T1, T2, T3 Times conduction 

 RS Redundancie Selection 

 ic1, ic2 Capacitors current 

Uc1, Uc2 Capacitors voltage 

Ipv Photovoltaic array current 

ia, ib, ic load currents 

V1-V6 
Inverter vectors with redundant 

state. 

G1-G2 Vectors group 

Pi Possibilities  

GHI Global horizontal irradiance 

DHI Diffuse horizontal irradiance 

DNI Direct normal irradiance 

Ta Ambient temperature 

R, L Resistor and inductor 

 

INTRODUCTION 
 

Because of the greenhouse effect and the shortage of 
fossil fuels, the demand for renewable energy has 
increased significantly over the years. From 
different types of renewable energy sources, solar 
and wind energies have become popular and 
demanding due to advancement in power electronics 
technologies equipment and techniques. Solar 
energy converted to electricity via photovoltaic 
panels is used today in many applications as they 
have the advantages of being maintenance and 
pollution free [1]. These photovoltaic modules are 
used as power plant to the grid connected systems, 
photovoltaic pumping, and also in domestic use with 
storage systems. This last application allows the 
user has to sell the excess electricity produced it 
does not consume.  

Solar irradiation intensity on Algerian territory 
indicates that Algeria has a strong solar potential 

mailto:tameur2@yahoo.fr
mailto:kbenamrane47@yahoo.fr
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source (Fig. 1) [2-3].  Ghardaïa is a dry and arid city 
in the south, characterized by a great sunshine (more 
than 3,000 hours per year) where the mean annual of 
the global solar irradiation measured on horizontal 
plane exceeds 20 MJ/m2. This great potential of solar 
energy can be used to produce electricity and reduce 
fossil fuels to preserve the environment [4].  

Solar-powered photovoltaic panels convert the sun's 
rays into electricity. The type and number of 
converters used depend on the specified application. 
In this paper, authors are interested in supplying an 
Alternative Current (AC) load. In this case one or 
more than one stage converter can be used (Fig. 2) 
[5]. 

 
Figure 1 

Average annual global solar irradiation received on a 

horizontal plane 

 
The multilevel converters concept was established in 
the early 1980s when the Neutral Point Clamped 
(NPC) structure, the capacitor clamped (or Flying 
Capacitor (FC)) structure and the cascaded H-bridge 
(CHB) structure were proposed [6]. These new 
converters are finding increased attention in 
academia and industry as one of the best choices of 
electronic power conversion for medium and high 
power applications [7-9]. But these converters have a 
voltage unbalance problem in the DC bus [10]. Many 
solutions in the literature were proposed to solve this 
problem like the use of linear or nonlinear regulators 
[11], add additional circuit [12] or applied SVPWM 
associated to redundant switching states [13]. 

 

Figure 2 

PV conversion systems 

 
This paper study the conversion of solar energy to 
electricity via cascaded photovoltaic array-three 
levels inverter as presented in figure 3. In this case 
two problems must be solved to get a stable output 
voltage. These problems are the unbalance of DC 
capacitors voltage and the variations of photovoltaic 
array voltage. As solution, authors propose two new 
algorithms to maintain the output voltage equal to 
its reference. The first use the redundant states of 
vectors with a new algorithm that takes into account 
the variations of both photovoltaic array and load 
currents. In the second, we apply a proportional 
regulator of inverter modulation index to keep at 
stable value the root mean square output voltage.      

 

Figure 3 

Photovoltaic array-three levels inverter 

 
 

THREE LEVELS INVERTER CONTROL 

 

Reference Voltage Vector Amplitude 

Correction (RVVAC)  
 
In this part, a proportional regulator of modulation 
index r of three levels inverter is used. The 
reference voltage vector of inverter is given by: 
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Where:             
2

3mV    and      0 < r < 1  

This algorithm consists to correct the reference 
amplitude voltage vector (modulation index r) after 
each 20ms. The voltage Vrms(t) at time (t) is compared 
to its previous Vrms(t-1) (time (t-1)) and also compared 
to Vrmsref and based to the errors obtained; the new 
modulation index r is calculated as presented below.  
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       (2) 

Where:        rmsrefVtrmsVrmsEr  )(                      (3) 

VrmsrefV 230  

And           ))1(21(/)(  trPrmsErrmsErtrP         (4)  

rmsEr : error between the root mean square value of 

output voltages at times t and the reference. 

)(trP  is the amplitude correction of r at time t. It is 

limited by a constant value maxrP . 

)(trmsV : root mean square value of output voltage at 

time t 

The error between the root mean square values of 
output voltages at times t and (t-1) 21rmsEr  is defined:  

)1()(21  trmsVtrmsVrmsEr              (5) 

The block diagram of the reference vectors vector 
amplitude correction is presented in Fig. 4. 

 

 
Figure 4 

Block diagram of RVVAC 

 

Reference voltage vector selection: In this work, 

we applied the Simplified Space Vector Pulse Width 

Modulation (SSVPWM) of three levels inverter. This 

simple and fast method divides the space vector 

diagram of three levels inverter (Fig 5) into six 

small hexagons. Each hexagon is space vector 

diagram of two levels inverter, as shown in figure 6. 

 
Figure 5 

Space vector diagram of a three levels inverter 
 

 
Figure 6 

Decomposition of space vector diagram of a three 

levels inverter to six hexagons 

 

Redundancy Selection (RS): To choose the 

redundancy to be used to balance the DC bus, we 

must know the impact of each one on capacitors 

voltages. The following steps present the detail of 

this algorithm. 

 

Step 1: This step consists in definition of the 

relationship between capacitors current (ic1 and ic2), 
photovoltaic array current Ipv and load currents ia, ib 
and ic (Fig. 3) for each vector with redundant states 
(6). 


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
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bFai
bFpvIci

ci
bFbi

bFai
bFpvIci

3020102

3121111
             (6) 

b
ijF : are the connection functions of half legs. 

Tables I resume relationships between capacitors, 
photovoltaic array and load currents for vectors with 
redundant state. 
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Step 2: To reduce the size of control algorithm, the 

second step consists in constituting vectors groups 
that have the same disposition in Tables 1 the 
equations S1, S2 and S3. Two groups have been 
constituted. 

Group 1 (G1):   V1, V3, V5.  

Group 2 (G2):   V2, V4, V6.  

 

Table 1 

Relationships load currents, photovoltaic array 

current and capacitor currents 

 
Vectors ic1 ic2 S1= S2= S3= 

V1 
a ONN S3 S1 

Ipv+ib+ic Ipv-ia Ipv 
b POO S2 S3 

V2 
a PPO S1 S3 

Ipv-ia-ib Ipv+ic Ipv 
b OON S3 S2 

V3 
a NON S3 S1 

Ipv+ia+ic Ipv-ib Ipv 
b OPO S2 S3 

V4 
a OPP S1 S3 

Ipv-ib-ic Ipv+ia Ipv 
b NOO S3 S2 

V5 
a NNO S3 S1 

Ipv+ia+ib Ipv-ic Ipv 
b OOP S2 S3 

V6 
a POP S1 S3 

Ipv-ia-ic Ipv+ib Ipv 
b ONO S3 S2 

 

Step 3: This step consists to analyzing the influence 

of each redundancies of constituted groups on 

capacitors voltages variations. From Table 2, it can 

remark that all vectors depend on three equations S1, 

S2 and S3. Considering the photovoltaic array 

current Ipv > 0, we can obtain three possibilities Pi of 

load variation (7). 

 















02,013

02,012

02,011

SSifPPi

SSifPPi

SSifPPi

                   (7) 

Table 2 

The vectors group 

 
Vectors ic1 ic2 

G1 
a S3 S1 

b S2 S3 

G2 
a S1 S3 

b S3 S2 

 

Applying these possibilities of load variations, we 
obtain the capacitors voltages increasing or 
decreasing as presented in Table 3.    

Table 3 

Effect of redundancies of groups G1 and G2 on 

capacitors voltages 

 

Groups Redundancy possibilities Uc1 Uc2 

G1 

a 

P1 ↑ ↑ 

P2 ↑ ↓ 

P3 ↑ ↓ 

b 

P1 ↓ ↑ 

P2 ↑ ↑ 

P3 ↓ ↑ 

G2 

a 

P1 ↑ ↑ 

P2 ↓ ↑ 

P3 ↓ ↑ 

b 

P1 ↑ ↓ 

P2 ↑ ↑ 

P3 ↑ ↓ 

Step 4: This step consists to select the redundancy 

to be used to cancel the unbalance in capacitor 

voltages (Table 4). 

Table 4 

Selected redundancy for groups G1, G2 
 

Groups G1 G2 

       Possibilities 

Derivation 

P1 P2 P3 P1 P2 P3 

1 Uc1 < Uc2 a a a b b b 

2 Uc1 > Uc2 b b b a a a 

 

SIMULATION RESULTS 
 

To test the performance of proposed control, a real 

data of solar irradiation and temperature profiles 

obtained by a radiometric station installed in 

Ghardaïa city (32°26’N 03°46’E) are used (Fig. 7). 

The simulation steps are presented in the following 

Table 5. 

Table 5 

Simulation steps 
 

T = 09h00 R=0Ω,     L=0H,    RS OFF, RVVAC ON  

T = 09h25 R=50Ω,   L=0.1H, RS OFF, RVVAC ON 

T = 09h35 R=50Ω,   L=0.1H, RS ON,  RVVAC ON 

T = 11h25 R=10Ω,   L=0.1H, RS ON,  RVVAC ON 

T = 13h05 R=100Ω, L=0.1H, RS ON,  RVVAC ON 

Fig. 8 presents the Global Horizontal Irradiance 

GHI (W/m2), the Diffuse Horizontal Irradiance DHI 

(W/m2), the Direct Normal Irradiance DNI (W/m2) 

and the ambient Temperature Ta (°C) of January 31 

2013. We note that January 31 is a nice day without 

atmospheric perturbation. The GHI is more than 700 

W/m2 and temperature is between 12°C and 25°C .  

Fig. 9-(a) presents that the photovoltaic array 

voltage Vpv is stable up to 16h, after start decreasing 

because the decreasing of solar Irradiance less than 

400 W/m2  
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DC bus voltages Uc1, Uc2, are equal after using the 

redundant vectors of the proposed algorithm at 

T=09h35 (Fig. 9-(b)). 

As presented in figure 10-(a), the variation of 

modulation index r after using the regulator allows to 

maintain the root mean square output voltage Vrms 

stable and around its reference Vrmsref  =230V (Fig. 

10-(b)). 

Fig. 11 presents the first phase load current ia. This 

current increase at T = 11h25 after variation of 

resistor from R=50Ω to R=10Ω. After that decrease 

from ia =7A to ia =2.2A a result of the load variation.     

The output voltage and its spectral analysis are 

illustrated in figure 12. It is shown that the total 

harmonic distortion is less than 4%. 

 

Figure 7 

Radiometric devices (Sun tracker) 
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Figure 8 

 (a)- Global Horizontal Irradiance (GHI), Diffus 

Horizontal Irradiance (DHI), Direct Normal 

Irradiance (DNI),  

(b)-Ambient Temperature (Ta) 
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Figure 9 

(a)- Photovoltaic array voltage Vpv 

(b)- DC bus voltages Uc1, Uc2 
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Figure 10 

(a)- Modulation index r, 

(b)- Root mean square voltage Vrms 
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Figure 11 

Load current ia 
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Figure 12 

Output voltage Va and its spectral analysis,  

THD = 3.42 % 

 

CONCLUSION  

In this study, a regulation method of output voltage 

of three-phase three-level NPC inverter of stand-

alone PV system is designed and simulated. Two 

algorithms was presented and used to correct the 

amplitude and select the redundancy of reference 

voltage vector. This last is set by proposed 

algorithms in order to maintain all the time the root 

mean square voltage around its reference. From a real 

data obtained by a radiometric station installed in 

Ghardaïa city, it seen from simulation that the 

inverter output voltage is stable despite the variation 

of both solar irradiation and load. Also, THD value 

of the voltages is 3.42% and this value is in the limits 

of international standards. With proposed solution, 

we do not need to introduce a DC/DC converter to 

stabilize the DC bus consequently the size and the 

cost of the system are decreased and total efficiency 

is increased. 
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ABSTRACT 
A Self-Compacting Concrete (SCC) is by definition one that, due to its own weight, pours and sets in place 

in the most complex reinforced moulds. It is important to note that the material must not undergo any form 

of segregation, whether “dynamic”, i.e. when it occurs during flowing, or “static”, i.e. when it occurs in the 

mould after compaction of different materials in the concrete. In this paper, study of static resistance 

segregation of self-compacting concretes is presented. Experimental assessment of segregation is carried 

out by procedure, which is realized in this paper. This procedure is similar to column test but different 

cylinder geometry and splitting is carried out at the end of setting. For each of the different mixtures 

studied, we also measure the slump flow, the filling ratio (L-box test), the screen stability and the V-funnel 

flowing time. The results obtained show that in the case of SCC, specific tests must be carried out to assess 

static segregation, especially when slump flow is above 70 cm. This study also shows that it is possible to 

obtain high quality SCC (with no risk of segregation) with screen stability test values in the region of 30%, 

which are much greater than the usual 15% [AFGC 2000]. 

Keywords Self compacting concrete, limestone filler, segregation, slump flow. 

INTRODUCTION 
Self-Compacting Concrete “SCC” is a new form 

of concrete, which can fill all the corners of 

formwork without vibration. In order to ensure 

this property, the SCC must have a great fluidity, 

a good resistance to segregation and does not 

have to present any form of blocking. [Nagataki 

and al.1995] [Su and al.2001]. A good resistance 

to segregation allows a regular distribution of 

coarse aggregates in all levels of element. In 

other words, concrete should not undergo any 

form of segregation, neither horizontal, nor 

vertical. Horizontal segregation can occur during 

the flow of concrete at more or less important 

distances. It is also amplified by possible 

blockings of coarse aggregates in the vicinity of 

reinforcements. Vertical segregation (figure1), 

also called static segregation, comes from 

decantation of coarse aggregates at the bottom of 

concrete volume and is caused almost by a bad 

past mix-design. [Khayat 1999] [Sedran 1999] 

[Trudel 1996]. These two forms of segregation 

must be studied during the mix design and can be 

avoided by adoption of an adequate composition 

[Bensebti and al. 2006] [Okamura and al.2003].  

The L-box test simulates concrete flow in a 

reinforced formwork [AFGC 2000]. This test 

makes possible to check appearance or not of 

material blocking at reinforcement level. 

An appreciation of static segregation can be 

carried out by using results of sieve test [AFGC 

2000]. When concrete constitutes a stable 

mixture static risk of segregation is less. 

However, this proceeding manner remainders an 

indirect and subjective appreciation of static 

segregation. A new procedure of test allowing a 

direct appreciation of resistance to static 

segregation of SCC is presented in this paper. 

 

 
Figure 1 Static segregation in a volume of 

concrete 

 

EXPERIMENTAL STUDY OF STATIC 

SEGREGATION 

 
The publications in static segregation of SCC 

field are not numerous. However we can quote 

the work of V.K. Bui and al [Bui and al.2002] 

which presented a fast method to test the 

segregation resistance of SCC. It is proposed the 

use of a device similar to that of “Compacting 

Factor” to appreciate the vertical segregation [AS 

1983] [Bui and al.2002]. Sidky, Legrand and 

Barrioulet [Sidky and al.1982] developed a test 

for ordinary concretes, which consists in filling 

and vibrate a mould of concrete (425 mm height 
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and 187 mms interior diameter of the mould) 

(figure 2). They separate then the concrete in five 

equal layers using separators incorporated in the 

container. Each layer is analyzed paste mass and 

aggregates mass in order to determine a 

coefficient of segregation Si which indicates the 

content in aggregates. 

 

 
 

Figure 2 Experimental equipment used by Sidky, 

Legrand and Barrioulet. 

 

Segregation coefficient is the relationship 

between the aggregate concentration of a layer, 

compared to initial concentration. Thus, Si > 1 

indicates an enrichment of aggregates while Si < 

1, indicates an aggregate impoverishment.  
The Japanese method of cylinder [Umehara and 

al.1994] is also used. It’s a similar method to that 

of Sidky and al. However, the container is a 

cylinder 500 mm height on 200 mm diameter 

(figure 3). The ratio between the aggregate mass 

in the upper part A and the aggregate mass in the 

lower part B expresses the degree of segregation.  

 

 
Figure 3 Cylinder for the measurement of 

segregation resistance. 
 

It should be noted also that French Association of 

Civil engineering [AFGC 2000] recommends, for 

the characterization of resistance to segregation, 

the “test of stability into the sieve”. This test 

consists, to fill a bucket with 10 liters of SCC, to 

wait 15 minutes, then to pour on a sieve (5 mm of 

opening and 315 mms diameter) 4,8 kg of 

concrete. After 2 minutes, the quantity of paste 

passing through the sieve is weighed. The ratio 

between the weight of paste having crossed the 

sieve and the initial weight of the sample, 

determines the tendency to segregation of SCC 

[The European Guidelines 2005]. 

A segregation-controlled design methodology 

was introduced for SCC by [Aaron W. S. and 

al.2001]. This theory suggests that aggregate 

segregation is governed by yield stress, viscosity, 

and density of cement paste matrix. So, for a 

given aggregate particle size distribution and 

volume fraction, the rheology and density of the 

cement paste matrix dictate the fluidity and 

segregation resistance of concrete. 

Using an experimental setup, the influence of 

rheology of concrete on the settlement of 

aggregate was studied by [Petrou M. F.,Wan B. 

and al. 2000]. The mortar is placed in a stainless-

steel tank, and the surface exposed to air is 

flattened. Then a stone with aluminum plate 

attached to its upper side is placed gently on the 

surface of the mortar. Depth to witch the stone 

sank in the mortar is measured. 

Using nuclear medicine techniques, a unique 

experimental method for monitoring aggregate 

settlement in concrete was presented by [Petrou 

M. F, Harries K.A. and al.2000]. Real-time 

images of aggregate settlement due to vibration 

were presented.   

 

STATIC SEGREGATION INDEX TEST  
 

The methodology that we propose in this paper 

for studying our various mixtures is inspirited 

from the work of Sidky and the Japanese method 

of the cylinder. The interest of our method is the 

fact that the operation of separation of various 

concrete layers is carried out after the complete 

stabilization of the system (at the end of setting). 

This stabilization makes it possible to handle 

easily the test-cylinder without any risk of 

concrete flow. Errors due to material losses 

during separation and weighing are thus 

negligible. 

The column used in the testing method proposed 

is a cylinder 400 mm height and 110 mm 

diameter. The various steps of experimentation 

are illustrated in figure 4 and are: 

 

 Concrete filling of the column is done in only 

one operation, by using a bucket and by 

pouring the concrete from a 10 cm height, 

approximately. This manner unified of filling 

of the column allows to eliminate the effect 

of the segregation which could be occur 

during the casting (dynamic segregation) 

 After a latency (close to the end setting time), 

the column is separate in three equal parts 

(upper part, medium part and lower part)  
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 After washing then weighing each part, the 

mass ratio determines the dry ratio > 5mm 

compared to total mass of the considered 

part, 

 Contents of aggregates of each part (Ghigher, 

Gmedium and Glower) are given by the 

relationship between the mass of dry 

aggregates compared to the total mass of 

considered part. 

One defines then an Index of Static Segregation 

“ISS” by the relation: 

100).( higherlowerGGISS   

With: 

Glower: Cross aggregate content of lower part, 

Ghigher: Cross aggregate content of higher part, 

 

 
 

Figure 4 Steps of Static Segregation Index test: 

 

MATERIALS 
 

Materials used are: 

- a calcareous crushed gravel 8/15, density 2,7 

g/cm3 and 1,35% absorption, 

- a calcareous crushed sand 0/5, density 2,67 

g/cm3 and 1,1% absorption,  

- a sea sand 0/3, density 2,66 g/cm3 and 0,9% 

absorption,  

- CEM/II 42.5 cement, 28 days strength of 

42.5 MPa, specific Blaine area of 3891 

cm2/g, absolute density of 3.1 g/cm3,  

- A superplasticizer, 

- a calcareous filler,  density 2,7 g/cm3, the 

average diameter of the particles is 19 µm 

(98% of the fillers have a diameter lower 

than 200 m and 26% of fillers have a 

diameter lower than 10 m).  

 

EXPERIENCES PROGRAM 

 

The objective consists in validating the presented 

experimental procedure in order to compare 

results obtained to results of the recommended 

tests. The parameters of study chosen are:  

1. The nature of sand “rolled or crushed”, 

2. Calcareous filler proportion expressed by the 

ratio “Fillers/Binder”, 

3. Water proportioning expressed by the ratio 

“Water/Binder”. 

By fixing superplasticizer content to saturation, 

mix design of concrete was led according to the 

recommendations of the Okamura’s Japanese 

method [Okamura and al. 1995] [Okamura 1997] 

[Okamura and al. 2003]. 

The Coarse aggregate content is fixed at 50% of 

its compactness and sand content to 40% of 

mortar volume. The composition of the paste is 

deduced starting from the parameters selected 

Water/Binder and Fillers/Binder.  

For each composition (of the 23 compositions 

studied), we calculated an Index of Static 

Segregation “ISS” and the whole of following 

measurements: Slump flow, stability on the sieve, 

the L-Box test and flow time in the V-funnel. 

Visual appreciations of concrete stability are also 

noted. The appreciation concerns essentially the 

depth of cement paste throughout the perimeter 

of concrete after the slump flow test and 

sweating. 

 
RESULTS AND DISCUSSION 
 

According to the AFGC recommendations, a 

SCC must present at the same time a slump flow 

equal to or higher than 60 cm, a filling rate with 

L-Box equal to or higher than 80% and stability 

on the sieve lower than 15%. When stability on 

the sieve is between 15 and 30%, the composition 

is regarded as critical and it is necessary to carry 

out specific tests of segregation.  

Initially, it should be noted that all our studied 

concretes presented a slump flow higher than 60 

cm and L-box filling rate higher than 80% 

(except the SCC13 and 14). These results make it 

possible to note that the whole of these concretes 

has an acceptable fluidity and does not present 
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risk of blocking. The essential point to check thus 

relates to the static segregation. 

Visual appreciation of concretes (in term of 

stability, sweating and segregation) during 

various tests enabled us to note good stability of 

all concretes whose value with sieve was lower 

than 30%. One can note that all these concretes 

present an ISS lower or equal to 5.  

Thus, one can say that when the difference of 

content of aggregates in the column does not vary 

of more than 5%, concrete can be regarded as 

acceptable.  

 

 
 

Figure 5 Relation between stability on the sieve 

and ISS 

 

All the concretes located in the rectangle 

delimited by stability on the sieve of 30% and an 

index of segregation “ISS” of 5 (figure 5) are 

SCC of good quality and have a good segregation 

resistance.  

We can note also, that for 30% stability on the 

sieve the concrete resistance to segregation is 

critical. Because, we can see that on figure 5, for 

stability equal to 30%, ISS is varying between 3 

and 12. 

Hence, one can estimate that the limitation to 

15% of stability on the sieve, by AFGC, is too 

severe. This value can easily be increased without 

much risk to 20% or 25%.  

 

 
 

Figure 6 Relation between the flow time into V-

funnel and ISS 

 

Figure 6 shows that flow test with V-Funnel does 

not make it possible to assess the tendency to 

static segregation of SCC. One can note on this 

figure that for 8 seconds ISS can vary from 3 to 

11. However, it is useful to note that: 

 When flow time into V-funnel is lower than 8 

seconds, the static segregation is systematic 

and very important.  

 When this time is higher than 10 seconds, the 

risk of static segregation is very thin. 

By analyzing results represented in figure 7, one 

can note that static risk of segregation starts to 

become important only when slump flow exceeds 

70 cm.  

Thus one can admit that it is not necessary to 

carry out tests for determination of index of static 

segregation if the made concretes present slump 

flow lower or equal to 70 cm.  

 

 
Figure 7 Relation between the slump flow and 

ISS. 

 

CONCLUSION 

 
Since SCC presents a very important fluidity, 

static risk of segregation is an essential parameter 

to consider. Thus, it is very important to check 

the stability of the granular system in the mass of 

the concrete. This kind of segregation is not 

visible and can be detected in structures only by 

very particular techniques. Irregular distribution 

of aggregates into the mass of concrete implies 

directly a differential strength. 

It is true that static segregation  

On the basis of the results obtained, we can 

advance the following conclusions: 

1. It arises that the limit of ISS to obtain a good 

SCC is about 5. However, it is necessary to 

make complementary tests by adopting other 

parameters of study in order to refine the 

results on limiting value of this index, 

2. For concretes whose slump flow is lower 

than 70 cm, the risk of static segregation is 

very tiny,  

3. The limitation of stability on the sieve to 

15% is rather severe and one can admit a 

value of 20% without any risks. 
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Static segregation in SCC means that aggregate 

particles sank in mortar. It is not clear whether 

coarse aggregate settle in concrete only during 

placement or after placement. Also, during 

placement, it is not clear whether the coarse 

aggregate settles all the time or no. [Petrou M. F, 

Harries K.A. and al.2000]. In order to ensure that 

all the granular system is stabilized we analyze 

the concrete sample (column) after setting time. 

So, a new static segregation control method is 

introduced for SCC. 

Finally, the proposed method is an interesting 

simple procedure. It allows, by realizing simple 

tests, a direct appreciation of the static 

segregation of SCC. It would be important to 

carry out others test, using other materials and 

other size of column, in order to develop the 

current method. 
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ABSTRACT 
During  the  past  few  years  a  great  variety  of multi-junction solar cells has been developed with the aim 

of a further  increase  in  efficiency  beyond  the  limits  of single junction devices. InxGa1-xN is one of a 

few alloys that can meet this key requirement. While in mechanically stacked multi-junction (MJ) cells the 

subcells usually have separate contacts, monolithic MJ cells are epitaxial grown on one substrate and the sub 

cells are interconnected in series by tunnel diodes leading to a standard two-terminal contact. 

 This paper describes the role of the tunnel junction’s in InGaN tandem solar cells. Two tandem solar cells 

the InxGa1-xN / InxGa1-xN the firs without tunnel junction and second with tunnel junction InxGa1-xN are 

selected for simulate the overall characteristics of the AMPS-1D. Our calculation shows that the efficiency 

can be improved from 17% for a tandem solar cell without tunnel junction up to 23.21% for a tandem solar 

cell with tunnel junction obtained in 1-sun AM1.5 illumination and at room temperature, using realistic 

material parameters. 

KEYWORDS: InGaN Solar Cell; multi-junction; tunnel junction; AMPS-1D; simulation. 

 

INTRODUCTION  
The  major  loss  processes  of  thermalization  and  

non-absorption  can  be  largely eliminated if the 

energy of the absorbed photon is marginally higher 

than the band gap of the cell material. This leads to 

the concept of the tandem cell [1], where multiple 

cells are used with different band gaps, each cell 

converting a narrow range of photon energies close to 

its band gap as shown in Figure 1. 

.  

 
Figure 1 

Concept of tandem cell 

 

The high-gap cells are stacked on the top, which 

efficiently absorb the high-energy photons, 

transmitting the lower energy photons to the cells 

with lower band gaps. Earlier tandem cells used in 

space applications were mechanically stacked and 

individually probed. 17nWith the improvement in 

growth technology, individual cells are 

monolithically grown on top of each other.   Such  

devices  function  in  series  with  only  two  probes  

for  external connection,  while  they  are  internally  

connected  through  tunnel-junctions,  which  display 

ohmic  characteristics.   Performance  of  a  tandem  

increases  as  the  number  of  cells  in  the stack  

increases,  with  a  direct  sunlight  conversion  

efficiency  of  86.8%  calculated  for  an infinite  

stack  of  independently  operated  cells  under  

maximum  concentration.   However, increasing the 

number of stacks adds complications and makes the 

tandem sensitive to the irradiating spectrum as these 

individual cells have to be connected in series with 

low Ohmic contact resistance and have to be current 

matched. 

Recently, InxGa1-XN alloys have become very 

potential for high performance MJ solar cells. 

Because the  band  gap  of  InxGa1-XN alloys  can  be  

varied continuously  from  0.7  to  3.4  eV.  This  

provides  an almost  perfect  fit  to  the  full  solar  

spectrum  offering  a unique  opportunity  to  design  

MJ  solar  cells  using  a single  ternary  alloy  
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system.  This will be technologically very significant 

because of easy fabrication, similarity in thermal 

expansion coefficient, electron affinity and lattice 

constant. In addition, InN based alloys are predicted 

to show high nobilities and lifetime of charge carriers 

and superior resistance against irradiation damage. 

These all make InxGa1-XN alloys very promising for 

high performance solar cells. 

In order to evaluate the possibilities of these alloys, 

we  tried,  in  this  work,  to  model  and  simulate  

tandem cells made of two InxGa1-XN junctions  

without and with tunnel junction a one dimensional 

simulation program called  a  analysis  of  

microelectronic  and  photonic structures (AMPS-

1D). 

In this work, calculations were all performed under 1-

sun AM1.5 illumination and a temperature of 300 K 

using the one diode ideal model, and for convenience, 

several simplifying assumptions were made, 

including no reflection losses and no surface 

recombination velocity. 

 

MODELLING AND SIMULATIONS 
 

Analytical model 

The total of the photo current density from single 

cells under illumination is given by: 

wpnph jjjj 
           (1) 

 
Where: jn The photo current density in the base 

region is expressed by: 
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Jp The photo current density in the emitter region is 

expressed by 
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Jw The photo current density in space charge layer 

pn  is expressed by 
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The open circuit voltage is given by 
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PV characteristic 

The power supplied to the external circuit by the 

solar cell under illumination depends on the load 

resistor (external resistor placed across the cell). 

This power is maximum for an operating point (

mP
 ( mI

, mV
) of the current-voltage curve. 

To this point we can write after approximations 
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The cell conversion efficiency is usually taken to 

be: 
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            (8)                                                                                      
 

inP is the total incident solar power. 

For maximum efficiency, each cell should be 

operated at its optimal J-V parameters, which are not 

necessarily equal for each cell. If they are different, 

the total current through the solar cell is the lowest 

of the tow. By approximation, it results in the same 

relationship for the short-circuit current of the multi-

junction mode tandem solar cell:  

 mkII min  .
        (9)                                                                                    

 

An operating voltage 
mkV and power output 

will be obtained 

 mkmkk IVP min.
      (10)                                                                                      

 

The total conversion efficiency to be 

in

n

k

k

P

P
 1  

(18)
 

 

Parameters for the simulation 

Material parameter equations used for the simulation 

of the InXGa1−XN SCs. 



17 – 20 May, 2016, La Rochelle, France 

Dennai et al.  441 

 

 

 Band gap[2] 

    Eg(x) = 0.7x + 3.4(1 − x) − 1.43(1 − x) (11) 

 
  Electron affinity [8,9]: 

 

      𝜒 = 4.1 + 0.7(3.4 − Eg)                           (12) 

 
 Absorption coefficient   

 

      𝛼(𝜆) = 2.2 × 105√(1.24/𝜆) − 𝐸𝑔              (13) 

 

 Effective density of states in the conduction 

band [8] 

 

        𝑁𝑐 = [0.9𝑥 + (1 − 𝑥)2.3] × 1018        (4) 

 

 Effective density of states in the valence band 

[4] 

 

       𝑁𝑣 = [5.3𝑥 + (1 − 𝑥)1.8] × 1019        (5) 
 
 Relative permittivity [8]:    

 

      εr = 14.6x + (1 − x)10.4                    (6) 
 
 Carrier mobility [10] : 

 

                   𝜇𝑖(𝑁) = 𝜇𝑚𝑖𝑛,𝑖 +
𝜇𝑚𝑎𝑥,𝑖+𝜇𝑚𝑖𝑛,𝑖

1+(𝑁
𝑁𝑔,𝑖

⁄ )
𝛾𝑖              (7) 

 

The above formulae with asterisk are obtained 

from the linear fitting of the corresponding 

parameters of InN and GaN. The carrier mobility 

of InGaN is assumed to be similar to GaN, where 

i= n, p denotes electrons and holes, respectively, 

and N the doping concentration, while the model 

parametersμmin,i , μmax,i , Ng,i and γi depend on 

the type of semiconductor [10]. 

Table 1 

Model parameters used in the calculations of the carrier 

mobility. 

Type of  

carriers 

𝛍𝐦𝐚𝐱,𝐢 

(𝐜𝐦𝟐𝐕−𝟏𝐒−𝟏) 
μmax,i 

(cm2V−1S−1) 
Ng,i 

(cm−3) 
γi 

Electrons 100 55 𝟐𝐄𝟏𝟕 1 

Holes 170 3 𝟑𝐞𝟏𝟕 2 

 

InxGa1-xN tandem cells comprising two, three, four, 

five, six and seven junctions were simulated. The 

energy gap and indium fraction for InXGa1−XN alloys 

computed for a six junction are given in table 

 

OPTIMAL DEVICE STRUCTURE   
The major objectives of numerical modeling and 

simulation in solar cell research are testing the 

validity of proposed physical structures, geometry 

on cell performance and fitting of modelling output 

to experimental results. Any numerical program 

capable of solving the basic semiconductor 

equations could be used for modeling thin film solar 

cells. The fundamental equations for such numerical 

programs are (i) Poisson’s equation for the 

distributions of electric field (φ) inside the device 

and (ii) the equation of continuity for conservation 

of electrons and holes currents. [5]  

The AMPS-1D program has been developed for 

pragmatically simulate the electrical characteristics 

of multi-junction solar cells. It has been proven to be 

a very powerful tool in understanding device 

operation and physics for single crystal, poly-crystal 

and amorphous structures. To date, more than 200 

groups worldwide have been using AMPS-1D for 

solar cell design [6]. One-dimensional AMPS-1D 

simulator has been used to investigate the effect of 

different top cell layers. The structure of 

conventional In0.52Ga0.48N /In0.84Ga0.16N solar cell is 

shown in Fig.1. The tunnel junction In0.65Ga0.35N 

layers thickness was varied from 0.01 μm to 0.05 

μm and the change of performance parameters are 

observed. 

 

 

 

 

 

 

 

 

 

 

 

Figure 1 

Cascade solar cell -In0.52Ga0.48N /In0.84Ga0.16N 

structure used  for the modeling 
The base parameters used for different structures 

adopted from some standard references are shown in 

Table 2: 

 

 

 

 

 

 

 

P-In0.52Ga0.48N 

n-In0.52Ga0.48N 

n-In0.65Ga0.35N 

P-In0.65Ga0.35N 

P-In0.84Ga0.16N 

n-In0.84Ga0.16N 
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Table 2 

 Description of the special paragraph styles 
 

Layers 

 

Parame

ters 

P-

In0.52G
a0.48N 

n-

In0.52G
a0.48N 

n-

In0.65Ga0.35N 

p- 

In0.65Ga0.35N 

P-

In0.84G
a0.16N 

n -

In0.84G
a0.16N 

Thickn

ess 

(μm) 

0.1 0.2 0.005 0.005 0.1 0.15 

Dielect

ric 

constan

t, ε 

12.58 12.58 13.13 13.13 13.93 13.93 

Electro

n 

mobilit

y  μn 

(cm²/Vs

) 

685 685 685 685 685 685 

Hole 

mobilit
y μp 

(cm²/Vs

) 

153 153 153.3 153.3 153.3 153.3 

Carrier 

density

,n or p 

(cm−3) 

1*10+17 1*10+17 1*10+19 1*10+19 1*10+17 1*10+17 

Optical 

band 

gap,Eg 

(eV) 

1.64 1.64 1.32 1.32 0.94 0.94 

Effectiv

e 

density

,Nc 

(cm−3) 

1.57*1

0+18 

1.57*1

0+18 

1.39*10
+18 

1.39*10
+18 

1.12*1

0+18 

1.12*1

0+18 

Effectiv

e 

density

,Nv 
(cm−3) 

3.62*1

0+19 

3.62*1

0+19 

4.075*1

0+18 

4.075*1

0+18 

4.74*1

0+19 

4.74*1

0+19 

Electro

n 

affinity

, χ (eV) 

5.33 5.33 5.56 5.56 5.82 5.82 

 

RESULTS AND DISCUSSION 

Total efficiency versus tunnel junction layer 

thicknesses: 

The simulation work has been performed aiming to 

compare the different types of cell structure made by 

changing  thickness  of  The tunnel junction emitter  

layers  In0.65Ga0.35N -P  and  base  layers  In0.65Ga0.35N 

-N to find out best structure for higher efficiency  and 

more stable -In0.52Ga0.48N / In0.84Ga0.16N solar cells.  

The effect of tunnel junction  on performance such as 

effect on general performance parameters, quantum 

efficiency (QE), shunt and series resistance, light and 

dark I-V characteristics 
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Figure 3 

Device total efficiency versus tunnel junction layer 

thicknesses:  (a) emitter layer p, (b) base layer n. 

 

Figure 3 (a) shows the device total efficiency. The 

sum of the efficiency of top and bottom cells) 

versus the thickness of the emitter layer of the 

tunnel junction. The results on the Figure2 show 

that the optimum thickness is 0.02 microns. 

Figure 2 (b) shows the device total efficiency 

versus the thickness of the base layer of the 

tunnel junction cell.  

The results indicate that the optimum thickness 

is about 0.050 microns for the tunnel junction.  

 

Device operation  
The current-voltage and power-voltage characteristics 

generated by the -In0.52Ga0.48N /In0.84Ga0.16N optimized 

device under the AM1.5G spectrum and one sun are 

displayed in figure 4 for multi-junction solar cell. The 
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corresponding PV parameters (open-circuit voltage Voc, 

short-circuit current Isc, fill-factor FF and efficiency (η) 

are all summarized in Table3 

Table 3 

Parameters PV of the optimized GaAs /Ge device 
Parameters 

photovoltaic 
𝐕𝐨𝐜(𝐕) 𝐉𝐬𝐜(𝐀) 𝐅𝐅 𝛕(%) 

 1,18 0.022 0.891 23.21 
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Figure 3 

Current density-voltage characteristics GaAs /Ge 

device 

 

CONCLUSIONS 
In this investigation, we have shown that a relatively 

thin double-junction GaAs /Ge device can achieve a 

remarkably high power output. An extended spectral 

coverage due to a careful choice of the materials and 

optimization of the thickness and doping levels of each 

layer led to an enhanced overall power output from the 

In0.52Ga0.48N / In0.84Ga0.16 cascade device. Under the 

standard solar spectrum and one sun, the efficiency of the 

device is 23.21%, 
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ABSTRACT 
Self-Compacting Concrete (SCC) is known, as it is highly fluid concrete that can flow and be placed in 

formwork under its own weight without requirement of vibration or compaction. This fluidity is obtained 

with the use of high paste volume and superplasticizer. The paste of SCC is made principally of Portland 

cement, which is the most expensive component of concrete. As a result, the cost production of SCC is higher 

compared to the conventional concrete. However, to reduce the cost production of SCC, the binder is often a 

binary even ternary compound: Portland cement mixed with limestone fillers, blast furnace slag, natural 

pozzolana, silica fume, fly ash, etc. The aim of this work is to study the effect of the reuse of waste marble 

powder (WMP) as a supplementary cementations material on the rheological properties and strength of SCC. 

In the experimental investigation, the rheological properties of SCC were measured using the slump flow and 

J-ring tests. The obtained results show that a substitution ratio of 20% of the marble powder in SCC enhances 

their fresh properties. At the hardened state, the use of the marble powder decreases the mechanical strengths 

of SCC. 

Keywords: Marble powder, SCC, Reology, Compressive strength. 

INTRODUCTION 
Self-compacting concrete (SCC) or Self-

consolidating concrete (SCC) are very fluid so they 

flow and fall into place under the effect of gravity 

without need of compaction or vibration and give 

homogeneous concrete and resistant to segregation 

and bleeding. The use of SCC was not stopped 

because it has special and interesting properties at 

fresh state such as deformability, passing ability and 

resistance to segregation, despite the extra cost 

caused by the use of a large amount cement and the 

superplasticizer adjuvant. However, to make use of 

the SCC more practical and economical, the solution 

consist to include mineral additives in the 

composition of the SCC by partially replacing 

cement. The incorporation of minerals admixtures in 

SCC improves fresh and hardened characteristics of 

SCC [1, 2]. In fact, the use of supplementary 

cementitious materials provides a better workability 

and cohesiveness by improving the grain-size 

distribution and particle packing [3]. On other hand, 

using of fine materials having different grain-size 

and morphology enhances the compactness and 

reduces the risk of cracking relatively to the heat 

hydration of Portland cement improving therefore 

the performance of SCC at long-term [4]. Belaïdi [5] 

was reported the positive effect of the marble powder 

as fine materials on the rheological properties of 

SCC when it is used in combination with natural 

pozzolana. 

The aim of this study is to examine the effect on 

waste marble powder as fine materials on some 

engineering properties of SCC. In fact, this 

material is locally available following the 

development of the industry of marble in Algeria. 
 

EXPERIMENTAL PROCEDURE 
 

Material properties 
 

waste marble powder subject of this study is a 

waste resulting from cutting, shaping and 

lustration of marble stones. The cement used in 

this study is an artificial Portland cement (CEMI) 

class 42.5. The physico-chemical properties of 

WMP and cement are given in. 

As fine aggregate (FA), an alluvial sand was 

used, it is characterized by granular class of 0/5, 

and a continuous size. For coarse aggregate (CA), 

two classes were used 3/8 and 8/15. The physical 

properties of the aggregate are shown in  

Table 2. 

In order to determine particle size distribution of 

marble powder, laser distribution analysis was 

carried out (Figure 1). The results indicated that 

the particle size of marble powder is less them 100 

μm and 90% of particles of marble powder have a 

diameter lower them 20 μm. 
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Table 1 Chemical composition and physicals 

properties of cement and waste marble powder 

Component (%)  Cement 
Waste marble 

powder 

powder 
SiO2 20.14 0.42 

CaO 63.47 56.01 

MgO 2.12 0.12 

Al2O3 3.71 0,13 

Fe2O3 4.74 0.06 

SO3 2.67 0.01 

K2O 0.47 0.01 

TiO2 0.21 0.01 

Na2O 0.69 0.43 

P2O5 0.06 0.03 

Loss ignition 1.72 42.78 

 

 

 

 

Specific gravity 3.1 2.7 

Finesses (cm²/g) 3300 3600 

 

Table 2  Physicals properties of aggregate 

Aggregate 
FA 

0/5 

CA  

3/8 

CA 

8/15 

Absorption Coefficient (%) 0.59 1.56 2.26 

Density 2.6 2.61 2.54 

Water content (%) 0.03 0.17 0.13 

 

Figure 1  Particle size distribution of cement and 

waste marble powder 

Mix design 

six mixtures are considered to study the effect of 

waste marble powder on some properties of SCC. 

The binder content, water / binder ratio and dosage 

of superplasticizer are taken equal to 470Kg/m3, 

0.4 and 0.9%, respectively. The control mix 

contains only the cement, while other mixtures 

include in addition the waste marble powder at 

different substitution levels (5, 10, 15, 20 and 

25%). The compositions of different mixtures are 

presented in. 

 

Test Protocol 

 

Fresh concrete 

 

The slump flow and J-ring tests were conducted to 

characterize the filling and passing abilities of 

fresh SCC. In these tests, the final diameter of the 

concrete sample through two directions was 

measured (Figure 2 and  

 

Figure 3). For self-compacting concrete, values 

ranging between 65 and 80 cm are recommended 

[6].  The flow time T50, which is the time necessary 

to reach the circle of 50cm of diameter, is also 

competed. 
 

 

Figure 2 Schematization of the slump flow test 

 

In order to evaluate the passing ability and the risk 

of blocking of SCC, the difference between slump 

(medium unconfined) and J-ring (medium 

confined) flow diameters was calculated. 

Difference values inferiors to 2.5cm indicated that 

the mix has a good passing ability, values ranging 

between 2.5 and 5cm are the synonym of a partial 

blocking, the passing ability is very poor if the 

difference values were superiors to 5cm [7]. It can 

be evaluate also the passing capacity in J-Ring test 

by measuring the height difference BJ (difference 

of heights between the concrete inside and outside 

the ring). The passing ability depends of the height 

difference, a low value (less than 1cm) is the sign 

of a good passing ability to pass, while a high 

value is synonymous of poor passing ability. To 

calculate the height difference, it is necessary to 

measure the height of the concrete sample in five 

points, one in the inside (center of concrete 

sample) and the other outside of the ring. The 

height difference is given by the following 

expression: 

BJ =
∆hx1 + ∆hx2 + ∆hy1 + ∆hy2

4
− ∆h0                       (1) 

It can be noted that it is possible to evaluate the 

trend to segregation or bleeding of SCC throw 
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visual control. This test gives an idea about the 

homogeneity of the mixture by observing the 

process of flow and the edges of the concrete 

sample. The presence of a layer of water or 

irregular distribution of coarse aggregate is a sign 

of bleeding or segregation. 

 

Hardened concrete 

 

The compressive strength can be measured on 

cylindrical or prismatic specimen in accordance 

with standard NF P18-430 [8]. In our case, six 

pieces of three prismatic specimens (7×7×28cm3) 

that were previously crushed by bending, were 

tested. The specimen is subjected to an increasing 

load until fracture using a hydraulic press having 

a capacity of 2000kN. 

 

Table 3 Mix proportions of SCC 

Materials 

(Kg/m3) 

Mixes 

0WM

P 

5WM

P 

10WM

P 

 

Cement 470 448 426 

% of WMP 0 5 10 

Waste 

marble 

powder  

0 22 44 

Sand 0/5 882.9 882.9 882.9 

Gravel 8/15 553 553 553 

Gravel 3/8 277 277 277 

Water 188 188 188 

Superplastiz

er 
4.23 4.23 4.23 

w/p 0.4 
 

Materials 

(Kg/m3) 

Mixes 

 

15WM

P 

20WM

P 

25WM

P 

Cement 404 381 359 

% of WMP 15 20 25 

Waste 

marble 

powder  

66 89 111 

Sand 0/5 882.9 882.9 882.9 

Gravel 8/15 553 553 553 

Gravel 3/8 277 277 277 

Water 188 188 188 

Superplastiz

er 
4.23 4.23 4.23 

w/p 0.4 

 
 

Figure 3 J-Ring flow test 
 

 

RESULTS AND DISCUSSION 

 

Fresh concrete 

 

Figure 4 presents the variation of the slump flow 

with and without J-ring versus the content of 

WMP. The results obtained show that the 

incorporation of WMP increases the slump flow of 

SCC in the two mediums. Furthermore, the 

difference in slump flow (without - with J-Ring), 

for all mixtures is less than 2.5 cm, which 

significate, according to ASTM c1621, that these 

mixtures have good capabilities to flow through 

confined medium [7]. The difference in slump 

flow of 0WPM; 5WPM; 10WPM; 15WPM; 

20WMP and 25WMP is 2; 1.9; 1.6; 1.5; 1.2 and 

1.8, respectively. 

Exception 25WMP mix, it can be concluded that 

increasing the amount of WPM decreases the 

height difference. Consequently, the flow capacity 

increases. 

The variation of flow times of T50 s with and 

without J-Ring versus the WPM content is 

illustrated in Figure 5. There is a reduction of flow 

time with increasing the amount of WPM 

substituted. It can be remarked that the flow time 

in the unconfined medium is small compared to 

the confined medium, which is due to the presence 

of the metal bars that tend to block the flow of 

concrete. It was observed that all the mixtures 

have a flow time T50 less than 2 s. These values 

are outside the target area 2 ÷ 5 s [9]. Similar 

values were however obtained in France with 

homogeneous SCC, which do not present a 

segregation or bleeding [10]. 
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The effect of WPM on the height difference of 

SCC is shown in Figure 6. The results indicate a 

decrease in the difference of heights with 

increasing the content of PM. the height difference 

values are in the range of 1.15 and 1.55 cm. 

Decreasing of the height difference is the sign of 

increasing of the flow capacity. 

The visual control of different compositions is 

shown in Figure 7. It can be seem from this figure 

that the mixes obtained with a WPM content 

varying between 5 and 20% are fluid and 

homogeneous, while the mix contains 25% of 

WMP presents a great risk of bleeding. The 

presences of bleeding in this mixture affect also 

the hardened properties and durability. 

 

Hardened concrete 

 

Erreur ! Source du renvoi introuvable. shows 

the evolution of compressive strength with age of 

the compositions tested.  

By analyzing the results, it is possible to make the 

following observations: 

 The strength of all mixes increases 

progressively with increasing maturing age; 

 Due to its cement content, the control mix has, 

for all ages, the highest strength; 

 With the same amount of the binder, the 

substitution of the cement by the WPM decreases 

the strength of SCC; 

 The compressive strength of 0WMP; 5WMP; 

10WMP; 15WMP; 20WMP and 25WMP mixes at 

28 days is 37.2; 36.7; 34.5; 28.8; 26.1 and 23.60 

MPa, respectively. After 90 days, these values are 

47.8; 43; 39.63; 38.35; 37.20 and 34,48MPa. 

 In comparison with the reference mixture, the 

strength of 5WMP; 10WMP; 15WMP; 20WMP 

and 25WMP mixture decreases by 1.25; 7.26; 

22.58; 29.75 and 36.56% at 28 days and 13.17; 

22.18; 25.60; 28.70 and 36.02 at 90 days. 

 The 20WMP composition containing a cement 

content of 380kg/m3 has a similar strength to that 

of conventional concrete at 28 days 

(approximately 26MPa). 

 

 

Figure 4  Effect of WMP on the slump flow of 

SCC 
 

 

Figure 5 Effect of WMP on the flow time of SCC 

 

 

Figure 6  Evolution of the height difference of 

SCC 
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Mix 1: 0WPM   Mix 4: 15WPM 

Mix 2: 5WPM   Mix 5: 20WPM 

Mix 3: 10WPM  Mix 6: 25WPM  

Figure 7 Visual control of SCC mixes 

 

 

Figure 8 

Evolution of compressive strength 

 

Table 3 Properties of SCC made with waste 

marble powder 

Parameter 
Mixes 

0W

PM 

5W

PM 

10W

PM 

15W

PM 

20W

PM 

25W

PM 
Slump flow 

(cm) 
70,5 71,1 72,7 73 73,5 74,3 

Flow time T50 

(s) 
2,53 1,75 1,61 1,52 1,32 1,07 

Slump flow 

with J-Ring 

(cm) 

68,5 69,2 71,1 71,5 72,3 72,5 

Flow time T50 

with J-Ring 

(s) 

4,09 3,63 2,4 2,22 2,01 1,62 

Height 

difference 

BJ(cm) 

1,53 1,50 1,35 1,32 1,22 1,15 

Compre

ssive 
strength 

(MPa) 

1j 8,35 8,18 7,98 7,70 6,70 6,10 

2

8j 

37,2

0 

36,7

3 

34,5

0 

28,8

0 

26,1

3 

23,6

0 
9

0j 

47,8

8 

42,9

8 

39,6

3 

38,3

5 

37,2

0 

34,4

8 

CONCLUSIONS 
 

Following the results obtained in this work, we can 

draw the following conclusions: 

• The use of marble powder as a mineral addition 

in SCC is very advantageous in both fresh and 

hardened state. 

• Substitution of marble powder by cement has a 

beneficial effect on the properties of BAP in the 

fresh state such as deformability and passing 

ability. For the homogeneity, SCC containing 5 to 

20% of WMP are homogeneous, beyond 20%, the 

SCC present a high risk of bleeding. 

• In the hardened state, the partial replacement of 

cement by the marble powder decreases the 

compressive strength. 

At 28 days, a range of strength varying from 23-

37 MPa was obtained. These results allow the use 

of each replacement level in a defined application. 

For example, SCC containing a WMP content of 

20% can be used in a structure when the desired 

resistance is of the order of 25MPa. For an other 

application requiring a strength of 35MPa a 

substitution rate of 10% appears to be adequate. 
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ABSTRACT  
In the manufacture of mortar or concrete, the water should be more than sufficient to fill the voids between the 

solid particles of cement and fine aggregate while the volume of the paste should be more than sufficient to fill 

the voids between the particles solid fine and coarse aggregates. So we should have enough water to cover all 

the fine particles and enough paste to cover all aggregates. Therefore it can be assumed that water film 

thickness and paste film thickness have major effects on the rheology of the mortar. In this study, we try to 

apply this approach to understand the rheological properties of mortar in combination with the amount and 

type of mineral and organic additives used. 

KEYWORDS: Mineral addition, Mortar, Rheology, Superplasticizer, Yield stress, water film thickness. 

NOMENCLATURE 

QUANTITY SYMBOL 
COHERENT 

SI UNIT 

voids ratio µ  

water ratio  
 

excess water   

specific surface area of 

the solid particles 
SSS  m2 

effective surface area 'SSS  m2 

water film thickness EFE  µm 

effective water film 

thickness 

'EFE  µm 

surface areas of OPC SSc cm2/g 

surface areas of SF SSd cm2/g 

surface areas of fine 

aggregate 
SSa cm2/g 

volumetric ratios of 

OPC,SF and fine 

aggregate to the total 

solid volume 

c, d  

and a 

 

correction coefficients  c,d 

anda

 

1. INTRODUCTION 

In 1968, Powers [1] proposed the approach of 

the thickness of the paste surrounding the 

aggregates like responsible for the mechanical 

properties of the concrete and its workability. 

Later, Helmuth [2] concluded that water film 

thickness surrounding cement particles governs 

the consistency of the cement paste. In a paste of 

fresh cement, it is determined that the water film 

thickness has the principal effect on its 

rheological behavior. In a mortar, it is added the 

thickness of the paste surrounding the aggregates 

as a second factor controlling the rheological 

behavior. Finally, the thickness of the mortar 

surrounding the large aggregates may help 

explain the rheological behavior of concrete. [3, 

4] Recent studies on the compactness of granular 

mixtures concluded that the water film thickness 

is primarily responsible governing the 

rheological behavior of cement pastes [5,6], 

mortars, [7] and concrete [3]. It is well 

established that the compactness of the granular 

mixture and thickness of the film of water 

covering the solid grains, control the consistency 

and fluidity of mortar and concrete. 
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2. EXPERIMENTAL PROGRAM 

2.1. Materials 

Ordinary Portland cement (OPC) was used for 

all the mixtures and its chemical composition 

and physical properties are given in Table 1. The 

sand used in the mortars mixture is standard 

sand for cement mortar according to NF P 15-

403 [8]. The mineral addition used is silica fume 

(SF). The chemical compositions and physical 

properties of silica fume is given in Table 1. The 

specific surface areas of the OPC,  SF and fine 

aggregate were calculated as 4000 cm2/g,18200 

cm2/g and 21 cm2/g, respectively. A 

polycarboxylic-based superplasticizer (SP) was 

used in all mixtures with a specific gravity of 

1.07, a solid content of 30% and a pH of 7. 
  

2.2. Mixture proportion 

Rheological properties of mortar are investigated 

according to the dosage of superplasticizer and 

silica fume content. The mortar was mixed with 

water for W/C ratio of 0.55. This value was 

chosen after making several mixes with different 

W/C and cementitious materials contents. 

Several dosages of each superplasticizer were 

used in the range of 0, 0.2, and, 0.4%. The 

quantity of silica fume was added by replacing a 

part of cement with the same mass of silica 

fume, with dosage ranged from 0% to 30% of 

binder (cement + silica fume). The whole sample 

preparation and testing procedures were carried 

out in a laboratory at a temperature maintained at 

20 ± 2 °C. 

2.3. Determination of WFT 

Based on the packing density result, the voids 

ratio of the particle system may be determined 

as: 

 

  (1) 
 

Table 1 

Chemical analysis and physical properties of 

cemenetitious materials used. 

Chemical Cement SF 

constituent (%) (%) 

SiO2 19.8 92 

Al2O3 5.14 0.3 

Fe2O3 2.3 0.8 

CaO 64.9 0.3 

MgO 0.9 1.1 

SO3 3.4 0.2 

K2O 2.1 1.6 

Na2O 0.05 0.7 

Blain 

fineness 

(cm2/g) 

4000 18200 

C3S 58 – 

C2S 13 – 

C3A 10 – 

C4AF 7 – 

 

Where u is the voids ratio (the ratio of the 

volume of voids in the bulk volume to the solid 

volume of the solid particles) and x is the 

maximum solid concentration of the solid 

particles. From the voids ratio so determined, the 

excess water ratio of the mortar can be evaluated 

as: 

 

 (2) 

 

Where: 

 is the excess water ratio and  is the water 

ratio (same as the W/S ratio by 

volume) of the mortar. This excess water ratio 

has the physical meaning of being the 

amount of excess water in the mortar per solid 

volume of the particles. Meanwhile, the 

specific surface area of the solid particles 

(defined as solid surface area per unit solid 

volume) in the mortar SSS can be calculated as: 
 

 (3) 

In which SSc, SSd and SSa are respectively the 

specific surface areas of OPC,SF and fine 

aggregate, whereas c, d  and a  are 

respectively the volumetric ratios of OPC,SF and 

fine aggregate to the total solid volume. With the 

values of  and SSS so obtained, the WFT may 

be calculated as: 
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 (4) 

 

Table 2 

Evaluation of water film thickness effective of mortar containing various 

amounts of silica fume with polycarboxylate superplasticizer 

1 2 3 4 5 6 7 8 9 10 

SF 

(%) 

SP 

(%) 

OPC  

(g) 

SF  

(g) 

Water 

(g) 

Sand 

 (g)  

SSS' 

(m2) 

WFT'   

(µm) 

WFT" 

(µm) 


(Pa) 

0 

0 

630 0 

350 1890 

669690 5.226 5.226 12.59 

10 567 63 681219 5.137 5.137 15.52 

20 504 126 692748 5.052 5.052 18.34 

30 441 189 704277 4.969 4.969 26.31 

0 

0.2 

630 0 669690 5.226 5.364 6.41 

10 567 63 681219 5.137 5.273 7.5 

20 504 126 692748 5.052 5.186 10.95 

30 441 189 704277 4.969 5.101 19.5 

0 

0.4 

630 0 669690 5.226 5.502 2.32 

10 567 63 681219 5.137 5.409 5.16 

20 504 126 692748 5.052 5.319 8.82 

30 441 189 704277 4.969 5.232 9.55 

 

2.4. Determination of effective surface area 

SSS′  

To find a reliable relationship between the 

thickness of the water film and the rheological 

parameters, it has been proposed a new effective 

expression of the specific surface of the solid 

particles. This expression takes into account the 

effect of the strong interaction between the 

different components of the mixture on the 

compactness of the mixture. By introducing 

correction factors of each solid addition are: 

 

 (5) 

With c (cement),d (addition) anda 

(aggregate) correction coefficients determined by 

regression analysis from experimental results. 

The effective thickness of the water film will be 

given simply by the ratio of mixing with water 

on the effective surface area of the solid 

 material. 

 

 (6) 
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3. RESULTS AND DISCUSSION 

3.1. Effects of WFT and SF content on yield 

stress 

 

Table 2 presents the results of testing of 

rheological parameters of mortar containing 

different amounts of silica fume. Columns 1 and 

2 show the rate of silica fume and the organic 

additive contained in mortar. Against by the 

columns 3, 4, 5, and 6 include the weight 

proportions used in the formulation of each 

mortar. Taking into account the particle size 

distribution data of the solids and their specific 

surfaces such as 4000 cm2 / g for the cement, 

18200 cm2 / g to silica fume and 21 cm2 / g for 

sand, can be deduced the overall surface area of 

the solid mixture described in column 7. The 

film of water that surrounds these solid grains is 

assessed on the column 8 by the ratio of the 

amount of mixing water (column 5) on the 

surface area of solid grains (column 7). By 

correlating between the water film values and 

the yield stress found, the results shown are 

obtained in Figure 1. A logarithmic relationship 

was chosen to express the variation of the 

rheological parameter based on the water film; 

this relationship is expressed as follows: 

 

  (7) 

 

The correlation is very low and its coefficient 

takes values less than 0.4. For improving this 

correlation was applied the value of the water 

film expressed by the effective surface area and 

described by equations 5 and 6 depending on the 

experimental values of water film. By the least 

squares method, we got the correction 

parameters i solids and ksp describing the 

effectiveness of superplasticizer PC. The results 

of the new thickness of the water film are 

summarized in column 9 and their correlation 

with the values obtained from the threshold is 

shown in Figure 2.where the correlation 

coefficient increases from 0.4 to 0.92. 
 

 (8) 
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Figure 1 

Correlation between the yield stress and water film 

thickness 
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Figure 2 

Correlation between the yield stress and water film 

thickness effective 

 

CONCLUSIONS 

In general, the yield stress decreases with 

increase in the thickness of the water film. This 

is very visible in the results presented by varying 

the dosage of superplasticizer and silica fume 

content. It can be concluded that when the 

mixing amount of water creates a thick water 

film, the shear induced in the mixture decreases 

thereby promoting its flow. This thickness of the 

water film is dependent on the type of addition 

used.  
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More the addition contains fine particles, the 

greater its effect on rheology is therefore where 

the best correlation was obtained for these 

additions. The variation in the rheological 

behaviour is related to the amount and type of 

employee superplasticizing. His repulsion effect 

does the same as the thickness of the water film. 

The efficiency coefficient introduced into the 

expression 8 translated how an adjuvant helps to 

amplify the thickness of water and its positive 

value shows its compatibility with the cement 

used. Kwan and Fung [7,9] found that the 

packing density increases 0.662-0.707 by adding 

1% polycarboxylate. This action is beneficial for 

the liberation of water trapped and the increase 

in thickness of water. 
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ABSTRACT  
 Arc-sprayed deposits are increasingly being used in a wide variety of industries. In order to understand, 

predict, and improve the reliability of coated devices, it is necessary to characterize their mechanical 

properties. Few researchers have therefore attempted to simulate the correlation between a thermal spray 

microstructure and mechanical properties of these coatings. Instrumented micro-indentation and meshing in the 

Object Oriented Finite Element (OOF2) program was combined with a nonlinear finite element analysis to 

determine elastic-plastic properties of an arc sprayed FeCNiBSi-(W/Ti)C composite coatings. Three elastic-

plastic parameters are extracted, in a non-linear optimization approach, fully integrated with FE analysis, using 

results from a single indentation curve. 

KEYWORDS 

Instrumented indentation, arc-spray, composite coating, OOF2, Inverse analysis, finite element, mechanical 

behavior. 

 

NOMENCLATURE 

INTRODUCTION  
The determination of the mechanical properties in 

thermal sprayed coatings is quite complicated, and 

often contradictory mechanical properties are 

reported. Non-destructive experimental procedures 

have been increasingly used to determine the 

mechanical properties of materials. In particular, 

instrumented indentation tests have been used to 

measure the depth of penetration of an indenter into a 

test piece. The results of such tests can be used not 

only to obtain and to interpret the hardness of the 

material but also to provide information related to 

near surface mechanical properties and the 

deformation behavior of bulk solids and coating, in 

this method, a hard tip of known geometry is applied 

perpendicular to the surface of the tested material; 

the depth of the penetration is continuously followed 

taking into account the applied load. A characteristic 

curve penetration-strength is obtained for both 

loading and unloading penetrator. This is different 

from conventional indentation which cannot take into 

account, a possible relaxation of the material and 

measures only the plastic deformation from residual 

indentation imprints. 

Instrumented indentation technique emerges as an 

attractive technique for measuring the mechanical 

properties of materials of small volume, and it is 

convenient, quick, and inherently simple without 

extensive effort of sample preparation in 

comparison with conventional tensile or 

compression experiments [1-4].  An instrumented 

indentation test (IIT) can, opposite to a tensile test, 

qualify local properties. In recent years, a number of 

methods based on both experimental and numerical 

studies have been proposed to extract the elastic-

plastic properties from the indentation data. Finite 

element analysis (FEA), based on domain 

discretization, was developed to analyze indentation 

test. Dao et al. [1] and Bucaille et al. [5] used FEA 

to study instrumented sharp indentation and 

proposed analytical expressions of elastoplastic 

properties based on the FEA results. For example, 

Cheng and Cheng [6] used dimensional and finite 

element analyses to evaluate the mechanical 

properties of the materials from conical indentation 

problems. Microstructures of thermally sprayed 

coatings are complex ensembles of pores, cracks and 

different material phases. Few researchers have 

therefore made an attempt to simulate the 

correlation between a thermal spray microstructure 

and mechanical properties of these coatings [7].  

The complexity of a thermal sprayed microstructure 

makes it difficult to model and simulate by classical 

analytical or numerical techniques and thus very 
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appropriate for this approach. Instrumented micro-

indentation and meshing in the Object Oriented 

Finite Element (OOF2) program was combined with 

a nonlinear finite element analysis to determine 

elastic-plastic properties of an arc sprayed composite 

coatings. Three elastic-plastic parameters (modulus 

young’s E, yield stress σy and work hardening 

exponent n) are extracted, in a non-linear 

optimization approach, fully integrated with FE 

analysis, using results from a single indentation 

curve.  

EXPERIMENTAL PROCEDURE 

Sample fabrication: In this research study, a twin 

wire arc spraying (TWAS) (ARCSPRAY 234-

Metallization Company) was employed to spray 

FeCNiBSi-(W/Ti)C coatings. The Metco 8297 cored 

wire with a diameter of 1.6 mm (Sulzer Metco, 

Switzerland) was used as wire feedstock material. 

The coatings were sprayed on grit blasted and 

cleaned carbon steel substrate cylindrical form with 

25 mm in diameter and 5mm in thickness applying a 

voltage of 30 V, a current of 220 A, and air pressure 

of 6 bar with a spraying distance of 140 mm.  

 

Metallographic investigation: X-ray energy 

dispersive spectroscopic (EDS) and SEM 

observations of the coating microstructure studies 

revealed the presence of porosity and oxides, it can 

be seen that all coatings consisted of lamellas built 

up from composite splats, unmolten particles. The 

carbides are also bounded with these Fe-rich phases. 

The exposed Fe-rich surfaces however were in 

contact with oxygen at high temperature, resulting in 

surface oxide layers around the particles, which 

became incorporated into the coatings, see 

Figure1[8]. The oxide layers can be clearly seen as 

dark gray layers between the lamellae and porosity as 

black spots (Figure 2.(a)).  

 

 

 

 

 

 

 

 

 
 

Figure 1 Schematic diagram showing the physical 

actions of sprayed particles during the EAS process 

Mechanical Characterization 

Indentation test: To explore the feasibility and 

robustness of the optimisation algorithm in real-life 

applications, it is appropriate to consider an 

experimental load–displacement curve test to extract 

the material properties. In this case, Experimental 

load–displacement curves for AISI 316 coating used 

in this study are based on microindenter Z2.5 with a 

Vickers tip. 

 
Figure 2 

EDX analysis of an arc-sprayed composite coating 

 

A Zwick/Roell equipment, with a resolution of ± 

0.01% in force and 0.02 μm in displacement, was 

used. The experiment was displacement controlled 

with an indentation velocity of 8.3µm/s. When the 

maximum available depth was reached, the indenter 

was held for 15 seconds, and then moved back with 

the same velocity. A Vickers indenter with a 

maximum load of 5N was used. The load-

displacement curve was recorded continuously and 

elastic modulus determined from the unloading 

curve according to the Oliver and Pharr method [9].  

 

FEA MODEL  
In this study, the finite element simulations were 

performed using the commercial finite element code 

ABAQUS®. Contacts between indenters and 

composite coating are modeled. The methodology to 

create such a model is based on three independent 

steps. In the first  step a digital microstructure cross 

section is made. In the second step this image is 

imported into the object-oriented finite-element 

analysis program OOF2 and a mesh constructed. 

The last step considers development of a nonlinear 

elastic-plastic simulation model of micro-

indentation in the finite element software 

ABAQUS®. 

 

 

 

 

The OOF2 Model 

5µm CrK 

Comp 

SE1 AlK TiK 

FeK NiK W L 

WC enveloped 

 in Fe –rich phase 

Fe(Ni,Cr) Oxide 

Fe(Ni,Cr) readily wets 

WC particle 

Fe (Ni,Cr) 
WC 

B 

Si 

TiC 

Contents of the sheath 

become heated 

Fe(Ni,Cr) Oxides from 
on exposed surface 

B 

Si 

TiC 

WC 

Compressed 

air jet 



 

FIZI et.al     461 

International Conference On Materials and Energy – ICOME 16 

Construction of finite element models from real 

micrographs: The OOF2 model was created from an 

image of a microstructure cross-section. Polished 

sections were therefore prepared for microscopy 

analysis. The microstructure image was determined 

with an SEM. The digital image of the cross-section, 

consisting of 304 x 291 pixels, was imported into the 

program OOF2; an object oriented finite element 

program, developed at the Centre for Computational 

and Theoretical Material Science (CTCMS) at NIST. 

A typical cross-section is shown in Figure 4.  

 

 

 

 

 

 

 

 

 

 

 
 

Figure 4 

Typical examples of OOF models based on SEM 

morphological images of composites coating 

 

Indentation model: Instrumented indentation was 

performed using the finite element software 

ABAQUS®. The overall objective with the FEA 

model is to predict the elastic-plastic material 

behavior, namely, stress-strain relationship based on 

load-displacement relationships determined through 

indentation, that is, through inverse analysis. The 

Vickers indenter was modeled with semi-vertical 

angle of 68°. At the very tip of the indenter, a 

spherical rounding with a radius of 5 µm was 

constructed because of the fact that no real indenter 

can be ideally sharp. During the loading step, the 

rigid cone indenter moves downwards along the z-

direction and penetrates the foundation up to the 

maximum specified depth. In the second step, the 

indenter then taken back to the initial position. The 

contact between the indenter and the material is 

assumed to be perfect and without friction. 
 

Material model: The plastic behaviour of the 

materials used in the numerical simulations was 

modelled considering that the stress and plastic 

strain, a power law strain hardening curve has been 

used.The stress–strain (σ- ε) relationship [10] is 

assumed to be: 

  

                                      

(1) 

where K is a strength coefficient. Considering 

continuity at the initial yield point, 

                                                      

(2) 

such that 

                                                           

(3) 

In ABAQUS® input file; a discrete set of points was 

required to represent the uniaxial stress–strain data, 

rather than specifying the work-hardening exponent 

n. Therefore, the set of plastic strain values varied 

from 0 to 0.2 with an increment of 0.02 in order to 

specify the plastic stress–strain data in ABAQUS®.  

 

The friction coefficients at the contact between the 

indenter and the top surface of the bulk material 

were assumed to be zero, since friction had a 

negligible effect on the indentation process [5]. The 

presence of the substrate material was ignored in the 

analyses, as the indentation depth was shallow 

enough to regard the influence of the substrate 

material. 

 

Application of inverse analysis in indentation 

problem: There are four material parameters, 

namely, E, σy, n and υ, to be defined for an elastic–

plastic material. For simplicity, the value of 

Poisson’s ratio (υ) for composite is assumed to 0.3. 

A number of optimization techniques have been 

used by researchers [11, 13] to determine material 

properties from indentation load–displacement 

curves tests. In this study, a non-linear optimization 

technique is devised within the MATLAB®, which 

provides an excellent interface to FE codes such as 

ABAQUS®.  

 

The inverse analysis based on Levenberg–

Marquardt (LM) method is used to estimate two 

material properties. The LM method is described 

extensively in [14] and its use within the context of 

this work is illustrated by the flow chart shown in 

Figue.5. Essentially, it processes the experimental 

refine mesh snap refine mesh SEM image 
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data and attempts to obtain the best estimates for 

unknown state variables based on least-squares 

theory. The inverse analysis is based on the 

minimization of a cost functional measuring the 

discrepancy between the measured data and the one 

computed from the direct problem model.The 

expression of this cost functional for the indentation 

test can be expressed as in Eq. (4). 

                   (4) 

Where and  are respectively the 

reaction forces on the indenter obtained from 

measurement and computation of the direct problem. 

  is a vector that contains the unknown parameters, 

 , and N is the number of 

measurements.  

 

 

EXPERIMENTAL RESULTS 

Two experimental indentation curves, corresponding 

to maximum and minimum values of determined E-

modulus are shown in Figure 6. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5 

Flow chart of the optimization algorithm used to 

determine the mechanical properties 

 

The two curves coincide at the beginning but deviate 

at the high force points, this may be due to micro-

cracks, which could be created progressively under 

the indenter when the load increases. Also, probably 

for the same reason, the penetration depth of the 

indenter increases with porosity. 
 

 

Figure 6 

Experimental results from indentation tests 

corresponding to maximum and minimum values of 

the E-modulus 

 

SIMULATION RESULTS 

Finite Element Analysis: Modeling instrumented 

indentation was performed using the finite element 

software ABAQUS®.  

The specimen was modeled as an axisymmetric 

geometry with four-node axisymmetric quadrilateral 

continuum elements with reduced integration 

(CAX4R). The specimen was meshed with a total of 

1818 axisymmetric elements. A fine mesh density 

was used around the area of contact indenter 

coating, this density became coarser as one moves 

away from this zone. The Arbitrary values of E, σy 

and n, have been chosen as initial values and the 

optimization algorithm has been used to find the 

optimized parameter from which the best fit 

between the experimental and predicted load–

displacement loops can be achieved. The objective 

function is the error in the force-depth curves 

between the experiment and FEA. The method 

attempts to obtain the best estimate, based on least-

squares theory, for unknown state variables. The 

material parameters that lead to the best fitting 

agreement represent the behavior of the coating. 

Figure 7 shows the force-depth curve from the 

experiment and the simulation with the initially and 

optimum material properties.  
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Figure 7 

 

Comparison between experimental and simulation 

data for indentation curve, initial and optimized 

results 

 

Table 1 shows the comparison between the results of 

the identification procedures of Hollomon and 

Ludwig laws.  

Table 1 

Result of the identification procedures 

 
The material parameters that lead to the best fitting 

agreement can be considered to represent the 

constitutive behavior of the coating. 

Experimental and numerical study [15] shows that 

stress–strain estimated curve can be approximated by 

Ludwick law ( n

py K   ). 

 

Object-Oriented Finite Element Analysis: Two 

models of the approach are provided: one simulation 

with refine mesh OOFEA-1 and another with snap 

refine mesh OOFEA-2 (Figure 8). The substrate was 

not included in the FEA model. The OOF2 model is 

utilized to study the effect of porosity on the 

relationship between indentation load and 

displacement. 

 

Figure 8 

Finite element simulation model of composite 

coating, (a) refine mesh, (b) snap refine mesh 

 

Figure 9 shows the maximum reaction force from 

FEA is slightly higher than the experimental data. In 

addition, there are differences between the 

experimental data and FE solutions at the end of 

unloading portion and it is expected that the 

accuracy of the optimization results will be affected 

by these differences. On the contrary, an analysis 

based on the OOF mesh, a good agreement between 

the experimental curve and corresponding predicted 

curves can be seen.  
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Figure 9 

Comparison between experimental and simulation 

data for indentation curve, FEA and OOFEA results 

 

Two OOFEA indentation curves derived in this 

study corresponds to model EF1 and model EF2 are 

shown in Figure 10. Both curves show the 

oscillation at the beginning of the loading step. This 

oscillation can be explained by the mesh density 

used around the contact indenter-coating. It is well 

known that Vickers hardness HV is about 3σ0.08, 

which corresponds to about three times of the flow 

stress at ε=0.08(8%) [1,16].  This means that the 

measured HV can predict one point on the stress and 

strain curve (the flow stress of σ0.08). 

0 1 2 3 4 5 6 7
0

1

2

3

4

5

6

Indentation depth (µm)

In
d

e
n

ta
ti
o

n
 l
o

a
d

 (
N

)

 

 

OOFEA-1

OOFEA-2

 
Figure 10 

Indentation response of composite coating by 

object-oriented finite element analysis 

Ludwik model [13] 

E (GPa)=Eexp σy (MPa) K (GPa) m 

137.02 1700 3.08 0.29 

Hollomon model 

E (GPa) σy (MPa) n 

122.04 1691.80 0.38 

Model EF1 Model EF2 (a) (b) 
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The optimization results are summarized in Table 2 

where the sensitivity of the proposed algorithm is 

demonstrated by changing three parameters at a time. 

This HV measurement yields the σ0.08 of 1925.86 

MPa. On the contrary, the estimated stress–strain 

curve with OOEFA-1gives us σ0.08 of 1813.55MPa, 

showing the good agreement each other. Thus, the 

present approach for stress–strain behavior 

estimation is validated by this HV measurement.  

 

Table 2 

Three-parameter optimization for FEA and OOFEA 

 

The material parameters that defined by this analysis 

(OOFEA-1) represent the behavior of the coating. 

The Von-mises stress for the model EF1 is presented 

in Figure 11. Stress concentrations at the indenter tip 

can clearly be seen. 

 
 

Figure 11 

Simulated von Mises stress distribution under the  

indenter 

 

CONCLUSIONS 
In this work, the TWAS-sprayed FeCNiBSi-(W/Ti)C 

coatings was investigated with regard to mico-

indentation tests. A mechanistic approach was 

proposed for extracting the mechanical properties of 

the cored composite coating. The approach was based 

on the combination of micro-indentation experiment, 

finite element and inverse analysis techniques. In a 

future work, it should be interesting to develop and 

evaluate a methodology based on the combination of 

OOF and a nonlinear finite element analysis to 

simulate the interfacial indentation test.  

REFERENCES 

1. Dao, M., Chollacoop, N., Van Vliet, K. J., 

Venkatesh, T. A., and Suresh, S., 2001, 

Computational Modeling of the Forward and 

Reverse Problems in Instrumented Sharp 

Indentation, Acta Mater, 49 (19), pp.3899–3918. 

2.  Ogasawara N, Chiba N, Chen X, 2009, A simple 

framework of spherical indentation for 

measuring elastoplastic properties, Mech. Mater, 

41, pp. 1025-1033 

3   A.  Yonezu, H. Akimoto, S. Fujisawa, X. Chen, 

2013, Spherical indentation method for 

measuring local mechanical properties  of 

welded stainless steel at high temperature,  

Mater.  Des. 52,pp.812-820. 

4. Xu B, Chen X, 2010, Determining engineering 

stress–strain curve directly from the load–depth 

curve of spherical indentation test. J. Mater. Res. 

25, pp. 2297–2307.  

5. Bucaille, J. L, Staussb, S, Felderc, E, and Michler, 

J, 2003, Determination of Plastic Properties of 

Metals by Instrumented Indentation Using 

Different Sharp Indenters,  Acta Mater, 51(6), pp. 

1663–1678. 

6. Cheng, Y. T, and Cheng, C. M, 1999, Scaling 

Relationships in Conical Indentation of Elastic-

Perfectly Plastic Solids, Int. J. Solids Struct, 36 

(8), pp.1231–1243.  

7. Michlik, P. and Berndt C, 2006, Image-based 

extended finite element modeling of thermal 

barrier coatings, Surf & Coat Tech, 201(6), pp. 

2369-2380. 

8.  Fizi Y, Mebdoua Y, Lahmar H, Lakhdari R, 2015, 

Object-Oriented Finite Element and Inverse 

Analysis to Determine Elastic-Plastic Properties 

of an Arc-Sprayed Composite Coating. Congrès 

Français de la Mécanique CFM, Lyon. France,  

9. Oliver, W.C, Pharr, G.M, 1992. An improved 

technique for determining hardness and elastic-

modulus using load and displacement sensing 

indentation experiments, Journal of Materials 

Research 7 (6), pp. 1564–1583. 

10. Dieter G.E. Mechanical metallurgy, 1976, 2nd Ed, 

Mc Graw-Hill, New York, 26-27 

11. Sun G, Xu F, Li G, Huang X, Li Q, 2014,    

Determination of mechanical properties of the 

FEA 

E (GPa) σy (MPa) n 

122.04 1691.80 0.38 

OOFEA-1 

E (GPa) σy (MPa) n 

87.29 904.38 0.32 

OOFEA-2 

E (GPa) σy (MPa) n 

111.80 1499.80 0.33 



 

FIZI et.al     465 

International Conference On Materials and Energy – ICOME 16 

weld line by combining micro-indentation with 

inverse modeling. Computational Materials 

Science,85, pp. 347–362 

12. Buljak V, Bocciarelli M, Maier G, 2014, 

Mechanical characterization of anisotropic elasto-

plastic materials by indentation curves only. 

Meccanica, 49, pp. 1587–1599 

13. Moya C.K.S, Bocciarelli M, Ringerc S. P, Ranzia 

G , 2011, Identification of the material properties 

of Al 2024 alloy by means of inverseanalysis and 

indentation tests, Materials Science and 

Engineering, A 529, pp. 119– 130 

14. Schnur D.S, Zabaras N, 1992,  An inverse method 

for determining elastic material properties and a 

material interface, Int. J. Numer. Methods Eng. 

33, pp. 2039–2057 

15. Fizi Y, Mebdoua Y, Lahmar H, Djeraf S, 

Benbahouche S, 2015, Adhesion of FeCrNiBSi-

(W–Ti)C wire-arc deposited coatings onto carbon 

steel substrates determined by indentation 

measurements and modeling, Surf & Coat Tech, 

268, pp. 310-316 

16. Tabor D, Hardness of Metals, 1951, Charendon 

Press, Oxford 
 



17 – 20 May, 2016, La Rochelle, France 

Hai-Thong et al.  467 

 

 

ENERGY CONSUMPTION REDUCTION IN CONCRETE MIXING PROCESS BY 

OPTIMISING MIXING TIME 

 
Hai-Thong Ngo1, Abdelhak Kaci1,*, El-Hadj Kadri1, Tien-Tung Ngo1, Alain Trudel2, Sylvie Lecrux2 

1University of Cergy-Pontoise, L2MGC, 95000 Cergy-Pontoise, France 
2Cemex France, Centre Technique National, 94150 Rungis, France  

*Corresponding author:   Fax: +331 3425 6941    Email:  abdelhak.kaci@u-cergy.fr 
 

 

 

ABSTRACT 
Mixing process plays a very important role in the concrete microstructure which defines the quality of the final 

product. The improvement of energy efficiency during this process can help to reduce energy consumption and 

production costs, without affecting product quality. However, the current concrete mixing practice using an 

equal mixing time for all batches of each concrete mix design may lead to unnecessary mixing time and energy 

waste.  

The present study investigates the benefit of the mixing time optimisation for energy consumption reduction 

during the concrete mixing process. For this purpose, a reliable method based on mixing power evolution is 

devised to calculate the shortest necessary mixing time (stabilisation time) of each concrete batch. The batch 

mixing energy consumption is also determined, through the use of power consumption and the duration of 

mixing cycle. 

Experimental data obtained from 17 concrete batches of two mix designs produced in a full-scale concrete plant 

were analysed to figure out the energy consumption difference between the current mixing process of a single 

mixing time and the one of mixing time optimisation. The research results show that by optimising the mixing 

time, energy consumption is reduced by about 17% in comparison with the traditional mixing process. 

Productivity gains are significantly marked by obtaining a reduction in average mixing time of 32%.

NOMENCLATURE 
- SCC : self-compacting concrete 

- Ts : stabilisation time of power curve (s) 

- Tm : mixing time (s) 

- ∆T : mixing time difference between the mixing 

process of a single mixing time and the one of mixing 

time optimisation (s) 

- ∆E : energy consumption difference between the 

mixing process of a single mixing time and the one of 

mixing time optimisation (Wh) 

 

INTRODUCTION 
Concrete is produced from the combination of 

aggregates (sand and gravel), cement, water and 

chemical admixtures. The ready-mixed concrete 

production includes two main processes: dry batch 

process and central mix concrete process (also called 

wet batch process). In dry batch process, concrete 

components are weighed individually and loaded 

directly into the truck’s drum mixer which then 

performs mixing during transportation to the job site. 

On the other hand, in central mix concrete, raw 

materials are mixed in the concrete plant by a 

stationary mixer. Fresh concrete is then transferred 

to the job site via a truck mixer. While the truck-

mixing plant is popular in North America, the entire 

ready-mixed concrete production in Europe and 

Japan takes place at central plants [1]. Two 

important factors affecting the cost of ready-mixed 

concrete are raw material cost and cost of 

transportation. Apart from these costs, energy cost 

occupies a relatively large share of costs in overall 

manufacturing. Hence, energy saving becomes a 

vital issue in the concrete industry. This paper 

focuses on the energy saving for concrete production 

in central mix plant. As the mixing process 

represents a key role in the product’s microstructure 

which defines the quality of the final product, in this 

paper, emphasis is put on the mixing energy 

consumption. 

In several concrete plants, mixing energy 

requirements are determined by the power 

consumption curve (power consumption vs. mixing 

time) which is recorded and used to monitor the 

concrete evolution during mixing. Given the 

variability of aggregate water content during 
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industrial production, the use of this curve enables 

controlling batch water content and then regulating 

this composition in the mixing truck by adjusting the 

amount of water to be added in following batches [2, 

3]. Indeed, when the mixing power measurement 

reaches a plateau (i.e. no significant change in power 

consumption), it is considered that concrete 

homogeneity is reached [4] and the water content of 

the mixed batch can be estimated. Besides, by 

tracking the time required to attain the power 

consumption stabilisation, different concrete mix 

designs need different mixing times to achieve 

optimum flowability [5]. This remark is also valid for 

the same given concrete mix design, i.e. different 

mixing times are required for batches containing 

different water contents. 

However, the current mixing process consists of 

setting an equal mixing time for all batches within a 

given mix design in order to assure obtaining a 

compliant concrete for a majority of plant outputs. 

Such a production strategy may lead to unnecessary 

mixing time and energy waste when the mixing time 

needed to produce a homogeneous and uniform mix 

is less than that programmed in the concrete recipe. 

In this context, the authors propose a method of 

mixing time optimisation by setting the shortest 

necessary mixing time (stabilisation time of power 

consumption) as the sufficient mixing time of each 

concrete batch. The proposed method is compared 

with the current one of a single mixing time through 

experimental data obtained from a number of 

concrete batches within a full-scale concrete plant 

with the aim to advance in quantifying the difference 

in mixing times and energy consumptions. The 

authors strive to reduce mixing time and mixing 

energy consumption by limiting mixing time for each 

concrete batch to just what is adequate. 

  

EXPERIMENTAL METHODS 

 

Concrete composition 
In this study, a total of 17 batches from different mix 

designs have been analyzed. Two self-compacting 

concrete recipes, i.e. an innovative concrete that does 

not require vibration for placing and compaction 

(SCC-A and SCC-B see Table 1) are mainly 

introduced and the water content was varied from one 

batch to the next. In order to reduce the water content 

of a concrete while maintaining a constant 

workability, a superplasticizer was added to the 

mixture. Total water content is presented in Table 1. 

The total water in the mixture includes the moisture 

of aggregates, the water added to the batch and the 

water content in additives. The sand moisture is 

measured for each batch through a microwave 

moisture probe. The gravel moisture is considered 

constant during all the day of production. It should 

be noted that the concrete flowability is dependent 

on the effective water content which corresponds to 

the difference between the total water and the water 

absorbed by the aggregates. The water absorbed by 

sand and gravel equals to 6 L/m3 for SCC-A, 5.9 

L/m3 for SCC-B. 

 

Table 1 

Concrete compositions 

 

Component (kg/m³) SCC-A SCC-B 

Cement 295 311 

Limestone filler 85 109 

Sand 1 (0/4) 300 332 

Sand 2 (0/4) 552 522 

Gravel (4/14) 886 854 

Superplasticizer 4.37 5.28 

Total water 184-202 185-206 

Water-cement ratio 0.62 0.60 

Number of batches 8 9 

 

 

Experimental procedure 
The experimentation is carried out in a full-scale 

concrete plant equipped with a 2 m³ concrete pan-

mixer. The loading cycle set by the plant operator in 

this concrete plant is as follow: gravel and sand 

(natural moisture) are first introduced into the mixer. 

The loading of fines (cement and filler) then occurs 

after about 10 s. Liquid components are sprayed 

onto the upper part of the mixture in 9 to 11 s 

approximately, after 20 s of dry mixing of 

aggregates and fine elements. The mixing time (Tm) 

is defined as the duration of mixing after completed 

filling of water and superplasticizer until emptying 

begins. For two SCC mix designs tested here, the 

mixing time is fixed at 100 s before discharging in a 

truck mixer. This Tm value is set long enough to 

avoid incomplete mixing. 

The mixer motor power consumption evolution with 

mixing time (wattmeter curve) was recorded by 

data-acquisition equipment. The power indication 

represents the nominal output percentage of the 

mixer motor (75 kW). An example of a power 
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consumption curve including the loading sequence of 

a concrete batch is given in Figure 1. 

 

 

Figure 1 

Power mixing and loading sequence of a concrete 

batch in the concrete plant 

 

Calculation of the stabilisation time 

According to some researches [6-9], the optimal fresh 

concrete properties are obtained and the concrete can 

be discharged when the stabilisation time Ts is reached. 

This time is defined as the time needed for the power 

consumption curve becomes stationary. It can be 

considered as the maximum efficient mixing time. 

Regarding the present study, the power consumption 

and its fluctuation in time are used to determine the 

moment at which the mixing power is stable (Figure 2). 

This fluctuation is assessed herein by calculating the 

standard deviation of twenty consecutive power 

measurements.  

The stabilisation time is taken as the time when the 

power standard deviation is equal to a threshold value 

called ɛ. By observing and analysing all considered 

experimental power curves, when the power standard 

deviation decreases below ɛ set at 0.15% in absolute 

value, there is no longer strong fluctuation in 

mixing (Figure 4). For the majority of these power 

curves, setting the threshold value at 0.15% ensures 

that all subsequent values always remain below this 

one. The chosen criterion also allows getting a 

minimum value of 55 s for Ts among the mixtures 

tested here. This time is the minimum mixing time 

recommended by the French standard for SCC mix 

design [10].  

The end-point of the stabilisation time in the power to 

time chart is called the "stabilisation point". After this 

point, the workability of all concrete mixes is 

considered optimal. 

 

 

Figure 2 

Power consumption and its standard deviation 

during the mixing of the concrete B07 are used to 

determine the stabilisation time 

 

RESULTS AND DISCUSSION 
 

Measures for time and energy saving  
With the introduction of the stabilisation time of 

power curves for optimising the mixing time, the 

reduction of the mixing time can be made and 

quantified thanks to the mixing time difference (∆T) 

between the whole mixing time Tm and the 

stabilisation time Ts. The energy consumption 

difference (∆E) is then determined as the product of 

the average power consumption during ∆T and the ∆T 

value. Figure 3 shows an example of the 

determination of ∆T and ∆E.  

 

 

Figure 3 

Energy consumption difference (∆E) and mixing 

time difference (∆T) of the concrete B07 
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Table 2 expresses the measurement results of 

stabilisation time, mixing time and mixing energy 

consumption differences for all concrete batches. For 

each concrete mix design, the results indicate the 

significant effect of total water content on the mixing 

time: the higher the water content, the smaller the 

stabilisation time. Indeed, more added water in the 

mix allows reducing the interparticle friction and 

increasing their mobility. This means that less mixing 

time and mixing energy are necessary to mix the 

particles. As a consequence, compared with the 

current process of a single, constant mixing time, the 

mixing time saving is greater for batches with higher 

water content. Nevertheless, there is no clear effect of 

concrete water content on the energy consumption 

difference. The reason is because of the dependence 

of the energy consumption on both mixing time and 

power consumption. An increase in concrete water 

content results in a reduction of mixing power 

consumption and an increase in mixing time 

difference. 

 

Table 2 

Values of total water, stabilisation time (Ts), energy 

consumption difference (∆E) and mixing time 

difference (∆T) obtained from 17 SCC batches 

 

Mix 

design 

N° 

batch 

Total water 

(L/m3) 
Ts (s) ∆T (s) 

∆E 

(Wh) 

SCC-A 

B01 199 55.0 45.0 95.6 

B02 193 66.5 33.5 86.5 

B03 191 69.5 30.5 83.2 

B04 184 89.0 11.0 37.4 

B05 192 71.0 29.0 65.3 

B06 187 79.5 20.5 60.2 

B07 202 57.0 43.0 75.3 

B08 198 59.0 41.0 75.2 

SCC-B 

B09 195 62.0 38.0 97.4 

B10 200 57.0 43.0 77.0 

B11 189 66.0 34.0 93.5 

B12 190 78.5 21.5 65.8 

B13 185 80.0 20.0 62.9 

B14 199 68.5 31.5 68.1 

B15 203 57.0 43.0 76.1 

B16 186 85.0 15.0 43.4 

B17 206 55.0 45.0 77.2 

 

In any case, the improvement of the current mixing 

process allows shortening the mixing time which 

leads to the reduction of energy consumption. Table 3 

shows the measurement results of total mixing 

energy consumption and mixing time of two SCC 

mix designs in the current mixing process. The total 

energy consumption of 8 SCC-A batches is 3489 Wh 

and 3688 Wh in the case of 9 SCC-B batches shown 

in the table. The total mixing time is 800 s for SCC-

A and 900 s for SCC-B. For the calculation of 

energy consumption during mixing, we focus only 

on power consumption measurements after the end 

of liquid loading which is also the beginning of the 

mixing time. 

 

Table 3 

Results of total mixing energy consumption and total 

mixing time of two mix designs (SCC-A, SCC-B) 
 

Mix 

design 

Number 

of 

batches 

Total mixing energy 

consumption (Wh) 

Total mixing 

time (s) 

SCC-A 8 3489 800 

SCC-B 9 3688 900 

 

Table 4 demonstrates measurement results for time 

and energy savings of these two concrete mix 

designs after optimising the mixing process. As 

presented in the table, the mixing time is reduced by 

32 % for both two concrete mix designs since the 

stabilisation time is used as the sufficient mixing 

time. Moreover, the reduction of mixing time 

enables us to reduce energy consumption by 17 % 

for SCC-A and by 18 % for SCC-B. These results 

show that approximately 17 % of energy reduction 

and 32% of mixing time reduction from the current 

mixing process are achieved. In addition, it is 

pointed out that, the reduction rate of mixing energy 

consumption is smaller compared to that of mixing 

time. This is because during the mixing time, the 

mixer power consumption is higher before the 

stabilisation time is reached. 

 

Table 4 

Result of the reduction of mixing energy 

consumption and mixing time compared to the 

current mixing process 
 

Mix 

design 

Number 

of 

batches 

Reduction of 

mixing energy 

consumption (%) 

Reduction of 

mixing time (%) 

SCC-A 8 17 32 

SCC-B 9 18 32 

Total 17 17 32 
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Stabilisation line 
Five power curves are illustrated in the mixing power 

to mixing time chart (Figure 4) which also represents 

the stabilisation points for 17 tested concretes. It can 

be observed that the stabilisation points are located 

on a master line called "stabilisation line" which is 

mainly linear. After the intersection of this line and 

the power curves, power consumption does not 

change significantly (i.e. power standard-deviation 

smaller than 0.15%). Thus, further mixing is not 

necessary when the mixer power consumption curve 

reaches the stabilisation line. Therefore, the prior 

determination of this line may allow reducing to a 

minimum mixing time which ensures optimum 

productivity in the concrete manufacturing. 

 

 

Figure 4 

Five power curves and stabilisation points for all 

tested concretes (SCC-A and SCC-B) 

 

CONCLUSIONS 
In this paper, energy consumption is reduced in the 

mixing process of concrete manufacturing by 

optimising the mixing time. The method of mixing 

time optimisation consists of defining a stabilisation 

time of power consumption which is recorded during 

mixing. When the stabilisation time is taken as a 

sufficient mixing time of each concrete batch, a 

reduction of mixing time and mixing energy 

consumption can be made. 

For a given mixing process, the stabilisation points 

indicating potential production “end-points” are 

located on a stabilisation line within the power-to-

mixing time chart. The calibration of the stabilisation 

line depends on mixing and loading systems. Further 

research will aim to implement this kind of curve into 

the concrete production process in order to improve 

the online survey and the quality control of concrete 

production. 

 

KEYWORDS 

Mixing time, energy consumption, mixer power 

measurement, stabilisation time, concrete plant, self 

compacting concrete 
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ABSTRACT  
Seismic vulnerability analysis of steel structures requires some basic information on their mechanical and 

structural properties. The present study aims to quantify the seismic vulnerability of steel structures, through 

the use of a vulnerability index. The first step to do so is the identification of the main parameters that play an 

important role in the seismic vulnerability of such structures. Then using seismic feedback experience, 

weighting coefficients of each parameter are determined. An expression of the vulnerability index is given and 

based on the obtained value a building under study is classified as safe or unsafe according a proposed 

classification. A vulnerability index program (VIP) is developed in order to classify steel structures. This 

program is used to study several examples. The results are satisfactory comparing with in situ observations.   

KEYWORDS: Seismic vulnerability, Steel structures, Vulnerability index, Seismic parameters. 

NOMENCLATURE 
R:  Behavior Factor  

Ki: Weighting Factor Ki 

VI: vulnerability index 

INTRODUCTION  
Steel structures offer an advantage against the 

seismic stress due their lightness and ductility. These 

structures can suffer significant damage after an 

earthquake, [1,2]. 

The assessment of the seismic vulnerability of steel 

structures has been the subject of several studies 

HAZUS, RISK-UE, and RADIUS. Where 

vulnerability curves have been established using 

vulnerability index [3,4,5].This index is calculated on 

the assumption of some parameters having an 

influence on the seismic behaviour of steel 

constructions and allowing description of seismic 

quality of such constructions [6]. 

These methods do not consider all influencing 

parameters, so in order to improve the existing index 

and to quantify more accurately the seismic behavior 

of such structure a vulnerability index method was 

developed [7-10].  

VULNERABILITY INDEX METHOD 
The parameters that have a significant influence on 

the seismic vulnerability of steel frame structures are 

given here after.   

Selected parameters: these parameters are 

determined based on post-seismic observations and 

seismic experience feedback. The parameters taken 

into account are:  

1- Ductility                          8- Plan regularity  

2- Bearing capacity              9- Modifications  

3- Assemblage                     10- Elevation regularity  

4- General maintenance     11- Pounding effect 

     conditions  

5- Type of soils                   12- Ground conditions  

6- Floor                              13- Roof  

7- Buckling                        14- Details 

Among these parameters, Ductility, Bearing 

capacity and Buckling need calculation, the other 

parameters are related to the in situ observation. In 

this paper, only Ductility is presented because it is 

an important and complex parameter.   

Ductility: Under a strong earthquake, steel frame 

structures undergo plastic deformations, due to their 

faculty of dissipation of energy. Indeed, they have 

the ability to resist greater strain than the design 

one.  

To take into account these plastic deformations, the 

seismic codes consider a reducing factor called 

“Behavior Factor” defined by the coefficient ‘R’ 

according to the Algerian seismic code (RPA 99 

version 2003). The R values are given in table 1. 

Table 1 

mailto:amellalomar@gmail.com
mailto:bensaibim@yahoo.co.uk
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Ductility according the Behavior Factor for Steel 

Frame Structures 

 

Ductility level Value of  "R"  

High Ductility: Class A [6 – 4 [ 

Average Ductility: Class B [4 - 2 [ 

Low Ductility: Class C < 2 

 

Quantification of each parameter: Weighting 

factors for each parameter are proposed on table 2. 

These factors are determined on a basis of a 

statistical data containing more than 300 

constructions damaged by different earthquakes (Ain 

Temouchent (1999) and Boumerdes (2003)). For 

each parameter and each considered class, a 

coefficient (ki) is identified expressing its seismic 

quality.  

The “Details” parameter was specified as follows: 

studwork, dividing walls, balconies, railing, cornices, 

chimneys, ventilation space, electrical network, gas 

network, water network and sewage network. 

 

Table 2 

Weighting Factor “Ki” 

 

N Parameters Classes/Ki  

Class A Class B Class C  

1 Ductility 0.00 0.08 0.15 

2 Bearing capacity 0.02 0.07 0.09 

3 Assemblage 0.02 0.06 0.15  

4 General maintenance 

conditions 
0.08 0.06 0.08 

5 Type of soil 0.03 0.04 0.05  

6 Floor 0.03 0.04 0.05  

7 Buckling 0.03 0.06 0.08 

8 Plan regularity 0.03 0.04 0.05  

9 Modifications 0.03 0.04 0.05  

10 Elevation regularity 0.03 0.04 0.05  

11 Pounding effect 0.03 0.04 0.05  

12 Ground conditions 0.03 0.04 0.05  

13 Roof 0.03 0.04 0.05  

14 Details 0.03 0.04 0.05  

 

Three classes are defined for each parameter. Each 

considered parameter can belong to one of the three  

defined classes A, B, and C. These classes are 

declined as follows: 

Class A expresses a parameter inducing a good 

behaviour of the structure during an earthquake,  

Class C, expresses a parameter inducing a bad 

behaviour of the structure during an earthquake,  

Class B expresses an intermediate behaviour of the 

structure during an earthquake. The vulnerability 

index, VI, of a construction is expressed according 

to formula (1): 
 





14

1i

ikVI

 (1) 

 

According to the obtained value for the vulnerability 

index, three vulnerability classes Green, Orange and 

Red are proposed, table 3: 

 

Table 3 

Vulnerability Index Classes 

 

Class Green Orange Red 

VI [0.36 – 0.54[ [0.54 – 0.85[ [0.85 – 1] 

 

The first class associated to the green colour 

classifies the construction as resistant with no 

requirement to any repairs.  

The second class associated to the orange colour 

classifies the construction as moderately resistant 

requiring reinforcement.  

The third class associated to the red colour classifies 

the construction to be a construction with low 

resistance requiring demolition. 

 

ELABORATED CHART 

 

In situ observations on structures are important 

information required to assess the vulnerability of 

steel frame structures.  An investigation chart for a 

survey was elaborated. The chart contains:   

    1.  General data  

    2.  Geometric characteristics  

    3.  Information on the structural system  

    4.  Information on the ground  

    5.  Details on the non structural elements  

    6.  General maintenance conditions  

   

 

 

DEVELOPED PROGRAM 
A program called Vulnerability Index Program "VIP 

using Delphi was elaborated providing the 

vulnerability index values for steel frame structures. 
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It uses the elaborated chart in order to estimate the 

coefficient of the different parameters and classify 

the structures. 

 
Figure 1 

Front page of the VIP. 

 

APPLICATION 
 

Several examples have been treated. Here in, are two 

case studies presented as an example. 

Case study one: It is a Zinc production 

manufacture built in 1949 and located in the West 

part of Algeria. The following figures show the 

damage undergone by this structure. 
 

 

 
Figure 2 

Damage in the bracing system. 

 

 
 

Figure 3 

Corrosion of columns. 

 

 
 

Figure 4 

Damage in the assembly system. 

 
 

Figure 5 

Damage in beams and floors. 
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Figure 6 

Collapse of a floor. 

 

The results given by the program are given in table 4. 

 

Table 4 

Manufacture parameters vulnerability 

 

A vulnerability index of 0.87 was found, this 

indicates that the structure belong to the red class. 

The conclusions provided by the Structural 

Engineering Control (CTC: official organization in 

charge of control in Algeria) suggest the demolition 

and the rebuilt of the manufacture according the 

latest standards. 

So, the two conclusions are in adequacy. 

 

Case study two: It is about a manufacture 

inaugurated in 1975, and composed of four parts: 

manufacture, storage, maintenance and 

administration. It should be noted that the process of 

manufacturing zinc liberates H2SO4 which is very 

harmful to the metal, as it accelerates the corrosion 

process. This manufacture built near the sea on sandy 

soils and limited to the south by a high cliff. Photos 

below were taken on site during our visit.  

 

 
Figure 7 

Deformation of bracing system and buckling 

column. 

 
 

Figure 8 

 Lack of bolts in the assembly system. 

 

 

 
 

Figure 9 

Cracking 45 degrees to both directions and both side 

of joint. 

 

No Parameters Class Ki 

1 Ductility B 0.08 

2 Bearing capacity C 0.09 

3 Assemblage C 0.15 

4 General maintenance conditions C 0.08 

5 Type of soil B 0.04 

6 Floor C 0.05 

7 Buckling C 0.08 

8 Plan regularity C 0.05 

9 Modifications A 0.03 

10 Elevation regularity C 0.05 

11 Pounding effect B 0.04 

12 Ground conditions A 0.03 

13 Roof C 0.05 

14 Details C 0.05 
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The VIP gives the following results: 

 

Table 5 

 Result of the application of the Zinc manufacture 

 

No Parameters Class Ki 

1 Ductility B 0.08 

2 Bearing capacity B 0.07 

3 Assemblage B 0.06 

4 General maintenance conditions B 0.06 

5 Type of soil C 0.05 

6 Floor B 0.04 

7 Buckling B 0.06 

8 Plan regularity C 0.05 

9 Modifications A 0.03 

10 Elevation regularity C 0.05 

11 Pounding effect C 0.05 

12 Ground conditions C 0.05 

13 Roof B 0.04 

14 Details C 0.05 

 

The program gives VI=0.76, so the structure is 

classified Orange. This appears in concordance with 

in situ observations.  

 

CONCLUSIONS 
 

A vulnerability index method for steel structure has 

been developed and presented in this study. 

Elaborated specially for steel structures, it gives 

reasonable results regarding the influence of the 

different parameters such as Ductility, Bearing 

capacity and Buckling on the seismic behaviour of 

steel structure. 

A classification has been established; the results from 

this classification are in accordance with the one 

done in situ. As a result, this classification can be 

used by engineers to reduce seismic risk and 

casualties in case of an earthquake. 
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ABSTRACT 
Delayed Ettringite Formation (DEF) is an internal sulfate attack caused by early age heating to a 

temperature of over 70 °C. In this paper, the effect of multiple mineral admixtures (Fly ash, metakaolin and 

natural pozzolan) of different nature or origins (two of each admixture) on the expansion of cylindrical 

concrete caused by DEF was investigated. For this purpose, a portion of cement was replaced by natural 

admixture with 15% dosages by fine admixture. The results obtained highlighted the significant effects of 

fly ash on DEF and the correlation existing between the expansion of the heat-cured concrete specimens 

and the evolution of their mechanical properties. 

Keywords Ettringite, Concrete 

INTRODUCTION  
The Delayed ettringite formation (DEF) is an 

internal sulphate attack that can occur in the 

cementitious materials that were subjected to 

temperatures higher than 70°C at early age (1), 

(2). This heating may be due to the thermal 

heating of concrete during the prefabrication or 

the exothermicity of the hydration process of the 

cement in the case of massive concrete parts. 

Successive disorders, like swelling due to the 

DEF correspond to multi-directional cracking 

phenomena, leading to a decrease in mechanical 

performance and durability of concrete gradient 

(1); (3); (4). Previous studies have shown that 

some pozzolanic additions were effective in 

preventing the delayed ettringite formation. 

Ramlochan et al. (5) found that a small 

proportion of metakaolin (8%) is able of 

reducing or eliminating the long-term expansion 

related to DEF. According to the authors, this is 

due to the high content of Al2O3 in the metakaolin 

and the leaching effect of reducing the alkali 

hydroxide of the pore solution. As for blast 

furnace slag, substituting rate of the cement 

required to remove the long-term expansion with 

the majority of cements is about 25%. But higher 

rates may be needed if used cements have very 

high levels of sulfate or alkaline. Fly ash required 

to suppress expansion depends on their 

composition. Fly ash with low concentrations of 

lime appear to be more effective when used with 

low substitution rate (15-25%), while the fly ash 

with a high concentration of lime can be effective 

to more degree of substitution high (25-35%). In 

one hand, more recently, studies of Nguyen et al. 

(4); (6) the natural pozzolan effect on the DEF 

indicate that the fineness of the natural pozzolan 

significantly affects the kinetics of expansion due 

to DEF: a finely blended natural pozzolan used in 

partial replacement of cement can be reduced or 

even eliminate the expansion of DEF. In other 

hand, the substitution of the cement by the coarse 

natural pozzolan is not only ineffective, but also 

accelerates the expansion phenomenon (4). 

According to these authors, this could be 

explained by at least three factors: 1) pozzolanic 

reactions that reduce the amount of hydroxide, 2) 

reducing the amount of sulfates in the mortar due 

to the reduction of cement content, and 3) the 

high content of Al2O3 in the natural pozzolan. In 

addition, the fineness of the pozzolan, which 

determines the microstructure of the material 

indirectly influences the delayed ettringite 

formation. However, studies on the effects of 

mineral admixtures on the DEF are still relatively 

rare. In this context, the experimental study 

presented in this article aims to study the effect of 

different kinds of additions on the expansion of 

the concrete caused by DEF. 
 

EXPERIMENTAL STUDY 
 

Materials 

 

As previously mentioned,  the aim of this 

article is to study the effects of multiple mineral 

admixtures (Fly ash, metakaolin and natural 

pozzolan) on the risk of delayed ettringite 

formation, we have used admixtures of different 

nature or origins. The recent work of Nguyen V. 

H (4) on mineral admixtures showed potentials in 

reducing this risk. Therefore, we continued his 
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work and extended the study to know the 

influence of the nature of each admixture. This 

means using admixtures of different origins. The 

cement used in this study was a CEM I 52.5 N 

CE CP2 NF conformed to the European standard 

EN 197-1 was used. The Mineralogical 

composition supplied by the manufacturer 

(Lafarge), is: 60.6% of C3S; 14.5% of C2S; 8.1% 

of C3A; C4AF of 9.8% and 5.3% of gypsum. The 

elementary chemical composition of this cement 

is given in Table 1. The aggregates used were 

siliceous aggregates from quarry Palvadeau (NF 

aggregate, non- alkali reactive), using granular 

ranges between 0/4 mm (sand) and 4/12.5mm 

(gravel). The mineral admixtures used in this 

study were (fly ash: Fa1 and Fa2, metakaolin: 

Mk1 and Mk2 and natural pozzolan: Pz1 and 

Pz2). They were blended in order to increase their 

pozzolan activity. The chemical compositions of 

these admixtures are given in table 1. The 

pozzolanic activity index, aside with the other 

physical properties are given in table 2. 

  

Table 1 Chemical compositions of cement and mineral 

admixtures 

 

 Cement Pz1 Pz2 Mk1 Mk2 Fa1 Fa2 

 % % % % % % % 

SiO2 20.07 49.5 46.83 
95.46 93.16 

82.9 85.4 Al2O3 4.86 18 17.45 

Fe2O3 3.07 10 8.36 - - 

CaO 64.25 7.5 9.38 0.002 0.36 2.05 4.24 

MgO 0.95 5.5 3.88 0.04 0.04 - - 

SO3 3.55 0.06 0.36 0.03 0.14 0.24 0.51 

K2O 1.00 2.5 1.40 
<1.03 <0.01 3.21 2.08 

Na2O 0.18 4.5 4.32 

Eqv. 

Na2O 
0.85       

LOi  1.6 4.79 1.41 1.63   

 

Table 2 Physical properties and pozzolanic activity of 

admixtures 

 

 

The concrete mix design was inspired by the 

GranDuBé project (7). We used cylindrical 

specimens ( 11cm×L 22cm) because this type of 

test shows a more significant swelling than prism 

samples according GranDuBé (7). Cement 

substitution additions were incorporated into the 

concrete mass with a substitution rate of 15%. 

The mass proportions of the various constituents 

are given in Table 3. 

 

Table 3 Concrete mix design 

 

Kg/m3 Ba BaPz1 BaPz2 BaMk1 BaMk2 BaFa1 BaFa2 

Aggregate 

8/12.5 
907 907 907 907 907 907 907 

Aggregate 4/8 195 195 195 195 195 195 195 

Sand 2/4 mm 202 202 202 202 202 202 202 

Sand 1/4 mm 189 189 189 189 189 189 189 

Sand 0/0.315 

mm 
98 98 98 98 98 98 98 

Water 201 201 201 201 201 201 201 

Cement  424 360 360 360 360 360 360 

Admixture 0 64 64 64 64 64 64 

 

Procedures 
 

As shown in the literature, the concrete curing 

temperature plays a key role in the development 

of ettringite (8); (9). Therefore, we subjected our 

concrete specimens a thermal cycle of long 

duration represented by Figure 1 

 

 
Figure 1 Heat treatment 

 

The heat treatment applied to concrete samples 

shown in figure 1 is representative of a heat 

release of a massive concrete element. It was 

used by Renaud Pierre Martin and Nguyen V. H. 

(10); (4). Thermocouples were embedded in 

advance in our samples to check changes in 

temperature during the cycle. A programmable 

oven (heat chamber) was used to generate the 

thermal cycle. During the heat treatment, the 

molds were sealed tightly by cellophane to 

prevent the loss of water and thereby maintain a 

relative humidity close to saturation (90-100%). 

The specimens were then removed from the mold 

and stored in water containers at 20±1°C where 

the water is frequently renewed during the study. 

The frequency of water renewal is once a week 
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during the first eight weeks, then once every two 

weeks until the twenty fourth week, and then 

once every month. The volume of water with 

respect to the volume of the sample is kept under 

1.5 to limit leaching effects (11). 

 

Experimental methods 

 
In this study we did two main non-destructive 

measurements which are: 1) Longitudinal 

expansion, which is measured with deformeter 

ball. There are three generators in each 

cylindrical specimen. Each point on the graph is 

obtained from the average expansions measured 

on three specimens. 2) Resonance frequency 

measurements of each concrete specimen were 

performed to determine the dynamic modulus of 

elasticity of material. This technique gives access 

to mechanical properties. This self-oscillation 

frequency of the material is linked to the dynamic 

modulus of the material by the following 

equation: 

𝑓𝑙𝑜𝑛𝑔𝑖 =
1

2𝐿
√
𝐸𝑑𝑦𝑛

ρ
 

flongi :   longitudinal self-oscillation frequency 

[s−1] 

L     :   height of the specimen [m] 

Edyn :   dynamic longitudinal elastic modulus 

[GPa] 

ρ     :   density of specimen [kg.m−3] 

In addition to these measurements, we measured 

the apparent porosity with the evacuation 

method. This test is based on the procedure of 

AFREM (12). 

 

RESULTS AND DISCUSSION 

 

Heat of hydration 

 
A microcalorimeter TAM Air isothermal was 

used to measure the heat flux of reaction and the 

reaction kinetics of binding at the early age. For 

each binder paste, two samples of approximately 

4 to 5 grams are collected at the end of mixing, 

weighed (0.01 g) and introduced into plastic 

vials. The sealed vials are then placed in the 

device and the acquisition is started. Each test is 

conducted in the first 3 days of hydration. The 

first flow measurement is performed immediately 

after mixing.  

 

 
Figure 2 Heat of hydration of binders 

with w/b = 0.35 for cement pastes with pozzolan. 

 

Figures 2 to 4 show the heat flux of hydration of 

cement pastes mixed with 15% of each used 

admixture and also show the results of a 

reference paste (RP) made of 100% of cement. In 

all these pastes, the binder has w/b ratio equals to 

35%.  

 

 
Figure 3 Heat of hydration of binders 

with w/b = 0.35 for cement pastes with 

metakaolin 

 

 
Figure 4 Heat of hydration of binders 

with w/b = 0.35 for cement pastes with fly ash 
  

-The substitution of cement by fine natural 

pozzolan (figure 2) led to a slight acceleration of 

the heat flow (a slight shift of the 2nd and 3rd pic 

to the left) and to a reduction of heat flux and the 

total heat of hydration during 72 hours. This 

decrease is related to the combination of the 

effect of the pozzolanic reaction of the fine 

natural pozzolan cement. Pz1 release more heat 

than Pz2, it could be due to its higher fineness.    

-The hydration kinetics of the pastes made with 

metakaolin (figure 3) is significantly different 

from those made with natural pozzolans. We 

observe that during the period of acceleration of 
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hydration, the greater heat flux is faster compared 

to other additives. Furthermore, the total released 

heat in the first 16 hours is almost higher than 

that of the reference paste. According Frias (17) 

this acceleration of the heat flux is primarily due 

to the combination of the effect of the pozzolanic 

reaction of metakaolin and accelerating cement 

hydration. 

-The substitution of cement by fly ash (figure 4) 

decreases the maximum value of the heat flux 

released and prolongs the dormant period of 

about thirty minutes compared to the reference 

sample RP. This leads to a reduction of the 

released heat in mixtures incorporating the fly 

ash. The results indicate that FA retards hydration 

mainly in the dormant and acceleration periods. 

FA is believed to be inert at this very early stage 

(18).  

                          

Expansion results 

 
Figures 5 to 7 show the expansion curves of 

reference concrete (Ba) and concretes made with 

additives (Pz; Mk and Fa). 
 

 
Figure 5 Expansion of concrete prepared with 

pozzolan 
 

 
Figure 6 Expansion of concrete prepared with 

metakaolin 
 

 
Figure 7 Expansion of concrete prepared with fly 

ash 1 and 2 

 

It is noted first that reference concrete specimens 

(Ba) and the specimens made up with 15% 

natural pozzolan (Pz1; Pz2) show significant 

swelling (greater than 0.04%) measured at 60 

days and observed that the evolution of 

expansions grows as sigmoid. An expansion of 

0.04% is an arbitrary threshold which has already 

been used in the literature (13) to highlight a 

significant expansion. This 15% rate of 

substitution is not sufficient to stop the DEF 

which is consistent with the literature (4).  In the 

other hand, fly ashes (Cv1; Cv2) have an 

inhibiting effect. No swelling even after 550 

days, which is consistent with the literature (4). 

While Mk2 starts to expand after 160 days, the 

Mk1 hasn’t shown any expansion yet even after 

550 days of immersion. Finally, in terms of 

kinetics, the concrete samples made up with 

natural pozzolan Pz2 began swelling earlier than 

with the Pz1. The high content of sulfate Pz2 can 

be the cause of the fast swelling. Metakaolin is 

more efficient than pozzolan in controlling the 

DEF, this might be because of high content of 

Al2O3  and the small content of equivalent Na2O, 

which reduces SO3/ Al2O3 (2); (19). Generally, we 

notice three phases of expansion in degraded 

specimens: 1- Incubation phase, where ettringite 

fills in the existent pores. 2- The acceleration 

phase, where the specimens crack and expand 

due to the internal pressure of ettringite. 3- 

Finally, the stabilization phase where the 

ettringite fills in the cracks. These results confirm 

previous experimental studies (1); (4); (14); (15); 

(16). 

  

Mechanical results 

 
Figures 8 to 10 show the evolution of dynamic 

elastic modulus. Figure 11 show the Compressive 

strength (Rc). 
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Figure 8 Dynamic elastic modulus of concrete 

prepared with pozzolan 
 

 

 
Figure 9 Dynamic elastic modulus prepared with 

fly ash 
 

 
Figure 10 Dynamic elastic modulus prepared 

with metakaolin 
 

 

 
Figure 11 Compressive strength (Rc) 

 

We can distinguish multiple forms of curves. In 

specimens that have shown no significant 

expansion (<0.1%): the dynamic elastic modulus 

tends to improve with time. It’s due to hydration. 

Figure 11 shows increasing compressive strength 

of these specimens. When expansion become 

more than 0.1-0.2%, we can see the decreasing 

dynamic elastic modulus. As the expansion 

accelerate, there are a brutal decrease in 

mechanical properties. We can see it clearly with 

Ba. As the expansion stabilize, there are some 

increase in dynamic elastic modulus. This could 

be due to the ettringite filling the pores and 

cracks in degraded concrete. A slight 

improvement in compressive strength is also 

noted. 

  

Porosity results 
 

Figure 12 shows the porosity accessible to 

determined using hydrostatic weighing of 

concrete specimens in form of discs at specific 

points in time. These points were not pre-

determined. Contrariwise, they cover the different 

phases of the degradation of concrete.   
 

 

Figure 12 Apparent porosity of specimens 

 

We can see a slight decrease of porosity between 

28 days and 90 days. because of continuous 

hydration of concrete and filling the pores by 

hydrates. In degraded specimens, we notice a fast 

increase of porosity followed by a decrease. This 

confirm the mechanical results and increase of 

Edyn in the later phase (stabilization). 

 

Conclusions 
 

This work is devoted to the study of the influence 

of additions on ettringite in concrete. The results 

allow us to draw the following main conclusions:  

- The cement substitution rates by 15% natural 

pozzolan whatever the nature of that pozzolan 

(Pz1 or Pz2), is not sufficient to inhibit DEF.  

- Cement substitution rate by 15% of metakaolin 

(Mk1, Mk2) is not enough, it depends on the 

chemical nature of addition. If it contains high 

content of SO3,   

- Cement substitution rate by 15% of fly ash 

(Fa1; Fa2) is enough to control long-term 

expansion (over 550 days). 

- The nature of mineral admixture is a very 

important factor in determining the possibility of 

protecting from DEF or not, containing more SO3 

and alkaline increase the risk of expansion.    
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ABSTRACT 
Carbonation is one of the most common ageing phenomena of reinforced concrete structures. The effective 

diffusion coefficient of CO2 is a key-parameter in the prediction of long term behavior of concrete. In existing 

carbonation models, the CO2 diffusion coefficient is usually obtained from empirical relationships. The latter 

are a priori not valid for ‘modern materials’, such as concretes with high content of mineral additions. To better 

characterize this transfer property for any kind of cement based materials, an experimental set-up was 

developed. The present paper deals with results obtained using this set-up. 

An experimental campaign was carried out in order to investigate the influence of binder type and accelerated 

carbonation on the CO2 diffusion coefficient of cement pastes. The latter were prepared with various 

water/binder ratios and two binder types, namely a Portland cement and a mix of Portland cement and BFS. A 

series of samples was carbonated before diffusion tests. 

For a given type of binder, the CO2 diffusion coefficient increases, as expected, with porosity. When non-

carbonated, pastes containing BFS are much less diffusive than pastes made with only CEMI. The influence of 

the accelerated carbonation depends on the binder type: the diffusion coefficient of BFS pastes is higher after 

carbonation while it tends to be lower for CEMI pastes. The observed evolutions of the diffusion coefficient 

are well correlated with changes in pore structure due to carbonation. 

These results highlight the need of diffusion coefficient models designed for each type of materials. 

KEY WORDS: cementitious materials, gas diffusion, carbonation, blast furnace slag. 

INTRODUCTION 
Among ageing phenomena of reinforced concrete 

structures, carbonation is undoubtedly the most 

current, since it results from the fixation of 

atmospheric carbon dioxide. The consecutive drop of 

the interstitial solution pH increases the risk of steel 

corrosion due to their depassivation. 

A way to evaluate the performance of concrete is to 

model the carbonation process to predict the long-

term behavior. Most of carbonation models are based 

on two key-phenomena: carbonation reactions of 

hydrates and diffusion of gaseous CO2 [1-5]. In the 

case of carbonation in atmospheric conditions, the 

diffusion should be the governing phenomenon, since 

the characteristic time of diffusion is much longer 

than those of chemical reactions (which are often 

assumed to be instantaneous). 

In literature models, the effective diffusion 

coefficient of CO2 is derived from empirical 

relationships deduced by fitting experimental data.  

 

The latter were mainly obtained by gas diffusion 

tests on carbonated samples of materials made with 

Portland cement. 

In the case of materials containing mineral 

additions, the relationship giving the diffusion 

coefficient as a function of microstructural 

parameters (porosity, water saturation degree) 

should be different from that calibrated for Portland 

cement based materials. Indeed, additions such as 

ground granulated blast furnace slag (BFS) result in 

a porous structure far different from that obtained in 

the case of Portland cement [6]. Thus, a single 

model is not enough to predict the diffusion 

coefficient for various materials. 

Moreover, beyond the influence of the binder, 

carbonation it-self has an effect on pore structure 

and thus on transfer properties, e.g. [7]. Models of 

CO2 diffusion coefficient should take into account 

parameters depending on the carbonation state. 

To address the influence of binder and carbonation 

on CO2 diffusion, an experimental set-up was 
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developed for the measurement of the CO2 diffusion 

coefficient of cement pastes. 

In the present paper, the developed device and its 

experimental validation are described. This device 

was used as a mean to assess the influence on the 

diffusivity of parameters such as porosity, binder 

nature and carbonation. This work was carried out on 

CEMI pastes and BFS/CEMI pastes with different 

water / binder ratios. Results of this investigation are 

exposed and analyzed. 

 

METHODS AND MATERIALS 
 

Measurement of CO2 diffusion coefficient (D): 
The experimental set-up in Figure 1 was developed to 

determine the effective diffusion coefficient of CO2. 

The core of the device is composed by two chambers, 

which are assembled by screwing. The sample 

inserted in-between is cylindrical, 30 mm in 

diameter. Its thickness may vary from 5 to 30 mm. 

For a one-dimensional diffusion, a fast-setting resin 

ring is molded around the perimeter of the sample 

leaving free the flat faces. The total diameter (sample 

+ resin) is 60 mm. Two rubber rings of 5 mm in 

thickness are placed on each side of the tested 

sample. 

 

 
Figure 1 

Two-chambers diffusion cell, sample and rubber 

rings. 

 

At the beginning of the test, CO2 is injected in the 

upper chamber. The latter is connected to a bubbler 

which evacuates any overpressure. The CO2 

concentration in the upper chamber (denoted Cup) is 

kept constant by a gas analyzer. Under the 

concentration gradient, CO2 diffuses from the upper 

to the lower chamber. After a given test duration (ti), 

the CO2 concentration in the lower chamber (Cdown) is 

determined using a gas analyzer operating in a closed 

circuit. Note that Cdown is measured only punctually. 

This protocol was preferred to continuously measure 

which would require a permanent pumping of gas 

through the analyzer and would create a vacuum in 

the lower chamber. 

Once Cdown is obtained at ti, the test is stopped and 

the sample removed from the diffusion cell. After a 

period of at least 2ti, all the procedure is repeated for 

another duration ti+1. Finally, the determination of 

the diffusion coefficient is carried out through the 

acquisition of several couples (ti, Cdown / Cup). 

To determine the CO2 diffusion coefficient, we use 

an inverse analysis with two assumptions. First, the 

gas flow is supposed to be controlled by Fick's 

Second Law. Second, the diffusion coefficient is 

assumed to be not depending on the concentration. 

For a given value of D, the Fick equation is solved 

with the finite differences method. Dirichlet 

boundary conditions are used: 

- upstream, the concentration is taken equal to Cup; 

- downstream, the concentration, initially equal to 

zero, is taken constant during a time step and re-

computed at the end of the latter using the Fick’s 

first law to take into account the increase of the 

concentration in the lower chamber. 

 

 
 

Figure 2 

Evolution of the error between computed and 

measured concentrations as a function of D (left). 

Comparison of the measured values and the 

computed ones for the diffusion coefficient 

minimizing the error (right). 

 

A comparison is done between the computed 

relative concentrations (C/Cup) in the lower chamber 

and the measured ones (Cdown/Cup) at different times 

ti. For that, an error is calculated. Finally, the 

diffusion coefficient is determined by minimizing 

this error. Figure 2 gives an example of the inverse 

analysis procedure. 

More details of our methods can be found in [8].  

 

Studied materials: Experiments were carried out 

on hardened pastes made with CEMI 52.5 type 
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cement (from Lafarge, La Couronne, France) and 

ground granulated blast furnace slag (from Ecocem, 

Moerdijk, Netherlands). Mix-proportions of pastes are 

given in Table 1. In the following, pastes made with 

only cement are denoted “OPC pastes” while pastes 

containing both cement and BFS are denoted “BFS 

pastes”. 

Diffusion experiments were also carried out on five 

limestone samples. Their porosities are between 10 to 

25%. The tested samples were discs (30 mm in 

diameter, 10 mm in thickness). 

 

Table 1 

Mass proportions of the studied pastes 

 OPC pastes BFS pastes 

 C3 C4 C5 L3 L5 

W/(C+BFS) 0.30 0.40 0.50 0.32 0.53 

BFS/(C+BFS) 0 0 0 0.75 0.75 

 

Materials preconditioning: Before any diffusion 

measurement, the samples were water-saturated 

under vacuum. Their masses and volumes were then 

determined. A part of the samples was oven-dried at 

105° C until mass stabilization. 

In order to investigate the influence of carbonation, a 

series of discs was carbonated before diffusion tests. 

For this purpose, these samples were first oven-dried 

at 45°C so as to sufficiently reduce the degree of 

water saturation. In the case of C5 and L5 pastes, this 

thermal treatment lasted 2 days. In the case of C3, C4 

and L3 pastes, another pretreatment was used instead 

of a direct oven-drying which would have resulted in 

a too low degree of saturation and would have limit 

carbonation [9]. C3, C4 and L3 discs were therefore 

placed in desiccators at 45°C and around 50% RH. 

After the thermal treatment, all disks were submitted 

in an accelerated carbonation chamber to a CO2 

concentration of 50% at 20°C and 53% RH. During 

carbonation, samples masses were monitored. Pastes 

were assumed to be fully carbonated when the mass 

becomes constant. 

Before diffusion tests, all samples were oven-dried at 

105°C until mass stabilization and conserved à 3% 

RH. 

 

Other characterizations: The porosity of all discs 

was obtained according the French standard NF P18-

459. The pore size distribution was investigated 

through mercury intrusion on cubic samples of 

around 2 cm square [10]. Gas permeability was 

measured using the device fully described in [11]. 

Samples for permeability measurements were also 

oven-dried at 105°C. 

 

RESULTS AND DISCUSSION 

 

Porosity: Figure 3 gives the porosity of the studied 

pastes. Before carbonation, porosity increases, as 

expected, with the water/binder ratio, for a given 

binder. For the same initial water/binder volume ratio, 

the BFS pastes have a higher porosity than the OPC 

pastes, which is confirmed in literature, e.g. [12]. 

Carbonation results in a significant drop in porosity. 

This phenomenon is usually explained by carbonates 

precipitation [13]. As shown by [14], the reduction in 

porosity is mainly due to the carbonation of the CSH. 

 

 
Figure 3 

Porosities of the studied pastes, before and after 

carbonation (from water soaking). 

 

Influence of the pore structure on the 

diffusion coefficient: For a given material type 

(limestone, non-carbonated OPC or BFS paste), the 

CO2 diffusion coefficient is well correlated to the 

porosity as shown in Figure 4. However, for a given 

porosity, two materials may have very different 

diffusivities. The case of the limestone samples 

highlights this fact: although the limestone samples 

are less porous than the cement pastes, their 

diffusion coefficients are equal or even higher than 

those of pastes. It is also interesting to note that the 

BFS pastes have lower diffusion coefficient than the 

OPC pastes having the same water/binder ratio. 
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Figure 4 

CO2 diffusion coefficients of limestone and non-

carbonated pastes versus porosity. 

 

The transfer properties are not only dependent on the 

porosity but also on the properties of the pore 

structure. For instance, Figure 5 gives the pore size 

distribution determined by mercury intrusion for C4 

and L3 pastes and a limestone sample. These data 

confirm that the coarser the pore structure is, the 

lower the diffusion coefficient. 
 

 
 

Figure 5 

Pore size distributions from mercury intrusion 
 

To go further, a rather good correlation is shown in 

Figure 6 between diffusion coefficient and gas 

permeability, which is a transfer property usually 

correlated to porosity and pore size distribution [11]. 
 

 
 

Figure 6 

Correlation between CO2 diffusion coefficient and 

gas permeability of non-carbonated pastes. 
 

Influence of carbonation on the diffusion 

coefficient: While carbonation significantly 

reduces the porosity of all the tested pastes, as 

shown previously, its effect on the diffusion 

coefficient is however very unsystematic (Figure 7). 
 

 
 

Figure 7 

Influence of accelerated carbonation on the CO2 

diffusion coefficient of the studied pastes. 

 

Only the case of the C5 paste is consistent with the 

porosity clogging, since its carbonation results also 

in a reduction of the diffusivity. For the other pastes, 

no change is observed (C4) or, conversely, a net 

increase in the coefficient (C3, L3 and L5) is 

observed. The absence of correlation between 

porosity clogging and diffusivity change has already 

been shown in the case of other transfer properties. 

For instance, an increase in chloride diffusion 

coefficient [7] or in water permeability [15] was 

observed consecutive to carbonation of cement 

pastes. 
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Figure 8 gives for instance the pore size distribution 

before and after carbonation, for C5 and L5 pastes. 

This shows that the evolution of the diffusivity 

consecutive to carbonation can be explained by 

changes in porous structure. Indeed, the pore size 

distributions are very different after carbonation. In 

most cases, the main pore mode is shifted to smaller 

diameters but coarser pores can also be observed. 

This trend is very strong for BFS pastes. 
 

 
 

 
 

Figure 8 

Pore size distributions determined by mercury 

intrusion before and after carbonation. 
 

Carbonation strongly modifies the porous structure of 

the pastes. The beneficial effect of the porosity 

clogging may be offset by the coarsening of the 

porous network which becomes a priori more 

connected.  

Another phenomenon has also an impact on our 

results. After accelerated carbonation, cracks 

appeared on the surface of some samples. Figure 9 

gives the example of a L5 paste sample (cylinder 

submitted to a unidirectional carbonation). On this 

sawn section, crossing cracks can be seen. Note also 

that the carbonation ‘front’ is very irregular 

(carbonated areas are in white while no-carbonated 

ones appear in black). The cracking of our samples, 

which is mainly observed for the BFS pastes (L3 

and L5) and the OPC paste (C3), is a priori a 

consequence of a carbonation shrinkage, probably 

combined with a drying shrinkage due to the 

preconditioning at 45°C before carbonation and the 

oven-drying at 105°C before diffusion test.  
 

 

CO2 
CO2 

 
Figure 9 

View of a sawn section of a cylindrical sample of 

the L5 paste (3 cm in diameter and 3 cm in length) 

after 5 days of accelerated carbonation. Surfaces in 

contact with CO2 are indicated by arrows. 
 

Carbonation shrinkage could be increased by the 

CO2 concentration used in our experiments, i.e. 

50%, since such high concentration leads to 

different carbonates products than those obtained for 

natural carbonation, especially in the case of slag 

[16]. However, cracking of pastes made with BFS 

cement (CEMIII type) was also observed by [15] 

after an accelerated carbonation with a lower CO2 

concentration, i.e. 3%, which was shown by the 

authors to be quite representative of a natural 

carbonation. 
 

CONCLUSIONS 
 

An experimental set-up was developed for the 

measurement of CO2 diffusion coefficient, a key-

parameter for the modeling of cementitious 

materials carbonation. This procedure was partly 

validated by showing the diffusive nature of the 

measured phenomenon. It was applied to the study 

of different cement pastes, carbonated or not, oven-

dried at 105°C. A significant influence of the binder 

nature was observed. Non-carbonated, pastes with a 

high content of blast furnace slag are less diffusive 

than Portland cement pastes. However, once 

carbonated by an accelerated protocol at 50% CO2, 

BFS pastes become much more diffusive. Although 

it leads to a porosity reduction, carbonation modifies 

strongly the porous structure and can result in 
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cracking. This confirms that any model to predict 

CO2 diffusion coefficient should depend on both the 

binder nature and the carbonation state. Our results 

could also question the relevance of accelerated 

carbonation tests carried out with high CO2 

concentration for materials made with BFS. 
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ABSTRACT  

The durability of the reinforced concrete structures is conditioned by the mechanical behaviour of materials 

used as well as their physico-chemical one against aggressive species attacks. This latter concerns especially 

the transfer of these aggressive species in the material porosity such as the diffusion of marine salt, the 

carbonation, the external sulfate attack, etc...  

It is necessary to understand all the mechanisms of transfer which occur during the penetration of these species. 

The present study focuses on the case of chloride ions transfer through cementitious materials. 

The transfer mechanism depends on the physical and chemical interactions of chlorides with the cementitious 

matrix and the others species in the pore solution. In order to well understand these transfer phenomena, a prior 

chemical investigation of the interstitial solution composition is necessary. 

In this work, we study this interstitial solution of cementitious materials manufactured with Portland cement 

and blended one containing four types of mineral additions. Investigations were carried out, according to the 

age of the material and the hydration degree, on pore solution obtained by extraction from cement pastes. 

Results are useful for the use as initial and boundary conditions in multi-species models of transfer, mainly in 

chloride ingress in cementitious materials.

 

INTRODUCTION  

The porosity of cementitious materials contains a 

liquid named the interstitial solution. This one is 

responsible of the transfer of the aggressive species 

such as chlorides [1–3] and sulfates [4, 5], as well 

as the leaching of alkaline. 

The chemical composition of the interstitial 

solution is very important since it govern the ion 

mobility and the migration process, in particular, 

the diffusion under a concentration gradient of 

chlorides coming from the seawater and deicing 

salts within cementitious materials. When these 

chloride ions reach the rebar with a so-colled 

critical concentration, they cause their 

depassivation and corrosion. 

Among the important parameters describing the 

interstitial solution, we distinguish the ionic 

strength, the pH, the concentration of each 

component and the redox potential to determine the 

oxidation state of the multivalent elements. 

In a study of the chemical composition of the pore 

solution, Andersson et al [6] showed that the pore 

solution of the cementitious materials is influenced 

by the type of cement and the mineral addition 

used. For this, they studied the chemical 

composition of pore solution extracted from seven 

different cement pastes with a W/B (Water/Binder) 

of 0.5. The author distinguished that the interstitial 

solution is composed mainly of sodium ions, 

potassium and calcium. An important difference is 

noticed between the pore solution extracted from 

paste 1 (containing Portland cement) and paste 2 

(Portland cement produced in France) and paste 3 

(Cement resistant to sulfates). The cement paste 

rich in silica contains the weakest concentration of 

Na+ and K+ while the pastes of cement rich in 

aluminum and fly ash are very low in calcium. 

Nevertheless, the studies on the chemical 

composition of the interstitial solution of 

cementitious materials are still relatively rare. In 

this context, the experimental work presented in 

this paper has two objectives. The first one is to 

analyze the chemical composition of the interstitial 
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solution of cement pastes. The second is to study 

the evolution of this chemical composition 

according to the hydration degree. 

 

EXPERIMENTAL PROTOCOL 

Materials 

Cement: For this study, an ordinary Portland 

cement (CEM I 52.5 NR in respect with European 

standard NF EN 197-1) is used. It is characterized 

by a Blaine specific surface of 4050 cm²/g and an 

absolute density of 3.8 The fractions mass of the 

principal clinker phases provided by the 

manufacturer (Calcia, Bussac-France) are 65% 

C3S, 13% C2S, 7% C3A, 13% C4AF et 4.9% gyps. 

The chemical composition of this cement is given 

in Table 1 

Mineral additions: Different mineral additions 

were chosen. These additions were used as 

substituent of the cement as follows: 30% of fly 

ash, 75% of blast furnace slag, 25% limestone filler 

and 10% silica fume. Pozzolanic index and 

chemical composition of these additions are given 

in Table2. 

The objectives of the choice of these additions are: 

75% of the slag bring major modifications to the 

interstitial solution of cementitious materials, 

particularly the physical fixation of the chloride 

ions at the walls of the pores and the layers of CSH 

during migration tests [7]. Fraay et al [8] showed 

that in case of use of 30% fly ash, only 50% of the 

amount used react at the end of the first year. 

According to Perraton et al [9], the use of silica 

fume is from 5 to 10% of substitution in mass of 

cement. With more than 10% the replacement is 

useless and the performance of the material 

decreases. 

Table 2: properties of mineral additions used. 

 
Fly ash Slag L_Filler S_Fume 

Componen

t 

Content 

(%) 

Content 

(%) 

Content 

(%) 

Content 

(%) 

SiO2 

85.53 

33.3 0.30 89.00 

Al2O3 12.50 - - 

Fe2O3 0.40 - - 

CaO 5.10 41.50 - 1.00 

Chlorides 0.013 
 

0.001 0.10 

SO3 0.59 0.50 0.01 2.00 

K2O 2.00 - 
0.01 

- 

Na2O 1.95 - 1.00 

Density 2.21 2.89 2.70 2.24 

Blaine  

specific  

Surface 

(m2/kg) 

405 450 498 - 

Pozzolonic 

index 

Ca(OH)2 

(%) 

consumpti

on 

0.75 - 0.79 - 

 

 

 

Table 1: Chemical composition of the cement 

Chimical composition SiO2 Al2O3 Fe2O 3 CaO MgO SO3 K2O Na2O Na2Oeq Fire loss 

Content (%) 20.50 5.00 3.90 64.20 1.10 2.50 0,29 0.05 0.24 1.40 

 

 

 

Studied mixes: Cement pastes with a medium 

W/B are chosen for this work in order to facilitate 

the pore solution extraction. A performance-based 

approach was used in order to determine the 

amount of substitution for each mineral addition. 

This method takes into account the pozzolanic 

index of each addition. The compositions of the 

cement pastes used are presented in Table 3.   
 

 

Table 3:  Composition of cement pastes used. 
Compone

nt 

(Kg/m3) 

REF Fly ash Slag L_Filler S_Fume 

A/C 0.00 0.43 3 0.35 0.11 

W/B 0.50 0.40 0.44 0.38 0.47 
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Experimental procedure 

TGA: The thermogravimetric analysis is used for 

the determination of the hydration degree following 

the method described by Mounaunga [10]. The 

latter was adapted for eco-materials containing 

mineral additions. 

Water porosity: The porosity accessible to water 

is determined following a hydrostatic weighing 

according to the standard NFP 18-459. This method 

is very simple and practicable on a wide variety of 

materials. 

Mercury porosity: Mercury porosimetry allows 

the measurement of pore size distribution leading 

to the critical diameter. The test of a mercury 

porosimetry is based on the physical principle that 

a non-wetting liquid enters the pores open under an 

applied pressure. The method is based on the 

Laplace law linking the mercury injection pressure 

to the diameter of the pore. Considering the pores 

as cylindrical, the diameter is calculated from the 

applied pressure following Washburn law [11]. 

Chloride diffusion : The objective of this test is to 

determine the effective coefficient of diffusion at 

steady state regime. An electric field of 300V/m is 

applied between the two faces of the sample in 

order to accelerate the transfer phenomenon. 

Interstitial solution extraction: To extract the 

interstitial solution from the cement pastes, a press 

(OPICAD) is used. For this purpose of the press 

piston is inserted in the cylindrical chamber above 

the cement paste sample (5cm diameter and 7cm 

height). The pressure necessary to extract the pore 

solution is applied using a standard compression 

testing machine.  

The solution from the pores is collected through a 

channel located at the bottom of the device using a 

syringe to avoid any contact of the solution with 

air. 

Chemical analysis of pore solution: The analysis of 

the pore solutions is performed by ionic 

chromatography at latest 24 hours after their 

extraction in order to avoid a possible carbonation. 

A dilution of 40 times is necessary to analyze the 

sodium and potassium, however, to analyze other 

species we put 1 ml of the pore solution in 5 ml of 

distilled water.  

RESULTS AND DISCUSSION  

Water and mercury porosity:  

Figure 1 shows the results of total porosity of each 

sample at the age of 9 months. 

 

Figure 1: water porosity of the various samples after 9 

months of hydration. 

In Figure 2 we present the evolution of the pore 

sizes distribution of each material according to its 

age. The materials were tested at two ages (3 and 9 

months). 

According to the Figure 3, one can notice that as 

from 3 months, the hydration influences slightly the 

evolution of the pore size distribution, especially 

for the reference paste. For eco-pastes, we 

distinguish a small difference in the results, 

particularly for the paste with fly ash. This latter 

can be explained by the slow pozzolanic reaction 

with the portlandite to form more CSH which 

causes a slower modification of the microstructure. 

Chlorides diffusion: The diffusion coefficient of 

the different materials was determined at steady 

state. It is based on the chloride ion flux measured 

at the downstream compartment. The effective 

chloride diffusion coefficient Deff (m/s²) can be 

calculated from equation (1) [12] 

𝐷𝑒𝑓𝑓 =
𝑅𝑇

𝑧𝐶𝑙−𝐹
 

𝐿

𝐸

∆𝐶

∆𝑡

𝑉𝑎

𝐴𝐶0
(1 − 𝑒

𝑧𝐶𝑙−

𝑅𝑇
𝐹𝐸)  (1) 

Where Va (m3) is the volume of the downstream 

solution; ∆C (mol/m3) is the increase of the chloride 

concentration in the downstream compartment 

during a migration time ∆t; A (m²) is the section of 

the sample. L (m) is the thickness of the sample; C0 

(mol/m3) is the concentration of chloride ions in the 

upstream solution; E(V) is the potential difference 

at the sample terminals; F, zCl− , R and T represent 

the Faraday constant, the valence of chloride, the 

P_REF
0.32

P_FA30
0.28

P_S75
0.29

P_SF10
0.30

Water porosity
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perfect gas constant and the absolute temperature 

(K).  

The diffusion coefficients obtained for the 

materials studied are summarized in the Table 4. 

Table 4: Diffusion coefficients of the materials 

studied (m2.s-1). 

P_REF P_FS10 P_CV P_L75 

1.2x10-11 6.36 x10-11 0.52 x10-11 0.73x10-11 

 

Extraction: In order to study the composition of 

the pore solution, two materials were used. The 

solution was obtained by pressing and then 

analyzed using ion chromatography as previously 

mentioned. The obtained results are shown in 

Table 5.  

 
From these results, we find that the pore solution of 

a cementitious material contains mainly sodium 

and potassium. 

A high concentration of sulfates and calcium was 

also observed. However, the magnesium 

concentration remains very low, especially for 

reference paste. The paste based on limestone filler 

is rich on sulfates and calcium compared to the 

reference paste, especially for calcium where we 

distinguish a difference of 20 times. 
 

We noticed an amount of chlorides in the limestone 

filler paste which can come from the cement 

composition or mixing water. Distilled water will 

be used to mix the materials in order to avoid this 

problem.  

 

 

 

 

Figure 3: Pore sizes distribution of the cement pastes 

tested.

 

Table 5: Chemical composition of pore solution of cementitious materials 

Conc 

(mg/l) 
Sulfate chlorides Sodium Potassium Calcium Magnesium 

P-REF 22.511 27.466 243.825 2143.620 38.940 7.516 

P_LF 64.082 34.449 1035.897 4903.215 162.617 5.446 
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Table 6: Interstitial solution of reference paste in time. 

Concentration 

(mg/l) 

Hydration 

degree 
Sulfate chlorides Sodium Potassium Calcium 

Magnesi

um 

P-REF_14 days 71430 32.259 36.594 275.970 3514.776 78.643 12.240 

P-REF_28 days 76.310 22.511 27.466 243.825 2143.620 38.940 7.516 

 

Evolution of the chemical composition of the 

interstitial solution according to hydration: 
From Table 6, we observed a very significant 

reduction in alkali concentration. This can be 

explained by the phenomenon of leaching. It is due 

to the concentration gradient between the interstitial 

solution and the conservation one. To avoid this 

phenomenon, the studied materials will be conserved 

in a solution similar to that they contain and   

obtained by extraction. 

The alkali leaching modifies the pH of the interstitial 

solution. Thereafter, the CSH release the sulfates 

physically fixed. These latter, the chlorides and 

calcium react with anhydrous cement in particular 

the C3A and the C4AF to form other hydrates such as 

the ettringites and friedel salt. This explains the 

reduction of these ions concentration of the 

interstitial solution. 

 

CONCLUSION: A characterization of some 

cementitious materials was made in order to use the 

properties as inputs in chloride transfer models.  

In this work, the chemical composition of the 

interstitial solution was studied. It contains mainly 

sodium and potassium and changes according to age 

of the cementitious material because of leaching and 

the chemical reactions between the ionic species - in 

particular the sulfates and the chlorides- and 

anhydrous cement.  

The pore solution contains a remarkable amount of 

sulfates and calcium. These two species cannot be 

neglected in multispecies transfer models, unlike 

models of the literatures which are based on the 

monovalent ions. 
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ABSTRACT 
This paper presents the development of a practical vane rheometer to estimate concrete plastic viscosity and yield stress 

(rheology).  

The apparatus can be used not only in the laboratory but also on construction site. In this study, new blade geometry was 

proposed to minimize the effect of segregation of concrete during testing and also to expand the range of concrete 

workability ranging from a slump of approximately 7 cm and concretes with important plastic viscosity like concretes with 

mineral addition to fluid concrete.  

The apparatus was tested with many experimental programs in which many rheological parameters of concrete 

compositions were calculated. The obtained results validated the rheometer test procedure and confirmed that the test 

results are reliable. 

Keywords: Vane rheometer, concrete, rheology, plastic viscosity, yield stress. 

 

INTRODUCTION 
With the development of new concretes such as self-

compacting concrete (SCC) and high performance 

concrete (HPC) and environmental friendly 

concretes, the control of rheological parameters (yield 

stress, plastic viscosity) in order to optimize the 

implementation of these concretes becomes crucial. It 

is therefore necessary to develop new methods of 

characterization of the rheological parameters not 

only in the laboratory but also on construction site.  

Empirical tests such as slump and L-Box allow the 

measurement of these materials but provide little or 

no information about their viscosity or their behavior 

under shearing. In this context, rheometers adapted to 

these fluids have been developed: ICAR [1; 2]; Two 

points test [3; 4]; IBB [5; 6], BML [7; 8]; BTRheom 

[9; 10]; The MCR [11]. These rheometers can 

differentiate the rheological behavior of different 

concretes [12; 13]. 

Recently, two test campaigns were conducted to 

compare different rheometers [12; 13]. The first was 

performed on 12 low workability and plastic concrete 

with rolled or crushed aggregate and fillers, and the 

second campaign on 16 concretes including a 

majority of self-compacting concrete mixes. The 

results of the first campaign are reported in Figure 1. 

The results of the second campaign are similar to 

those of the first one. 

 
Figure.1. 

Values of rheological parameters (K and μ) identified on 

the 12 concretes studied by [12] with different devices 

 

These studies conclude that the parameters identified 

by each unit cannot be considered as intrinsic 

because values vary in significant proportions 

depending upon the equipment. However, these 

studies confirm the Bingham behavior of these fresh 

concretes [4-6; 13-32] which can be described as 

follows: 

 [Eq.1] 

where  

 (Pa) is the shear stress,  (Pa) is the yield stress,  

(Pa.s) is the plastic viscosity and γ (1/s) is the shear 

rate. 

Based on existing concrete rheometers, the objective 

of this work is to develop a portable rheometer 

  0
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adapted to fresh concrete, with a relevant test 

protocol providing accurate and inexpensive 

rheological measurements. New blade geometry was 

used to minimize the effect of segregation of concrete 

during testing and also to expand a wide range of 

concrete workability. This device should be 

applicable on construction site and in the laboratory 

in order to meet the demand of the industry. It must 

be capable of measuring a flow curve or performing a 

stress growth test and should be appropriate for a 

wide range of concrete workability with a slump of 

approximately from 7 cm to fluid concrete, and 

concretes with important plastic viscosity such as 

concrete with mineral additions. 

 
METHOD TESTS 

 

In this study a new rheometer apparatus developed in 

our laboratory was used [21, 22]. The rheometer is 

composed of three main parts (Fig.2): an agitator with 

speed electronic control for recording the torques via 

an RS232; a container and a steel vane. 

 

(a) (b) (c) 

Figure 2. Rheometer components : (a) agitator ; (b) 

container ; (c) vane 

The measurements are performed with the velocity 

profile defined in Fig.3 [22, 23]. 

1st step: Filling concrete into the container. It is done 

by three layers. Each layer receives 25 strokes of 

stitching using a rod. 

2nd Step: Positioning of the blade. The blade is 

centered and swooped down on the concrete until the 

level concrete and leaving a layer of concrete of 10 

cm thick below the blade. 

3rd Step: Measuring torques (M). They correspond to 

torques to be imposed to maintain speeds in phase 

bearing when the container is filled with concrete. 

 

 
 

Figure 3. The remain velocity profile 

 

The exploitation of the measurements is to 

determine the rheological parameters τ0 and μ from 

the obtained measured torques (Mi - i). This 

allows, by assimilating the behavior of concrete at a 

Bingham fluid (Eq.1). 

The calculation of the Bingham model 

parameters of yield stress and plastic viscosity is 

based on the Reiner-Riwlin equation (Eq.2), 

 

𝛀 =
𝑴

𝟒𝝅𝒉𝝁
(
𝟏

𝑹𝟏
𝟐 −

𝟐𝝅𝒉𝝉𝟎

𝑴
) −

𝝉𝟎

𝟐𝝁
𝒍𝒏

𝑴

𝟐𝝅𝒉𝝉𝟎𝑹𝟏
𝟐 [Eq.2] 

 

Where: Ω = rotational speed (rad/sec); M = torque 

(N.m); h = vane height (m); R1 = vane radius (m); R2 

= outer container radius (m); µ = plastic viscosity 

(Pa.s); τ0 = yield stress (Pa). 

The equation 2 can be solved with a non-linear 

optimization. The calculation begins with the 

supposition of the plastic viscosity and yield stress 

values. For each measured speed-torque point from 

the test data, the radius at which flow ceases is 

calculated based on Eq. 2 using the guessed values 

of τ0 and µ.  For each point, the "calculated 

rotational speed" is calculated by Eq.2. The mean 

squared error (Eq.3) is calculated for all points as the 

difference between the "calculated rotational speed" 

and the "measured rotational speed". 

 

𝒎𝒔𝒆 =
√(𝛀𝒄𝒂𝒍𝒄𝒖𝒍𝒂𝒕𝒆𝒅 − 𝛀𝒎𝒆𝒔𝒖𝒓𝒆𝒅)

𝟐

𝒏
 [Eq.3] 

The rheological parameters (τ0 and µ) are determinate 

by minimization of the value of mse. 
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MATERIALS AND EXPERIMENTAL PROGRAMME 
  
Several aggregate sizes within the range of 6 mm to 20 mm 

were used and the sand size range was between 0 mm and 

4 mm.  

The aggregates and sand specific gravity is 2.5. Ordinary 

Portland cement CEM I 52.5, slag (S), fly ash (V) and 

limestone filler (F) were used. A polycarboxylate 

superplasticizer (SP) type was used. 

Tow series of experimental tests were investigated (table 

1). The first program (series 1) was used to validate the 

repeatability of the developed rheometer. The second one 

(series 2) was used to validate the apparatus the 

reproducibility tests. 

 

Table 1 

Concrete mixture compositions 

Name W/C 
C 

(kg/m3) 
S 

(kg/m3) 
V 

(kg/m3) 
L        

(kg/m3) 
SP          
(%) 

W  
(kg/m3) 

Ag  
(kg/m3) 

Sd 
(kg/m3) 

Slump    
(cm) 

BO 1 0.50 350 

   

0.2 175 1044 815 9 

BO 2 0.40 375 1.8 150 997 789 18 

BES 

0.40 150 

225 
  

1.4 150 1054 823 

17 

BEV 
 

225 
 

18 

BEL 
  

225 17 

 

RESULTS AND DISCUSSION 
After choosing the final version and defined the procedure 

of rheometer, tests of repeatability and reproducibility were 

performed to validate the apparatus. Repeatability tests 

were used to check if the results obtained from the 

apparatus are similar for the same concrete Reproducibility 

tests were used to check if two identical rheometers give 

similar results for the same concrete. 

 

Verification of repeatability of the rheometer:  
In order to check the repeatability of the test, three tests 

were done with similar concretes BO1 and BO2 Table 1 

(series 1). 

The results presented in Figures 4 and 5 show clearly that 

the friction torque varies linearly with the speed. 

The linear variation of torque- rotational speed curves and 

the small standard deviation (9% for plastic viscosity – 

Table 3) for the obtained rheological parameters proved 

that the repeatability of the test is good. Hence, it can be 

concluded that the configuration of the apparatus and the 

proposed test procedure allows obtaining repeatable 

results. 

 
Figure 4. Torque at different rotational speeds for the 

repeatability test of the concrete BO1 

 

 

 
Figure 5. Torque at different rotational speeds for the 

repeatability test of the concrete BO2 

 

Table 2 

Variation coefficients of the rheological parameters of 

the repetitive tests 

 
BO1 - 1 BO1 - 2 BO1 - 3 

Standard 

deviation 

Variation 

coefficient 

0 (Pa) 402.05 440.1 413.6 19.51 0.047 

 (Pa.s) 23.42 27.1 24.8 1.85 0.074 

      

 
BO2 - 1 BO2 - 2 BO2 - 3 

Standard 

deviation 

Variation 

coefficient 

0 (Pa) 267.31 267.13 299.89 18.86 0.068 

 (Pa.s) 73.97 77.48 78.17 2.25 0.029 

 

 
Verification of the reproducibility of the rheometer: 

 In order to check the reproductibility of the test, two 

identical rheometers were assembled to test 

simultaneously different concretes.  

Each concrete (BES, BEL and BEV) whose compositions 

are given in the Table 1 (series 2) was tested at the same 
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time on the two apparatus by two different operators. The 

same procedure was strictly applied for both apparatus. 

 
Figure 6. Torque at different rotational speeds for the 

repeatability test of the concrete BO2 

 

The obtained results (Figure 6) show that the curves 

obtained by the two rheometers are all linear and are very 

close to each other. In addition, the rheological parameters 

(μ, τ0) corresponding to each rheometer are obtained with 

a low coefficient of variation (5.8% for viscosity and 3.1% 

for yield stress – Table 3). Hence, this confirms the 

reproducibility and also repeatability of the tests. 

 

Table 3 

Variation coefficients of the rheological parameters of 

the reproductibility tests 

 
BES1 

Rheo1 

BES1 

Rheo2 

Standard 

deviation 

Variation 

coefficient 

0 (Pa) 187.4 169.1 12.95 0.073 

 (Pa.s) 54.4 52.7 1.20 0.022 

     

 
BEV1 

Rheo1 

BEV1 

Rheo2 

Standard 

deviation 

Variation 

coefficient 

0 (Pa) 237.73 238.94 0.86 0.004 

 (Pa.s) 99.74 87.45 8.69 0.093 

     

 
BEL1 

Rheo1 

BEL1 

Rheo2 

Standard 

deviation 

Variation 

coefficient 

0 (Pa) 256.9 231.27 18.14 0.074 

 (Pa.s) 30.6 31.2 0.42 0.013 

 

 

CONCLUSIONS 
A rheometer was developed to meet the industrial needs for 

a reliable device that measures the rheological parameters 

of fluid concrete with good precision and high stability.  

The developed rheometer has the same operating principle 

of the ICAR device and Estellé et al.’s rheometer, the 

difference being the geometry of blade and the speed 

profile.  

This apparatus is designed for mobile use on site and in 

laboratories at a reasonable cost. 

The used blade (U shaped and reversed) makes it possible 

to reduce the vibration of the apparatus, obtain more 

stable measurements, to minimize the segregation of the 

concretes during the test and to expand the range of 

concrete workability ranging from a slump of 

approximately 7 cm and concretes with important plastic 

viscosity like concretes with mineral addition to fluid 

concrete. 

The tests show that the rheometer measurements are 

repetitive with a low coefficient of variation (0.05) When 

the same parameters are measured by two identical 

concrete rheometers, piloted by two different operators, 

the tests are reproductive with a low coefficient of 

variation (0.04). 
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ABSTRACT  
The cement manufacturing is the one of the factors that pollutes the atmosphere in the industrial sector. The 

common way to reduce this pollution is using mineral additions as partial replacement of Portland cement. 

Particularly, natural pozzolana (NP) is a component in which they can be used to decrease the rate of pollution. 

The main objective of this experimental work is the study of the effect of substituting cement with natural 

pozzolana up to 40% on compressive-flexural strength and capillary water absorption of   cement mortar. 

Validation of the results was performed by early age and long term tests.  Tests of isothermal calorimetry on 

paste specimens, and of Mercury intrusion porosimetry on mortar specimens, were performed. 

The results obtained in the present research showed that the higher dosages of natural pozzolana added could 

be the principal parameter of such decrease in strength at early and medium term.  Further, this increase of 

incorporated addition has been believed to reduce the capillary water absorption.

KEYWORDS 
 

Natural pozzolana, mortar, strength, capillary absorption. 

 

INTRODUCTION  
Building materials is the third-largest CO2-emitting 

industrial sector in the world, most of which are 

related to concrete manufacturing [1]. Cement 

produced to the concrete manufacturing is taking a 

considerable rate of about 5 to 7 % from the total 

CO2 generated [2]; and an average of 0.8–1 ton of 

CO2 is emitted per one ton of Portland cement 

[3].This ratio is corresponding to a high energy 

consumption during the calcination of limestone. The 

application and use of mineral additions in mortar 

and concrete have been widely studied in recent 

decades to reduce the cement consumption and 

improve the resistance and durability of their 

composites, because of the substitution of this 

material in rates of 8–10% [4,5]. In addition, Studies 

have shown that the replacement of Portland cement 

with mineral additions in concrete may prove to be 

technically feasible solutions to improve good 

performance, diminishing costs of production and 

reducing local environmental impact [6,7], as NP 

which is the subject of the present work. 

Natural pozzolana (NP) has been widely used as 

supplementary cementing materials, especially in 

regions where there is a lack of other pozzolana 

such as fly ash, slag and silica fumes. Possible 

technological benefits from the use of natural 

pozzolana in concrete include enhanced 

impermeability and chemical durability, reduced in 

heat evolution and increase in ultimate strength 

[8,9]. The NP has been successfully applied in 

Algeria, particularly in cement factories and as 

addition to mortar and concrete.  

Measurements of the capillary absorption of mortar 

and concrete were used as an indication of 

durability. A number of published articles on the 

effect of using NP as   Portland cement replacements 

in the development of capillary water absorption on 

mortar and concrete. M. Ghrici et al. [10] reported 

that the concrete mixtures containing 30% NP have 

lower value of capillary water absorption coefficient 

compared to the control concrete. 

In the work presented here, effects of natural 

pozzolana on the capillary water absorption and 
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compressive-flexural strength of mortar are 

investigated. 

EXPERIMENTAL STUDY 

Materials 
The mortar mixtures were prepared with CEM-I 42, 5 

N Ordinary Portland cement (OPC) conforming to 

the requirements specified in NA 442 [11], with a 

fineness of 367 m2/kg, natural pozzolana (NP) used 

in this work was obtained from Beni–Saf quarry in 

the west of Algeria. The NP was grounded in a 

laboratory mill to a specific surface of 500 m2/kg. 

The Chemical and physical properties of cement and 

natural pozzolana used are summarized in Table 1. X-

ray diffraction patterns and identified phases of 

cement and NP are shown in Figs. 1 and 2 

respectively. 

A standard sand with maximum particle size of 2 mm 

has been used for mortar mixes design. 

Table 1 

The chemical composition and physical 

characteristics of the cement and natural pozzolana 
Chemical composition (%) OPC NP 

SiO₂ 21.57 46.66 

Al₂O₃ 4.37 17.74 

Fe₂O₃ 5.27 8.69 

CaO 64.31 11.01 

MgO  4.14 

So₃ 1.62 0.04 

K₂O 

Na2O 

0.38 

/ 

1.10 

5.07 

Cl 0.01 0.01 

LOI 0.98 8.94 

Physical characteristics   

Spesific gravity 3.16 2.38 

Blaine (cm2/gr) 3670 5500 

Initial setting time (min) 177 - 

Final setting time (min) 277 - 

Expansion (mm) 0.5 - 

 

 
 Figure 1 

X-ray diffraction of cement 

 
Figure 2 

X-ray diffraction of natural pozzolana 

 

Specimens  
Five mixtures in total were prepared by varying the 

NP contents. The mixture proportion for mortar is 

given in Table 2. The mortar was cast into 40 mm × 

40 mm×160mm moulds. Immediately After casting 

the test specimens were left in the moulds and 

covered with glass plate then placed in the humidity 

cabinet for at least twenty four hours. The hardened 

mortar was then demoulded and immersed in a 

water bath maintained at 20-21 °C until the age of 

testing. 

Table 2 

Mortar mix details 
Code Cement 

g 

Addition  

g 

Sand 

g 

Water 

g 

MR 450 0 1350 225 

M10NP 360 45 1350 225 

M20NP 315 90 1350 225 

M30NP 270 135 1350 225 

M40NP 438.75 180 1350 225 

 

Testing procedures  

Test on paste: in order to evaluate the hydration 

kinetics of the binders with natural pozzolana (NP) 

used in the mortars, heat flow of hydration was 

performed at 20°C in TAM Air isothermal 

calorimeter device. Immediately after pastes mixing, 

two samples with weights of 4-6g were taken from 

the mixture having E/B of 0.35 and were placed into 

standard plastic vials and then loaded into the 

isothermal calorimeter. The paste mixtures were 

noted according to their rate of substitution by NP as 

PR, P10NP, P20NP, P30NP and P40NP, respectively. 

Tests on mortar: the compressive-flexural strength; 

was performed in accordance to the procedure given 

by French standard NF EN 196-1 [12]. The strength   
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value was determined as the average of three 

specimens test. 

The durability performance of mortar was performed 

by means of two tests: (1) capillary water absorption 

and (2) mercury intrusion porosimetry. 

For capillary water absorption, mortars prism of 40 

mm×40mm×160mm were prepared and tested 

according to German Standard DIN 52-617[13]. After 

twenty eight days, the specimens were removed from 

the water curing medium and kept in a drying oven at 

105 °C for 24 hours until getting a constant weight. 

The specimens were coated with the epoxy resin on 

their lateral surfaces to ensure uni-axial water 

absorption and immersed in water such that their cut 

surfaces would be submerged in water at a depth of 5 

mm. The mortar specimens were weighted before and 

after submerging for   5, 15, 30, 60, and 150 minutes. 

The capillary water absorption coefficient was 

calculated from the following formula: Q/A=S.√t, 

where Q/A is the amount of absorbed water per unit 

surface (kg/m2); A is the area of the specimen in 

contact with water in (m2); t is the time elapsed; S is 

the capillarity water absorption coefficient (kg/m2 

/min1/2).  

The pore volume and pore size distribution of 

different mixtures were investigated by mercury 

intrusion porosimetry technique using a 

Micromeritics Autopore 9500 series IV with pressure 

capacity of 206 MPa. The data were analyzed by 

using the equation of Washburn as follows:  

D
p

 cos..4


 
Where p is the pressure of mercury injection, D the 

pore diameter, θ the contact angle which was taken to 

be 140° and γ is the surface tension which was taken 

to be 0.480 N/m. the test was done on about 3 cm3 

mortar specimens after drying at 40°C. The test was 

carried out on twenty eight days of curing.   

 

RESULTS AND DISCUSSION  
 

Isothermal calorimetry 
The isothermal test results of heat flow rates and total 

heat of pastes made with natural pouzzolana and 

reference Portland cement paste are illustrated in Fig. 

3. It can be seen from Fig.3 that the heat flow of 

mixture containing 10% of natural pozzolana is 

somewhat higher (≈2%) at the first approximately 9 

hours compared to reference paste. Beyond this rate, 

the replacement of the cement by the NP induces a 

slight reduction in heat flow, e.g., the values of the 

principal peak of P10NP, P20NP and P40NP are 

102.34%, 99% and 97.84% of control paste mixture 

respectively (PR). As shown in Fig. 3, a delay in the 

appearance of the principal peak of hydration of 

cement pastes containing 20% and 30% NP 

compared to that of the reference cement paste. 

These results confirm that the incorporation of small 

amount of NP improve the cement hydration at short 

term. Cyr et al. [14] explained the improvement of 

the hydration of cement with the addition of the 

small amount of mineral additions at short-term by 

the effect of heterogeneous nucleation (physical 

effect). Indeed, Erdoğan et al. [15] found that the 

dormant period of cement paste made with 6% NP 

decreases. Moreover, the value of the principal peak 

is higher than that of control paste. 

During the next approximately 24 hours, the heat 

flow of all mixtures decreases and the hydration 

reaction enters dormant period. Then the reaction 

begins low reactivity period and the heat flow 

decreases to a low level. After 25 hours, it can also 

be noticed that, the heat flow of control paste falls 

below the heat rate of NP pastes. 
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Figure 3 
Hydration heat development (total heat evolved) 

The Fig.3 also shows the total evolved heat for 

reference paste and pastes with NP. The figure 

shows that the total heat decreases when the 

substitution rate of NP increases. The total heat of 

NP mixes is in the range of 98%-80% of control 

mix. The minimum total heat is developed by mix 

containing 40% of NP. The reduction of total heat 

may related to the dilution effect of the 

supplementary cimentitious materials [16], when the 

amount of cement decreases with increase of NP 

dosage. 

The total heat of NP mixtures is in a good agreement 

with the investigations on mortar and concrete 

which confirms the trends of compressive strength 

of mortar at early ages. Compared to reference mix, 
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the mixture containing 40% of NP has the lower total 

heat, corresponding to the lower compressive 

strength of mortar at two days. 

Compressive strength 
The development of compressive and flexural 

strengths of mortar mixtures with NP additions are 

illustrated in Fig. 4 and Fig. 5.  At all age, a reduction 

of compressive-flexural strength with increase of NP 

rates is noticed, this reduction is more pronounced 

for mortar mixture containing 30% and 40% of NP as 

cement replacement. The compressive strength for 

reference mortar after 28 and 90 days of curing was 

found to be 50.75 and 58.4MPa respectively. 

Similarly, the compressive strength measurement for 

40 NP was found to be 27.5MPa and 36.4MPa 

respectively at 28 and 90 days of curing. It is the fact 

that compression strength is increased with 

increasing of curing period.  

Y. Senhadji et al [17] found that mortars with 15%, 

20% and 25 % of NP as cement replacement decrease 

the compressive strength by 9%, 11% and 17% 

respectively, at 90 days, in comparison with mortar 

mixture without NP. The results of compressive 

strength at early age are consistent with previous 

studies, which have shown that NP does not 

contribute notably to the early strength development 

of cementitious systems [18]. This could be 

explained by the slowness of the pozzolanic reactions 

between the glassy particles in the NP and the C–H. 

The pozzolanic reaction with C–H occurs slowly 

because C–H has first to be produced as a result of 

the hydration of Portland cement. 

In our case, it was observed that the 

incorporation of NP leads to resistance drop for all 

age and all substitution rates and as it was observed 

in the results of heat hydration that the substitution of 

cement by 10%of NP can contribute to the hydration 

kinetics. Here, another explanation must be required. 

In cement chemistry, it is recognized that there are 

two types of calcium silicate (C-S-H) in the 

cementitious systems with additions [19]. The 

properties of these Latters can affect the macroscopic 

behavior of the mortar and concrete. Indeed, in the 

literature and from the work of Constantinides and 

Ulm [20] and Vandamme and al. [21], the density of 

the C-S-H has a significant effect on the mechanical 

properties. By nanoindentation test, they found that 

the C-S-H with a high density has a high modulus of 

elasticity, therefore, the resistance increases. Indeed, 

the compressive strength of mortars containing NP is 

in a good consistency with the investigation on 

mortars using the dynamic elastic modulus test 

(Table.3).  
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Figure 4 The effect of natural pozzolana on the 

compressive strength at various ages 
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Figure 5 The effect of natural pozzolana on the 

flexural strength at various ages 

Table 3 Dynamic elastic modulus of mortars at 

90days 
mixes Edyn(GPa) 

MR 38.22 

M10NP 36.73 

M20NP 36.62 

M30NP 35.81 

M40NP 33.39 

 

Capillary water absorption  
Capillary water absorption results of NP mortar 

mixtures at the age of 28 days are presented in Fig. 

6. It is noticeable from the Fig.6 that the highest 

capillary water absorption of 9.625 kg/m2 was 

observed at the control mortar mixture. The 

incorporation of NP are remarkably effective when 

decreasing the capillary water absorption in mortar 

mixtures,   particularly, mortar   with 40 % of NP 

decreases the capillary water absorption by 45 % 

compared to mortar mixture without NP. 

The evolution of capillary water absorption 

coefficient of mortars contained different amounts 

of NP is presented in Fig.7. The capillary absorption 
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coefficient results are also significantly influenced by 

the binder combination used. In the comparison to 

the mortar without addition, capillary water 

absorption coefficient is improved through the use of 

40% NP as cement replacement is noticed for this 

mix. In this case, pores in the bulk paste or in the 

interfaces between aggregate and cement paste are 

filled by this mineral admixture. The capillary pores 

were reduced by the formation of secondary C–S–H 

gel due to the pozzolanic reaction, and hence the 

reduction in the capillary absorption coefficient of 

mortar. [22]. 
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Figure 6 Water absorbed per unit area of naturel 

pozzolana mortars at 28 days 
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Figure 7 Capillary water absorption coefficient of 

natural pozzolana mortars (kg/m2.min2) 
 

Mercury intrusion porosimetry 
The effect of NP on the pore size distribution of 

mortar at 28 days is shown in Fig8. An observation 

can be drawn from this figure is that the pore size 

distribution is affected by the NP and its rate of 

incorporation. As shown in the Fig.8, the mortar 

mixtures containing 10% and 20% of NP exhibit 

nearly dominant pore size to that of the reference 

mortar. However, the dominant pore size of the 

mortar mixtures containing 30% and 40% of NP are 

shifted to the right side of reference mortar. The 

dominant pore size of reference mix is 0.04μm 

whereas a value of 0.05μm is obtained for the mixes 

containing 30% and 40% of NP. 

Concerning the pore volume, it can be seen that the 

reference mortar and the mortars made with 10% 

and 20% of NP show a similar pore volume. 

However, the volume pore of the mortars containing 

30% and 40% of NP is slightly higher than that of 

mortar without NP. This may occur due to the 

dilution effect. It should be noted that the mortar 

mixtures containing NP have relatively larger 

volume of small pores than (<0.02μm), as compared 

to the mortar without NP. This effect is directly 

related to different amounts of C–S–H formed [23]. 

The secondary C-S-H formed can decrease the 

interconnected pores which may explain the 

capillary water absorption results.  
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Figure 8 Pore size distribution of natural pozzolana 

mortars 

 

CONCLUSIONS 
The following conclusions could be drawn from the 

results obtained in this investigation: 

1- At all ages of tests, the incorporation of 

natural pozzolana reduces the compressive 

strengths of mortar compared to the control 

mortar. 

2- The use of NP as cement replacement 

improved the capillary water absorption by 

the most compared to the control mortar 

mixture.   

3- Investigation by Isothermal calorimetry and 

Mercury intrusion porosimetry are in good 

agreement with the results of compressive 

strength and capillary water absorption. 
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ABSTRACT  
This work is concerned with assessing the influence of natural pozzolan from Cameroonian volcanic scoria on 

the rheological properties of blended Portland Cement (PC) pastes. The objective of this paper is to examine 

the evolution of rheological properties (Yield stress and plastic viscosity) in cementitious materials with 

addition of natural pozzolan (NP). The rheological properties of blended cement-based materials depend 

strongly on mixture proportions and the characteristics of the components. In this study, design of experiments 

is used to investigate the influence of ratio of PC/NP on the yield stress and viscosity of blended pastes. Both 

rheological parameters are seen to vary over several orders of magnitude for the evaluated design space. 

Physical characteristics of the powders, such as total particle densities and total particle surface area, are 

computed for each NP. A set of pastes specimens was made with 0%, 25%, 35% and 45% of NP replacement. 

NP from Cameroonian volcanic scoria with four differents colors (black, dark red, red and yellow) were used. 

Rheological properties of the prepared pastes were measured using a rotational rheometer (Viskomat NT). The 

results showed that the yield stress and plastic viscosity of cement pastes were generally decreased when the 

NP replaced part of the cement. The reduction of yield stress is around 3.72 to 29.04% for 25% of replacement, 

21.12 to 44.26% for 35% of replacement and -1.99 to 58.96% for 45% of replacement all regardless of NP 

color. The reduction of viscosity is around -7.60 to 26.57% for 25% of replacement, 16.67 to 34.23% for 35% 

of replacement and 37.5 to 56.26% for 45% of replacement all also regardless of NP color. However, NP 

exhibited a significant reduction of yield stress and viscosity when amount of replacement is higher than 25%. 

The results also showed that the inclusion of yellow NP at replacement levels of 25% and 45% resulted in an 

increase of yield stress and viscosity for 1.99% and 7.60% respectively. 

KEY WORDS: Volcanic scoria ; Natural pozzolan ; blended Portland cement pastes ; rheological properties. 

 

INTRODUCTION 
Concrete is the most widely used human-made 

commodity on the planet; about 25 billion metric 

tonnes are produced globally each year [1-3]. The 

production of one tonne of cement requires 60-130 

kg of fuel oil or its equivalent and about 105 kWh of 

electricity, depending on the cement type and 

production process, whereas the average CO2 

emissions ranges from 0.60 to 1 tonne of CO2 per 

cement tone [2-4]. Although the production process is 

still very energy consuming, cement is the most 

widely used construction material today. Due to the 

regulations, policies and environmental 

sustainability, the need for energy consumption 

decrease, as well as for CO2
 emission lowering, 

implied the pure cement replacement from  

 

supplementary cementitious materials (SCM), which 

are used in order to produce what is generally called 

as “blended cements”. Increased volume fractions of 

SCM, such as volcanic pozzolans, fly ash and slag 

produce more environmentally-sustainable 

concretes, and also yield mixtures with high 

workability, ultimate strength, and durability [5]. 

The most common SCM are natural pozzolans (NP), 

generally derived from volcanic origins and 

artificial pozzolans, which are mainly industrial by 

products/wastes, such as fly ash, different type of 

metallurgical slags and silica fume. Blending PC 

with pozzolanic admixtures is an effective way to 

improve workability, strength and durability (lower 

permeability, resistance to chlorides and sulfates, 

mitigation of alkali silica reaction) [4,5].  
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The rheological properties of cement paste are 

critical to the field performance of concrete in terms 

of its slump, flow, and workability. Also the 

rheological properties of fresh concrete are related to 

cement hydration and chemical interactions in the 

cement paste system [6,7]. In addition, the 

rheological properties of concrete are also dependent 

on the shape and gradation of the aggregates 

contained in the mixture. But the evolution of the 

rheological properties at early ages depends almost 

entirely on the cement paste. The rheology of cement 

paste is strongly influenced by mixture proportions 

and material characteristics, including water-to 

cementitious materials ratio by mass (W/C), SCM 

additions, and the fineness of the powder materials. 

The current study focuses on the latter two of these 

parameters, while maintaining a constant volume 

fraction of water in all investigated mixtures [8,9]. 

Cameroon is rich in NPs, materials originated from 

volcanic eruption. The pumice used in this study is 

coming from “Djoungo”. Volcanic scoria of locality 

of “Djoungo” on the plain of Tombel (Longitude: 

9°37'32'' East Latitude: 4°35'16'' North) are the 

pozzolan which has been of the greatest number of 

studies. The “Djoungo” pozzolan, purplish black and 

brick red, clean, without clay, are exploited because 

of their privileged geographical location (near the 

railway and seaport). These are fragments of 

vesicular magma of low density (<1), internal 

structure constituted by cells and more or less tight 

pore. The ability to use these materials in 

manufacture of lightweight concrete can be an 

important economic asset. It is characterized by a 

high content of vitreous components and its high 

pozzolanic reactivity is mainly attributed to the high 

content of active SiO2; it can react with calcium 

hydroxide released during the hydration of cement to 

produce C–S–H gels [10-13].  

The present paper focuses on the rheological of 

binary blended cement, produced by PC and NP. 

The rheological properties of mixtures containing 

portland cement replacements of finely-ground 

basaltic ash (NP) from “Djoungo”, Tombel, Littoral 

region, Cameroon was here investigated. In the 

laboratory experiments, binary PC-NP mixtures with 

finely ground 25, 35 and 45 mass% NP (25%NP, 

35%NP and 45%NP) were used. 

 

MATERIALS AND METHODS 
 

Materials: A PC of class CEM I 42.5 provided 

from a ready-mixed plant from Covilhã-Portugal 

was used for this study. The volcanic scoria samples 

were extracted from the site of "Djoungo" in 

Cameroon on January 2015. The samples have been 

kept in plastic bags and then packed in cartons and 

sent to Rabat (Morocco) by plane (Fig. 1). 

The reduction of volcanic scoria samples was 

performed, in the “Laboratoire Traitement des 

Minerais of Département des Mines of Ecole 

Nationale Supérieure des Mines de Rabat (ENSMR) 

by crushing. Samples of volcanic scoria were dried, 

pulverized at 50 µm (Fig. 2). 

Optical micrographs from petrographic 

investigations of crushed sand-sized particles of the 

volcanic scoria, which is similar to other 

Cameroonian volcanic scoria provide a qualitative 

assessment of the various glass and crystal 

components available for pozzolanic reaction in the 

experimental powders. The chemical and 

mineralogical characterization of "Djoungo" scoria 

samples were realized through overall chemical 

analysis and X-ray analysis (XRD) on obtained by 

crushing powders (grain size 63-80μm) by several 

authors [10-12]. The bulk chemical composition of 

the volcanic scoria powder indicates a NP (Table 1). 

 

 
Figure 1 

Packaging of specimens 

 

The powders Particle Size Distributions (PSD) and 

rheological behaviour of the pastes was performed 

in Centre of Materials and Building Technologies 

(C_Made), University of Beira Interior-Covilhã, 

Portugal. The PSD of powders was performed using 

a LS 230 laser granulometer (Coulter LS) of which 

analytic range extends from 0.40 μm to 2000 μm. 

The differential PSD of the pastes and of the cement 

powder was investigated in deionized water, pure 

ethyl alcohol, a synthetic pore solution and in air, in 

order to study the influence of the media. The 

analysis time was 1 min for all the media used and 

the speed of pump is reduced to the minimum in 

order not to destroy the agglomerates. The PSDs 
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obtained were expressed in a percent by volume and 

are normalized to 100%. 

A Micromeritics Accupyc 1330 Gas pycnometer 

instrument was used for density of the natural 

pozzolan samples measurements.  

 

 
Figure 2 

Different powders obtained : (a) Black , (b) Dark red, 

(c) Red and (d) Yellow powder 

 

Table 1 

Chemical analysis of "Djoungo" 

Ref. [10] [11] [12] [1,14] 

Code DVS ZD DB1 ACI 

SiO2 45.57 44.04 45.79 43–72 

Al2O3 15.94 15.26 15.68 9–20 

Fe2O3 12.81 12.77 12.83 1–12 

CaO 8.97 9.29 9.60 1–15 

MgO 5.76 7.00 6.26 0.50–7 

MnO - 0.17 0.17 / 

Na2O 3.28 5.64 3.54 0.5–11 

K2O 1.03 1.35 1.39 0.2–8 

SO3 - 0.01 - 0–1.40 

TiO2 2.11 2.87 2.84 / 

P2O5 - 0.53 0.60 / 

L.O.I. 0.20 1.10 0.31 0.20–19 

Note: DB1, DVS and ZD are name’s codes using by 

authors respectively in reference [10], [11] and [12] ACI : 

American Concrete Institute [1]. 

 

Methods : 

Cement paste mixing procedures: Thirteen 

different cement paste mixtures were prepared 

according to the mixture proportions shown in Table 

2. The mixing equipment used consists in a twisted 

mixing anchor blade adapted to a Stuart, SS 30 mixer 

and a stainless steel beaker. The cement suspensions 

were prepared by adding the powder to water and 

admixture in the beaker, and then by mixing at a 

speed during 1 min 30 s. 
 

Table 2 

Mixture proportions by mass fraction (grams) 

Mix 
Cement  

(C) 
NP  

Water 

(W) 
W/C 

W/ 

(C+NP) 

0% 900 - 500 0.56 - 

25% 675 225 500 0.74 0.56 

35% 585 315 500 0.85 0.56 

45% 495 405 500 1.01 0.56 

 

Determination of rheological properties: The 

rheological behavior of non-Newtonian fluids such 

as cement paste, mortar, or concrete is often 

characterized by two parameters, yield stress , and 

plastic viscosity , as defined by the Bingham 

equation (Eq. (1)) : 

 (1)  

Where:  is the shear stress (Pa) and  is the shear 

strain rate (s−1). 

Amziane et al. [15] showed that the Bingham 

relationship becomes complex when the cement 

paste is close to setting, resulting in aberrations such 

as a negative plastic viscosity calculated using Eq. 

(1). Consequently, an improved method to monitor 

the evolution of the yield stress at early ages was 

determined to be stress growth measurements. In 

addition to measurements of the shear stress, 

rheological property measurements can be used to 

determine the dynamic viscosity of a material 

sheared at a known shear rate [16,17]. Eq. (2) may 

be used to describe the viscosity of pastes at early 

ages. 

 (2) 

Where  describes the viscosity (Pa s) of a material 

subject to a shear stress at a known shear strain 

rate,  (s−1), and  is the shear stress applied by the 

rheometer on the material (Pa). 

The rheological behavior of the pastes was 

characterized using a stress-controlled shear 

rotational rheometer (Viskomat NT). The employed 

configuration is constituted by two coaxial relatively 

rotatable cylinders. The material is placed in the 

inner cylinder (Fig.3). The temperature was fixed to 

25 °C. The  viskomat NT  is a versatile rotational 

viscosimeter for determing the workability of fine 

grained building materials such as cement paste, 

mortar, fine concrete, plaster etc. with maximum 

particle size of 2 mm. We can obtain information on: 

flow curves and rheological parameters temperature 

dependent workability properties ; stiffening 

behavior as a function of time and stirring speed 

(a) 

(b) 

(c) 

(d) 
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effects of concrete admixtures and mineral blending 

agents on workability. The viskomat NT is delivered 

with two standard probes for mortar and cement 

paste. Cement paste probe made of stainless steel is 

used. This probe is used for cement paste and mortar 

with a maximum particle size of 0.5 mm. A scrapper 

made of hardened stainless steel is also used. 

 

  
Figure 3 

(a) Rotational rheometer (Viskomat NT), Rheometer 

used, (b) Cement paste probe and (c) Scraper 

 

For the measurement loop, the shear rate ranged from 

0 s−1 to 120 s−1, as determined by analytical 

calculation from the rotational speed. To first 

homogenize the specimen, an increasing shear rate up 

to 120 s−1 was imposed (performed) during 180 s (6 

minutes), before executing the loop of increasing and 

then decreasing the shear rate (Fig.4). The rheology 

of cement-based materials was described by the yield 

stress determined with the Bingham model applied 

between 0 s−1 and 120 s−1. Each formulation of paste 

was analyzed on three different samples. 
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Figure 4 

Evolution of Shear rate during measurement 

 

RESULTS AND DISCUSSION 
 

Particle sizes distributions of NP powders in different 

liquid media are shown in Figure 5. Indeed, their size 

ranges from sub-micronic dimensions (finest 

particles observed show a diameter about 0.40–

50μm) to a maximum size of around 50μm. Figure 5 

shows that the size particle of four powders used is 

approximate similar. Each shown result is the 

average of three individual measurements. Each 

result is the average of three individual 

measurements. Physical properties of NP samples 

are shown in Table 3. 
 

 
Figure 5 

Particle size distributions by volume differential of 

the four natural pozzolan powders used 

 

Table 3 

Physical properties of natural pozzolan samples 

NP BP DRP RD YP 

Density/Specific 

gravity (g/cm3) 
- 2.9809 3.0794 - 

Mean particle 

size (µm) 
5.998 5.726 6.456 6.210 

d10
a 25.90 25.71 26.26 26.66 

d25
a 19.70 19.46 19.96 20.01 

d50
a 7.179 6.587 7.839 7.365 

d75
a 2.512 1.722 3.231 2.723 

d90
a 0.745 0.746 0.785 0.772 

Specific Surface 

Area (cm²/g) 
8401 8631 7708 8059 

a d10, d25, d50, d75 and d90  values indicate the diameter size 

at which 10%, 25%, 50%, 75% or 90% of particles are 

larger than, i.e.,d10= 25.90 means that 10% of all particles 

were >25.90 µm diameter.  

 

Figure 6 shows rheograms obtained after rheological 

measurements for different replacements by naturals 

pozzolans. The shear stress variation at different 

amounts is illustrated on the figure. This variation 

decreases with the increase of pozzolan replacement 

level. This encourages their uses in 25% 

(a) (b) 

(c) 
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replacement level without color considerable and risk 

of loss of the ultimate shear stress. 
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(a) Black Powder (BP) 
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(b) Dark Red Powder (DRP) 
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(c) Red Powder (RP) 

0

15

30

45

60

75

90

0 20 40 60 80 100 120 140

S
h

e
a

r 
S

tr
e
ss

 (
P

a
)

Shear Rate (s-1)

0% 25% YP 35% YP 45% YP

 
(d) Yellow Powder (YP) 

Figure 6 

Rheograms obtained for different amounts of NP 

 

According to the results the evolution of the 

ultimate shear stress follows a hysteresis law. The 

rheological parameters, namely yield stress and 

viscosity, were calculated from the measured shear 

stress-shear rate curves for each of the mixtures in 

Table 2 by linear regression. A typical shear stress 

vs. shear rate curve for the descending data is 

provided (Fig.7). These descending curve data were 

fitted to a linear equation using ordinary least 

squares regression to determine a slope (plastic 

viscosity) and an intercept (yield stress), according 

to a Bingham model. The correlation coefficients 

(R2) for these regressions ranged between 0.897 and 

0.9788 with an average value of 0.9546 (Table 4).  

 

y = 0.564x + 38.061
R² = 0.897

y = 0.282x + 28.143
R² = 0.9454

y = 0.2689x + 24.059
R² = 0.9739

y = 0.1683x + 17.05
R² = 0.9686

0

15

30

45

60

75

90

0 20 40 60 80 100 120 140

S
h

e
a

r 
S

tr
e
ss

 (
P

a
)

Shear Rate (s-1)

0% 25% BP 35% BP 45% BP

 
(a) Black Powder (BP) 

y = 0.3564x + 38.061
R² = 0.897

y = 0.2617x + 30.396
R² = 0.9528

y = 0.2344x + 23.129
R² = 0.9719

y = 0.1559x + 25.356
R² = 0.947
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(b) Dark Red Powder (DRP) 
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R² = 0.897

y = 0.2855x + 27.008
R² = 0.9611

y = 0.2849x + 21.215
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y = 0.1757x + 15.621
R² = 0.9788
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(c) Red Powder (RP) 
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y = 0.3564x + 38.061
R² = 0.897

y = 0.3835x + 36.644
R² = 0.9308

y = 0.297x + 30.023
R² = 0.9586

y = 0.2227x + 38.821
R² = 0.9491
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(d) Yellow Powder (YP) 

Figure 7 

Typical descending branch shear stress vs. shear rate 

curve obtained for different amounts of NP 

 

The evaluated yield stresses and viscosities by linear 

regression are provided in Table 4. Each of the two 

parameters ranged over about two orders of 

magnitude, indicating the strong influence of NP on 

rheological properties. Separate detailed discussions 

for yield stress and viscosity follow.  

 

Table 4 

Yield stress and viscosity determined for each 

blended cement paste mixture. 

Paste 

Mix. 

Yield 

Stress 

 (Pa) 

% 

Δ( ) 

Viscosity 

 (Pa∙s) 

% 

Δ( ) 
Coef. 

(R²) 

0% 38.061 - 0.3564 - 0.8970 

25% of replacement  

BP 28.143 26.06 0.2820 20.88 0.9454 

DRP 30.396 20.14 0.2617 26.57 0.9528 

RP 27.008 29.04 0.2855 19.89 0.9611 

YP 36.644 3.72 0.3835 -7.60 0.9308 

35% of replacement  

BP 24.059 36.79 0.2689 24.55 0.9739 

DRP 23.129 39.23 0.2344 34.23 0.9719 

RP 21.215 44.26 0.2849 20.06 0.9757 

YP 30.023 21.12 0.2970 16.67 0.9586 

45% of replacement  

BP 17.050 55.20 0.1683 52.78 0.9686 

DRP 25.356 33.38 0.1559 56.26 0.9470 

RP 15.621 58.96 0.1757 50.70 0.9788 

YP 38.821 -1.99 0.2227 37.51 0.9491 

 

In Figure 8, it is observed that the replacement of PC 

by 25, 35 and 45% NP resulted in an decrease of 

shear stress of relative to the shear stress of specimen 

containing no supplementary material excepted the 

replacement of PC by 45% of yellow NP. Further 

replacement of NP beyond 25% replacement resulted 

in a slight decrease in the shear stress. It is interesting 

to see that among all the mixes made, the one 

containing 5% NP. The increase in the yield stress of 

specimens due to replacement of NP can be 

attributed to the improved bridging between 

particles. On the other hand, the observed decrease 

in the yield stress of the specimens due to the 

replacement of PC by NP can be explained by the 

fact that larger replacement (small than 25%) leads 

to a surplus of the small-sized fraction, which begins 

to move apart PC grains, causing unpacking of the 

system and thus leading to a considerable increase 

in the strength of the system. 
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Figure 8 

(a) Yield Stress and (b) Viscosity of the cement 

paste as a function of dosage natural pozzolan 

 

CONCLUSIONS 
 

In conclusion, it is possible in the near future to be 

able to reduce the number of tests on concrete 

necessary for the development of formulations 

having a fixed workability. Mineral additives can be 

selected in the laboratory by testing cement paste or 

mortar. An experiment would determine the 

rheological characteristics required for cement paste 

and mineral addition proportion to obtain the 

required workability of concrete. Lots of work needs 
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to be done to validate the results obtained on the 

cement paste with the addition of natural pozzolan.  

In this study case both yield stress and viscosity are 

strongly dependent on the ratio of the powders 

employed in preparing a blended cement/natural 

pozzolan paste with a constant volume fraction of 

water. 
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ABSTRACT  
The color of volcanic scoria is related to the oxydation state of iron, ferric iron to ferrous iron and the red hot 

zones for colder black areas (cooling longer or shorter during the ballistic trajectory). This work is concerned 

with assessing the color influence of natural pozzolan (NP) from Cameroonian volcanic scoria on the 

rheological properties of blended Portland Cement (PC) pastes. The objective of this paper is to examine the 

evolution of rheological properties (Yield stress and plastic viscosity) in cementitious materials with addition 

of NP. The rheological properties of blended cement-based materials depend strongly on mixture proportions 

and the characteristics of the components. In this study, design of experiments is used to investigate the 

influence of color and ratio of PC/NP on the yield stress and viscosity of blended pastes. Both rheological 

parameters are seen to vary over several orders of magnitude for the evaluated design space. Physical 

characteristics of the powders, such as total particle densities and total particle surface area, are computed for 

each NP. A set of pastes specimens was made with 0%, 25%, 35% and 45% of NP replacement. NP from 

Cameroonian volcanic scoria with four differents colors (black, dark red, red and yellow) were used. 

Rheological properties of the prepared pastes were measured using a rotational rheometer (Viskomat NT). The 

results showed that the yield stress and viscosity of cement pastes were generally decreased when the NP 

replaced part of the cement. The reduction of yield stress is around 26.06 to 55.20% for replacement by black 

powder (BP), 20.14 to 39.23% for replacement by dark red powder (DRP), 29.04 to 58.96% for replacement by 

red powder (RP) and -1.99 to 21.12% for replacement by yellow powder (YP) all regardless of amount of NP. 

The reduction of viscosity is around 20.88 to 52.78% for replacement by BP, 26.57 to 56.26% for replacement 

by DRP, 19.89 to 50.70% for replacement by RP and -7.60 to 37.51% for replacement by YP all regardless of 

amount of NP. However, replacement by BP, DRP and RP exhibited a significant reduction of yield stress and 

viscosity. But the replacement YP exhibited generally a slow reduction. The results also showed that the 

inclusion of YP at replacement levels of 25% and 45% resulted in an increase of yield stress and viscosity for 

1.99% and 7.60% respectively. 

KEY WORDS: Volcanic scoria ; Natural pozzolan color ; blended Portland cement pastes ; rheological 

properties. 

 

INTRODUCTION 
Despite the notable progress during the last decades, 

cement sector not only has been one of the most 

energy intensive industries in the world, but accounts 

for around 5% of the global green house gas 

emissions, because of the burning of fossil fuels 

during sintering process in rotary kiln and due to the 

limestone decomposition, the main constituent of the 

raw meal. Portland cement production currently 

accounts for 7% (2.1x109 tonnes) of anthropogenic 

carbon dioxide (CO2) emissions annually, resulting 

mainly from production of cement clinker, the active 

binding ingredient of concrete [1-4]. Because kiln-

fired Portland cement is an energy-intensive 

material, requiring 4–5 GJ per tonne of cement 

[2,3], about half of these emissions occur through 

combustion of fossil fuels. The remaining emissions 

result from calcination of limestone: one kg of 

portland cement clinker releases 0.87 kg of CO2
 to 

the atmosphere [4]. Although the production process 

is still very energy consuming, cement is the most 
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widely used construction material today. Due to the 

regulations, policies and environmental 

sustainability, the need for energy consumption 

decrease, as well as for CO2
 emission lowering, 

implied the pure cement replacement from 

supplementary cementitious materials (SCM), which 

are used in order to produce what is generally called 

as “blended cements”. Increased volume fractions of 

SCM, such as volcanic pozzolans, fly ash and slag 

produce more environmentally-sustainable concretes, 

and also yield mixtures with high workability, 

ultimate strength, and durability [5]. The most 

common SCM are NP, generally derived from 

volcanic origins and artificial pozzolans, which are 

mainly industrial by products/wastes, such as fly ash, 

different type of metallurgical slags and silica fume. 

Blending Portland cement with pozzolanic 

admixtures is an effective way to improve 

workability, strength and durability (lower 

permeability, resistance to chlorides and sulfates, 

mitigation of alkali silica reaction) [4,5].  

The rheological properties of cement paste are 

critical to the field performance of concrete in terms 

of its slump, flow, and workability. Also the 

rheological properties of fresh concrete are related to 

cement hydration and chemical interactions in the 

cement paste system [6,7]. In addition, the 

rheological properties of concrete are also dependent 

on the shape and gradation of the aggregates (coarse 

and fine) contained in the mixture. But the evolution 

of the rheological properties at early ages depends 

almost entirely on the cement paste. The rheology of 

cement paste is strongly influenced by mixture 

proportions and material characteristics, including 

water-to cementitious materials ratio by mass (W/C), 

supplementary cementitious material (SCM) 

additions, and the fineness of the powder materials. 

The current study focuses on the latter two of these 

parameters, while maintaining a constant volume 

fraction of water in all investigated mixtures [8,9]. 

Cameroon is rich in NPs, materials originated from 

volcanic eruption. The pumice used in this study is 

coming from “Djoungo”. Volcanic scoria of locality 

of “Djoungo” on the plain of Tombel (Longitude: 

9°37'32'' East Latitude: 4°35'16'' North) are the 

pozzolan which has been of the greatest number of 

studies. The “Djoungo” pozzolan, purplish black and 

brick red, clean, without clay, are exploited because 

of their privileged geographical location (near the 

railway and seaport). These are fragments of 

vesicular magma of low density (<1), internal 

structure constituted by cells and more or less tight 

pore. The ability to use these materials in 

manufacture of lightweight concrete can be an 

important economic asset. It is characterized by a 

high content of vitreous components and its high 

pozzolanic reactivity is mainly attributed to the high 

content of active SiO2; it can react with calcium 

hydroxide released during the hydration of cement 

to produce C–S–H gels [10-13].  

The present study focuses on the rheological of 

binary blended cement, produced by PC and NP. 

The rheological properties of mixtures containing 

portland cement replacements of finely-ground 

basaltic ash (NP) from “Djoungo”, Tombel, Littoral 

region, Cameroon was here investigated. In the 

laboratory experiments, binary PC-NP mixtures with 

finely ground 25, 35 and 45 mass% NP (25%NP, 

35%NP and 45%NP) were used. 

 

MATERIALS AND METHODS 
 

Materials: A PC of class CEM I 42.5 provided 

from a ready-mixed plant from Covilhã-Portugal 

was used for this study. The volcanic scoria samples 

were extracted from the site of "Djoungo" in 

Cameroon on January 2015. The samples have been 

kept in plastic bags and then packed in cartons and 

sent to Rabat (Morocco) by plane (Fig. 1).  

 

 (a)  (b)  

 

Figure 1 

(a) Packaging and (b) volcanic scoria sample 

 

The reduction of volcanic scoria samples was 

performed, in the “Laboratoire Traitement des 

Minerais of Département des Mines of Ecole 

Nationale Supérieure des Mines de Rabat (ENSMR) 

by crushing. Samples of volcanic scoria were dried, 

pulverized at 50 µm (Fig.2). Optical micrographs 

from petrographic investigations of crushed sand-

sized particles of the volcanic scoria, which is 

similar to other Cameroonian volcanic scoria 

provide a qualitative assessment of the various glass 

and crystal components available for pozzolanic 

reaction in the experimental powders. The chemical 
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and mineralogical characterization of "Djoungo" 

scoria samples were realized through overall 

chemical analysis and X-ray analysis (XRD) on 

obtained by crushing powders (grain size 63-80μm) 

by several authors [10-12]. The bulk chemical 

composition of the volcanic scoria powder indicates a 

NP (Table 1).  

 

 

 
 

Figure 2 

Packaging and different powders obtained: (a) Black, 

(b) Dark red, (c) Red and (d) Yellow powder 

 

Table 1 

Chemical analysis of "Djoungo" 

 

Ref. [10] [11] [12] [1,14] 

Code DB1 DVS ZD ACI 

SiO2 45.79 45.57 44.04 43–72 

Al2O3 15.68 15.94 15.26 9–20 

Fe2O3 12.83 12.81 12.77 1–12 

CaO 9.60 8.97 9.29 1–15 

MgO 6.26 5.76 7.00 0.50–7 

MnO 0.17 - 0.17 / 

Na2O 3.54 3.28 5.64 0.5–11 

K2O 1.39 1.03 1.35 0.2–8 

SO3 - - 0.01 0–1.40 

TiO2 2.84 2.11 2.87 / 

P2O5 0.60 - 0.53 / 

L.O.I. 0.31 0.20 1.10 0.20–19 

Note: DB1, DVS and ZD are name’s codes using by 

authors respectively in reference [10], [11] and [12] ACI : 

American Concrete Institute [1]. 

 

The powders particle size distributions and 

rheological behaviour of the pastes was performed 

in Centre of Materials and Building Technologies 

(C_Made), University of Beira Interior-Covilhã, 

Portugal. The particle size distribution (PSD) of 

powders was performed using a LS 230 laser 

granulometer (Coulter LS) of which analytic range 

extends from 0.40 μm to 2000 μm. The differential 

PSD of the pastes and of the cement powder was 

investigated in deionized water, pure ethyl alcohol, a 

synthetic pore solution and in air, in order to study 

the influence of the media. The analysis time was 1 

min for all the media used and the speed of pump is 

reduced to the minimum in order not to destroy the 

agglomerates. The PSDs obtained were expressed in 

a percent by volume and are normalized to 100%. 

A Micromeritics Accupyc 1330 Gas pycnometer 

instrument was used for density of the natural 

pozzolan samples measurements.  

 

Methods:  

Cement paste mixing procedures: Thirteen 

different cement paste mixtures were prepared 

according to the mixture proportions shown in Table 

2. The mixing equipment used consists in a twisted 

mixing anchor blade adapted to a Stuart, SS 30 

mixer and a stainless steel beaker. The cement 

suspensions were prepared by adding the powder to 

water and admixture in the beaker, and then by 

mixing at a speed during 1 min 30 s. 

 
Table 2 

Mixture proportions by mass fraction (grams) 

 

Mix 
Cement  

(C) 
NP  

Water 

(W) 
W/C 

W/ 

(C+NP) 

0% 900 - 500 0.56 - 

25% 675 225 500 0.74 0.56 

35% 585 315 500 0.85 0.56 

45% 495 405 500 1.01 0.56 

 

Determination of rheological properties: The 

rheological behavior of non-Newtonian fluids such 

as cement paste, mortar, or concrete is often 

characterized by two parameters, yield stress , and 

plastic viscosity , as defined by the Bingham 

equation (Eq. (1)) : 

 (1)  

(a) 

(b) 

(c) 

(d) 
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Where:  is the shear stress (Pa) and  is the shear 

strain rate (s−1). 

Amziane et al.[15] showed that the Bingham 

relationship becomes complex when the cement paste 

is close to setting, resulting in aberrations such as a 

negative plastic viscosity calculated using Eq. (1). 

Consequently, an improved method to monitor the 

evolution of the yield stress at early ages was 

determined to be stress growth measurements. In 

addition to measurements of the shear stress, 

rheological property measurements can be used to 

determine the dynamic viscosity of a material 

sheared at a known shear rate [16,17]. Eq. (2) may be 

used to describe the viscosity of pastes at early ages. 

 (2) 

Where  describes the viscosity (Pa s) of a material 

subject to a shear stress at a known shear strain 

rate,  (s−1), and  is the shear stress applied by the 

rheometer on the material (Pa). 

The rheological behavior of the pastes was 

characterized using a stress-controlled shear 

rotational rheometer (Viskomat NT). The employed 

configuration is constituted by two coaxial relatively 

rotatable cylinders. The material is placed in the 

inner cylinder (Fig. 3). The temperature was fixed to 

25 °C. The viskomat NT  is a versatile rotational 

viscosimeter for determing the workability of fine 

grained building materials such as cement paste, 

mortar, fine concrete, plaster etc. with maximum 

particle size of 2 mm. We can obtain information on : 

flow curves and rheological parameters temperature 

dependent workability properties ; stiffening 

behavior as a function of time and stirring speed 

effects of concrete admixtures and mineral blending 

agents on workability. The viskomat NT is delivered 

with two standard probes for mortar and cement 

paste. Cement paste probe made of stainless steel is 

used. This probe is used for cement paste and mortar 

with a maximum particle size of 0.5 mm. A scrapper 

made of hardened stainless steel is also used. 

 

  
 

Figure 3 

(a) Rotational rheometer (Viskomat NT), Rheometer 

used, (b) Cement paste probe and (c) Scraper 

 

For the measurement loop, the shear rate ranged 

from 0 s−1 to 120 s−1, as determined by analytical 

calculation from the rotational speed. To first 

homogenize the specimen, an increasing shear rate 

up to 120 s−1 was imposed (performed) during 180 s 

(6 minutes), before executing the loop of increasing 

and then decreasing the shear rate (Fig.4). The 

rheology of cement-based materials was described 

by the yield stress determined with the Bingham 

model applied between 0 s−1 and 120 s−1. Each 

formulation of paste was analyzed on three different 

samples. 
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Figure 4 

Evolution of Shear rate during measurement  

 

RESULTS AND DISCUSSION 
  

Particle sizes distributions of the cement powder 

and cement pastes in different liquid media are 

shown in Figure 5. Indeed, their size ranges from 

sub-micronic dimensions (finest particles observed 

show a diameter about 0.40–50μm) to a maximum 

size of around 50μm. Figure 5 shows that the size 

particle of four powders used is approximate similar. 

But we have a small different of volume percentage 

between four different NP powders. The 

considerable different is observed for particle size 

from 0.40 to 20 µm (Fig.5). The origin of this 

different could be the color of NP. Each shown 

result is the average of three individual 

measurements. 

Physical properties of natural pozzolan samples are 

shown in Table 3. 

Volcanic scoria’s of different colors have been 

crushed in the same conditions, but figure 5 shows 

different from particle size distributions of the 

powders obtained. This difference may be due to the 

(a) (b) 

(c) 
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color difference volcanic scoria. The influence color 

on the particle size could be also identified on the 

rheological properties of PC/NP pastes. 

Figure 6 show rheograms obtained after rheological 

measurements for different replacements by naturals 

pozzolans. They illustrate the shear stress variation at 

different amounts. This variation decreases with the 

increase of pozzolan replacement level. At 25% of 

replacement, YP have no considerable influence on 

rheological properties of PC paste. BP, DRP and RP 

have about a similar affect.  

 

 
Figure 5 

Particle size distributions by volume cumulative of 

the four natural pozzolan powders used 

 

Table 3 

Physical properties of natural pozzolan samples 

 

NP BP DRP RD YP 

Density/Specific 

gravity (g/cm3) 
- 2.9809 3.0794 - 

Mean particle 

size (µm) 
5.998 5.726 6.456 6.210 

d10
a 25.90 25.71 26.26 26.66 

d25
a 19.70 19.46 19.96 20.01 

d50
a 7.179 6.587 7.839 7.365 

d75
a 2.512 1.722 3.231 2.723 

d90
a 0.745 0.746 0.785 0.772 

Specific Surface 

Area (cm²/g) 
8401 8631 7708 8059 

a d10, d25, d50, d75 and d90  values indicate the diameter size 

at which 10%, 25%, 50%, 75% or 90% of particles are 

larger than, i.e.,d10= 25.90 means that 10% of all particles 

were >25.90 µm diameter. 

 

According to the results the evolution of the 

ultimate shear stress follows a hysteresis law. The 

rheological parameters, namely yield stress and 

viscosity, were calculated from the measured shear 

stress-shear rate curves for each of the mixtures in 

Table 2 by linear regression. A typical shear stress 

vs. shear rate curve for the descending data is 

provided (Fig.7). These descending curve data were 

fitted to a linear equation using ordinary least 

squares regression to determine a slope (plastic 

viscosity) and an intercept (yield stress), according 

to a Bingham model. The correlation coefficients 

(R2) for these regressions ranged between 0,897 and 

0,9788 with an average value of 0.9546 (Table 4). 
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Figure 6 

Rheograms obtained by replacement of different 

natural pozzolans colors. 

 

The evaluated yield stresses and viscosities by linear 

regression are provided in Table 4. Each of the two 

parameters ranged over about two orders of 

magnitude, indicating the strong influence of NP on 

rheological properties. Figure 8 shows linear 

evolution of yield stress and plastic viscosity of the 

cement paste as a function of NP amount. 

y = 0.3564x + 38.061
R² = 0.897

y = 0.282x + 28.143
R² = 0.9454

y = 0.2617x + 30.396
R² = 0.9528

y = 0.2855x + 27.008
R² = 0.9611

y = 0.3835x + 36.644
R² = 0.9308
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(a) 25% of replacement 
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(b) 35% of replacement 
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(c) 45% of replacement 

 

Figure 7 

Typical descending branch shear stress vs. shear rate 

curve obtained for replacement of different NP. 

 

Table 4 

Yield stress and viscosity determined for each 

blended cement paste mixture. 

 

Paste 

Mix. 

Yield 

Stress 

 (Pa) 

% 

Δ( ) 

Viscosity 

 (Pa∙s) 

% 

Δ( ) 

Coef. 

(R²) 

0% 38.061 - 0.3564 - 0.8970 

Black Powder (BP) 

25% 28.143 26.06 0.2820 20.88 0.9454 

35% 24.059 36.79 0.2689 24.55 0.9739 

45% 17.050 55.20 0.1683 52.78 0.9686 

Dark Red Powder (DRP) 

25% 30.396 20.14 0.2617 26.57 0.9528 

35% 23.129 39.23 0.2344 34.23 0.9719 

45% 25.356 33.38 0.1559 56.26 0.9470 

Red Powder (RP) 

25% 27.008 29.04 0.2855 19.89 0.9611 

35% 21.215 44.26 0.2849 20.06 0.9757 

45% 15.621 58.96 0.1757 50.70 0.9788 

Yellow Powder (YP) 

25% 36.644 3.72 0.3835 -7.60 0.9308 

35% 30.023 21.12 0.2970 16.67 0.9586 

45% 38.821 -1.99 0.2227 37.51 0.9491 
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Figure 8 

Linear evolution of (a) Yield Stress and (b) 

Viscosity of the cement paste as a function of NP 

amount. 
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CONCLUSIONS 
 

In conclusion, it is possible in the near future to be 

able to reduce the number of tests on concrete 

necessary for the development of formulations 

having a fixed workability. Mineral additives can be 

selected in the laboratory by testing cement paste or 

mortar. An experiment would determine the 

rheological characteristics required for cement paste 

and mineral addition proportion to obtain the 

required workability of concrete. Lots of work needs 

to be done to validate the results obtained on the 

cement paste with the addition of natural pozzolan.  

In this study case both yield stress and viscosity are 

strongly dependent on the color and  ratio of the NP 

powders employed in preparing a blended 

cement/natural pozzolan paste with a constant 

volume fraction of water. 
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ABSTRACT  
The use of certain organic additives in the production of mortar and concrete influences the hydration kinetic 

and the amount of total heat. This results in a modification of certain properties, namely mortar workability, 

mechanical strength and durability. Three superplasticizers were used; a polynaphthalene sulphonate (PNS), a 

melamine resin (PMS) and a polycarboxylate (PC). They have been incorporated with various amount in a 

standardized mortar based on cement limestone. The measured heat flow is significantly influenced by the type 

and dosage of superplasticizer especially for low dosage. The PNS is incompatible with this type of cement 

registering a decrease of strength but the PMS and the PC modify the kinetics of hydration with significant 

heat generation and improved mechanical strength.

KEYWORDS 
 

Cement, hydration, Compressive strength, superplasticizer. 

 

NOMENCLATURE 
C: total thermal capacity of the calorimeter and the 

specimen (J/°C).  

mc: the cement mass (g).  

Δθ: the mortar heating difference to the ambient 

temperature (°C). 

α: the total calorimeter thermal loss coefficient 

(J/h.°C). 

 

T: the hydration time (h) . 
Q: The hydration heat by gram of cement (J/g). 

INTRODUCTION  
The polymers affect the interface between the 

particle surface and the pore solution and influence 

the physical properties such as viscosity and the yield 

stress of the paste. The superplasticizers dispersion 

effect is related to adsorption, which depends on 

several factors such as the amount of C3A and alkali 

in the clinker, the cement fineness as well as the type 

and dosage of calcium sulfate used to regulate the 

cement setting [1,2]. Their presence in the mortar 

influences the flow and the degree of hydration and 

the amount of hydration products formed [3]. By 

incorporating naphthalene sulfonate to a portland 

cement, Yunsheng Z. and al. [4] found that the time 

to reach the acceleration period and the peak heat is 

delayed but the value of the exothermic heat of all 

mortars are similarly at three days. For others 

increasing the melamine dosage from 1% to 2% of 

the ordinary portland cement increases the 

temperature and delays the dormant period without 

delaying the exothermic peak [5]. Shin and al. [6] 

concluded that polycarboxylates delayed the initial 

hydration for a long time, when the chain length 

decreases with increasing molecular weight.  

The aim of this study was to evaluate the 

mechanical and calorimeter behaviors of blended 

cement in presence of three types of 

superplasticizer, in order to choose the most 

compatible product to the country's climate.  

EXPERIMENTAL STUDY  

Material used: The cement used in this research is 

blended cement (CEM II / 42.5) containing 12% of 

limestone powder (Table 1). 
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Table 1 

Cement characteristics 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

This cement is used to make a mortar based on 

standard sand.  Three types of superplasticizers were 

used; the first based on polynaphthalene sulphonates 

(PNS), the second based on melamine resin (PMS) 

and the third is based on polycarboxylate (PC). These 

superplasticizers are diluted in the mixing water and 

incorporated in the mortar composition with different 

dosages. 

Confection mortars 
The mixtures for measuring the heat of hydration and 

mechanical strength are made at a constant temperature of 

20 °C with various amounts of superplasticizer by 

subtracting the amount of water present in the 

superplasticizer form mixing water amount used for each 

test. 

Equipment used : Prismatic mortar specimens having 

40x40 mm dimensions were used for the study of 

compressive strength. Specimens were cast in steel 

moulds and kept in a moist room at 20 °C for 24 h. 

Demoulding took place after one day and specimens 

were placed in water at 20 °C for a total curing 

period until the day of testing. Compressive strength 

was determined at the age of 2, 7, 14, 28 and 90 days 

. 

Hydration heat tests were carried out by using the 

method based on the Langavant Calorimeter. This 

semi-adiabatic method consists of quantifying the 

heat generated during cement hydration using a 

thermally isolated bottle. Since the exterior 

conditions are very influential, the test was carried 

out in air-conditioned room at 20±2 °C. The 

temperature measurements were made up to 5 days, 

since the heat increase is observed to be very low at 

later ages. The temperature results are used to 

calculate the hydration heat developed by the test 

sample. The hydration heat of the mortar was the 

combination of the accumulated heat in the 

calorimeter and the heat dispersed in the 

environment. At time t, the hydration heat q by gram 

of cement is obtained by the formula: 

 

 

t

oc

dt  
m

1
   

cm

C
Q  

 

RESULTS AND DISCUSSION 

Hydration heat: From figure 1, it is observed for 

early hours that control mortar releases more heat 

than adjuvanted samples. After 6 hour of hydration, 

low dosages of PNS release more water, promote 

hydration grains and produce more heat compared to 

the higher amounts which delay the contact of the 

cement particles with mixing water and cause a 

decrease in the final heat. The appearance of the 

principal peak in the heat flow is observed at 5.75 h 

for the control mortar with a magnitude of 26.68 

J/g/h which increases by increasing the dosage of 

PNS until 48.04 J/ g/h recorded at 7 h for 1.2%. 

Over this dosage flow value decreases and the 

dormant period is extended. From this, we can say 

that the polynaphthalene sulphonates (PNS) plays a 

significant role as a setting retarder. This is 

comform to results found by Kadri and Duval [7]. 

Who have deducted that the addition of 0.6% to 

5.5% of naphthalene sulphonates at cement mortar 

extends the dormant period from 2 to 14 hours 

followed by reduction of the exothermic peak. 

Similarly, Pirazzoli and al. [8] found that the 

addition of a PNS to the C3S paste increases the 

dormant period and reduces the length of the 

acceleration period. 

 

 
Figure 1  

PNS effect on flow heat of the mortar.  

 

The addition of PMS at different dosages to cement 

mortar increases the heat quantity released for all 

chemical 

characteristic 

mineralogical and 

physical 

characteristics 

PAF (4.49%) C3S (41.8%) 

 SiO2 (21.14%) 

Al2O3 (5.66%) C2S (33.3%) 

 Fe2O3 (3.27%) 

CaO ( 62.3%) C3A (5.1%) 

 MgO (0.74%) 

SO3 (1.58%) C4AF (10.7%) 

 K2O (0.81%) 

Na2O (0.11%) Finesse de Blaine  

3600 (cm²/g) 

 

CaO libre (0.7%) 
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ages compared to cement control, more significantly 

for low concentrations Flow curves are nearly 

overlaid and differ only by their amplitudes 

(figure2).The value of heat peak reaches 23.5 j/g/h 

for a substitution of 1.5% PMS, keeping the same 

kinetics as that of a control mortar. From this, we can 

conclude that the PMS has no effect on the setting or 

on the hydration kinetics. This is in line with 

Brandstetr and al. [5], where increasing dosage of 

melamine from 1% to 2% in ordinary Portland 

cement induces a gradual extending of the dormant 

period without delaying the exothermic peak. 

By adding polycarboxylate (PC), the appearance of 

the peaks is delayed and 

magnitude increases to reach 50 j / g/h at 8.25h for 

1.5% PC (Figure 3). 

 
Figure 2 

PMS effect on flow heat of the mortar. 

This is conforms to the work of several researchers 

[1, 6]. Similarly, Zingg and al. [9] concluded that the 

heat flow is more delayed and the dormant period is 

extended in presence of a short molecular chain and 

high density of polycarboxylate. 

 
Figure 3 

PC effect on Flow Heat of the mortar. 

 

Compressive strength: The value of the reference 

mortar compressive strength is much higher than that 

of the samples with superplasticizer for all ages 

(figure 4). An increase in the PNS dosage from 

0.6% to 1.5% reduces the compressive strength from 

35 Mpa to 21 Mpa measured at 90 days. This result 

affirms the incompatibility of PNS with limestone 

Portland cement compound which resulted in a 

decrease of workability when the dosage exceeds 

0.6%. This confirms the results found by other 

researchers [8] when products hydration of the C3S 

paste adjuvanted with naphthalene formaldehyde 

sulfonate (PNS) have a small volume compared to 

the products hydration of a cement with water.In 

order to confirm the incompatibility of PNS with 

this type of cement, specimens were subjected to 

test absorption. The weight of the samples immersed 

in water was measured for 90 days. The result 

affirms that the weight gain of the adjuvanted 

mortar specimens is much higher than the control 

mortar. This absorption is also important when the 

PNS dosage is high, which may explain the strength 

drop obtained .This is similar to results found by 

Khatib [10]. Who said that an increase of dosage 

from 1% to 2% of PNS greatly reduces compressive 

strength. Similarly, Ramli and Akhavan Tabassi [11] 

and Baghabra Al-Amoudi and al. [12] concluded 

after testing a mortar admixture that the 

permeability increases when the amount of water 

absorption increases, therefore the compressive 

strength decreases. 

The values of compressive strengths recorded for 

mortars adjuvanted by 0.6% and 1% PMS are closed 

to those 

given by the control mortar at all ages and tend to be 

improved at long-term  (90 days). 

Compressive strength of the Mortar decreases 

respectively from 44.7 to 43.2, 41.9 and 35.2 Mpa, 

by adding 0.6, 1 and 1.5% of PMS (figure 5). 

 
Figure 4 

Effect of Polynaphtalene on Compressive Strength 

of mortar. 
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This can have a direct relationship with the maximum 

workability obtained for 1% PMS. Which coincides 

with the findings of Brandstetr and al. [5] who 

reported that the efficiency of the melamine resin is 

observed at low concentrations (<1%) where 

maximum strength is obtained with just 0.5% for 

mortar tested at 1, 15 and 28 days. 

 
Figure 5 

Effect of Polymelamine on Compressive Strength of 

mortar. 

 

The incorporation of polycarboxylate (PC) to cement 

mortar improved workability of this last and 

enhanced its compressive strength at all age tested 

(figure 6). At 90 days, the mortar strength reaches 

respectively 44.7, 47.3, 48.7 and 53.1 Mpa by adding 

0.6, 1 and 1.5% of PC. This is conforms to results of 

Puertas and al. [1] who reported that the use of 

superplasticizer based on polycarboxylate at low 

concentrations improves the compressive strength by 

reducing the porosity of the paste.  

 
Figure 6 

Effect of polycarboxylate on Compressive Strength 

of mortar.  

 

CONCLUSIONS 
It is obvious that the type and composition of the 

additive, and even its mode of action, strongly 

influence its effectiveness and its saturation amount 

[13]. As can be noted that the fluidity of PC is larger 

than that of PMS and PNS whatever the dosage 

used. 

A good workability is obtained by using a 

compound Portland cement limestone, adjuvanted 

with low dosages PNS (0.6%) for the melamine 

resin (PMS) an appropriate dosage of 1% is found. 

While polycarboxylate (PC) may be most compatible 

with this type of cement and more efficient to improve the 

fluidity of the paste all the dosages used. 

The heat of all mortars adjuvanted by 

the PC is higher than the reference mortar for all 

ages. This delays the initial hydration of cement 

increases the flow of heat and delays the dormant 

period by increasing the dosage. 

The polynaphthalenesulphonate (PNS) is 

incompatible with this type of cement and causes 

strength loss. But the addition of the melamine resin 

(PMS) at low doses (0.6%) improves the strength. 

However the incorporation of  

Polycarboxylate (PC) greatly increases the 

compressive strength which may reach values higher 

than the control cement. 
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ABSTRACT  
Using the non-local elasticity theory, Timoshenko beam model has been implemented to investigate the elastic 

buckling of chiral single-walled carbon nanotubes (SWCNTs) under axial compression. According to the 

governing equations of non-local Timoshenko beam model, the analytical solution is derived and the solution 

for non-local critical buckling loads is obtained. Influence of non-local small-scale coefficient, the vibrational 

mode number, the chirality of carbon nanotube and aspect ratio of the (SWCNTs) on non-local critical buckling 

loads of the (SWCNTs) are studied and discussed.  

   The results indicate the dependence of non-local critical buckling loads on the chirality of single-walled 

carbon nanotube with increase the non-local small-scale coefficient, the vibrational mode number and aspect 

ratio of length to diameter. 

Key Words: Single-walled carbon nanotubes; Buckling; Non-local elasticity; chirality; small-scale. 

 

INTRODUCTION  
Since the single-walled carbon nanotube (SWNT) 

and multi-walled carbon nanotube (MWNT) are 

found by Iijima [1, 2]. Recent studies have indicated 

that carbon nanotubes (CNTs) possess superior 

electronic, thermal and mechanical properties [3, 4], 

others studies have showed that they have good 

properties so they can be used for nanoelectronics, 

nanodevices and nanocomposites [5, 6].  

Due to difficulties encountered in experimental 

methods to predict the responses of nanostructures 

under different loading conditions, and molecular 

dynamics (MD) simulations are limited to systems of 

computation, the continuum mechanics methods are 

often used to investigate some physical problems in 

the nanoscale [7, 8]. Recently, the continuum 

mechanics approach has been widely and 

successfully used to study the responses of 

nanostructures, such as the static [9, 10], the buckling 

[11, 12], free vibration [13, 14], wave propagation 

[15, 16] and thermo-mechanical analysis of (CNTs) 

[17, 18]. More recently, Yoon et al. [19] examine 

resonant frequencies and obtain vibrational modes of 

an individual multi-walled carbon nanotube 

embedded inside an elastic medium. Murmu and 

Adhikari [20] have analyzed the longitudinal 

vibration of double nanorod systems using the non- 

 

local elasticity. Yakobson et al. [21] utilize a 

continuum shell model to predict the buckling of a 

single-walled carbon nanotube and their results are 

compared with molecular dynamics simulations.  

The study of the buckling behavior of (CNTs) is a 

major topic of current interest, which is used to 

understand the dynamic behaviour of (CNTs) 

further. Several experimental works have been 

performed to investigate the deformation of single- 

and multi-walled nanotubes under high pressure 

(Thomsen et al and Elliott et al) [22, 23]. Continuum 

elastic-beam models have been widely used to study 

the critical buckling loads in (CNTs). For example, 

Ranjbartoreh et al [24] investigated the buckling 

behavior and critical axial pressure of double-walled 

carbon nanotubes with surrounding elastic medium 

using the numerical method based on the classical 

theory of plates and shells and the Galerkin method. 

Ranjbartoreh et al [25] presented the variations of 

the critical axial forces for the inner and outer tubes 

of a (DWCNT) for different buckling modes. Their 

results indicated that the critical axial force for the 

inner tube of a (DWCNT) was almost twice that of 

an (SWCNT). A molecular dynamics simulation 

(Odegard et al. [26]; Zhang et al. [27]) are also 

utilized to investigate the buckling behavior of 

nanotubes.  
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Among the most widely pursued methods to simulate 

the behavior of nanomaterials is the atomistic 

molecular dynamics (MD) approach. This approach 

represents the dynamics of atoms or molecules of the 

materials by a discrete solution of Newton’s classical 

equations of motion. The inter-atomic forces required 

for the equations of motions are obtained on the basis 

of interaction energy functions. Jin et al. [28] used 

(MD) and force-constant approach and reported the 

Young’s modulus of (SWCNTs) to be about 

1236±7GPa. Cornwell and Wille [29] used the (MD) 

with the Tersoff–Brenner potential [30] to obtain the 

Young’s modulus of (SWCNTs) about 0.8 TPa. In this 

study the Young’s modulus of SWCNTs using (MD) 

simulation obtained by Bao WenXing et al [31] is 

used in the formulations, when the Young’s moduli of 

(SWCNTs) are in the range of 929.87±11.5GPa. 

These results are in good agreement with the existing 

experimental results. 

This study is concerned with the use of the non-local 

Timoshenko elastic beam model to analyse the non-

local critical buckling loads of single-walled carbon 

nanotubes (SWCNTs). The solution for critical loads 

is obtained. Influence of the chirality of carbon 

nanotube, non-local small-scale coefficient, the 

vibrational mode number, and aspect ratio of the 

(SWCNTs) are studied and discussed. 

 

GEOMETRY OF SINGLE-WALLED 

CARBON NANOTUBE (SWCNT): 
 A single-walled carbon nanotube (SWCNT) is 

theoretically assumed to be made by rolling a 

graphene sheet (Fig.1). The fundamental structure of 

carbon nanotubes can be classified into three 

categories as zigzag, armchair and chiral in terms of 

the chiral vector (


hC ) and the chiral angle θ shown in 

(Fig.1).  

The chiral vector can be expressed in terms of base 

vectors (


1a ) and (


2a ) (Fig.1): 



 21 anamCh .                      (1) 

where the integer pair (n, m) are the indices of 

translation, which decide the structure around the 

circumference.  

The relationship between the integers (n, m) and the 

chiral angle is given by [32]:  

 mnnm

mn






222

2
arccos             (2) 

According to different chiral angles, (SWCNTs) 

can be classified into zigzag (θ =00), armchair (θ 

=300) and chiral tubule (00 <θ< 300) (Fig. 2). 

 The relationship between the integers (n, m) and the 

diameter of (SWCNTs) is given by [33]: 

,/)(3 22 nmmnad               (3) 

where ( a ) is the length of the carbon–carbon bond 

which is ( A 42.1 ).

 

Fig. 1: Schematic diagram of the chiral vector and 

the chiral angle. 

 

NONLOCAL TIMOSHENKO BEAM 

MODELS OF (SWCNTS):  
   The theory of nonlocal continuum elasticity 

proposed by Eringen [34,35] assumed that the stress 

at a reference point is considered to be a functional 

of the strain field at every point in the body. In the 

limit when the effects of strains at points other than 

x are neglected, one obtains classical or local theory 

of elasticity. For homogeneous and isotropic elastic 

solids, the constitutive equation of non-local 

elasticity can be given by [35] 

Non-local stress tensor t  at point 'x  is defined by  

     

 
ijjiij

klijklij

jij

uu

VxxdVxCxxKx
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2
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











  (4) 

where Cijkl is the classical, macroscopic stress 

tensor at point 'x , σij and εij are stress and strain 

tensors respectively.    ,'xxK   is the kernel 

function and ( lae0 ) is a material constant that 

depends on internal and external characteristic 

length (such as the lattice spacing and wavelength)., 

where e0 is a constant appropriate to each material, a 

is an internal characteristic length, e.g., length of C–

C bond, lattice parameter, granular distance, and l is 

an external characteristic length. 

Non-local constitutive relations for present nano 

beams can be approximated to a one-dimensional 

form as 
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where E and G are the Young’s and shear 

modulus, respectively, and γ is the shear strain. Thus, 

the scale coefficient (e0a) in the modelling will lead 

to small-scale effect on the response of structures at 

nano size. In addition, e0 is a constant appropriate to 

each material, and a is an internal characteristic 

length of the material (e.g., length of C–C bond, 

lattice spacing, granular distance).  

The expressions of the axial strain and the shear 

strain are [36] 
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                      (7) 

where ψ is the rotation angle of cross-section of the 

beam and w is the transverse displacement. 

The shear force and the bending moment can be 

defined by: 
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Based on Eqs. 5, 6, 7 and 8 the bending moment 

M  and the shear force T  for the non-local model 

can be expressed as  

dx
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where 
A

dAzI 2
is the moment of inertia, A  is the 

cross-section area of the beam, and   a correction 

factor depending on the shape of the cross-section of 

the considered beam.  

From the free body diagram of an infinitesimal 

element of a beam structure subjected to an axial 

loading, P, the force equilibrium equations in vertical 

direction and the moment on the one-dimensional 

structure can be easily provided follows: 

dx

dw
P

dx

dT
   and  T

dx

dM
           (11) 

where M  and V  are the resultant bending 

moment and the resultant shear force, respectively, 

P  is the axial compression. 

Based on Eqs. (9), (10) and (11), the following 

relation can be obtained: 
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Substituting equations (12) and (13) into 

equations (11) and eliminating   yield the 

following differential equation of a Timoshenko 

beam considering the non-local effects. 
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Since finding an analytical solution is possible 

for simply supported boundary conditions for the 

present problem, the (SWCNT) beam is assumed 

simply supported. as a result, the boundary 

conditions have the following form [37]: 

 ,sin xWw    
L

N
             (15) 

    Where (W ) is the amplitude of deflection of the 

beam and (N) is the vibrational mode number. 

    Substitution of Eq. (15) into Eq. (14) gives the 

critical buckling loads via nonlocal Timoshenko 

beam model: 
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RESULTS AND DISCUSSIONS 

Based on molecular dynamics (MD) simulation, the 

Young’s moduli used in this study of three types of 

single-walled carbon nanotubes (SWCNTs), 

armchair, zigzag and chiral tubules, are calculated 

by Bao Wen Xing et al [31]. They numeric results 

are in good agreement with the existing 

experimental ones [38]. Bao et al, indicate that the 

Young’s moduli of SWCNTs are in the range of 

929.87±11.5GPa (Table 1), when the Young’s 

moduli of SWCNTs are weakly affected by the tube 

radius and tube chirality.  

 

Table 1: lists the values of Young’s modulus for 

different chiral angers using MD simulation [31] 
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(n,m) diameter (nm) Young’s modulus 

(GPa) 

Armchair   

(8,8)  1,0848 934.960 

(10,10)  1,3560 935.470 

(12,12)  1,6272 935.462 

(14,14)  1,8984 935.454 

(16,16)  2,1696 939.515 

(18,18)  2,4408 934.727 

(20,20)  2,7120 935.048 

Zigzag   

(14,0)  1,0960 939.032 

(17,0)  1,3309 938.553 

(21,0)  1,6441 936.936 

(24,0)  1,8789 934.201 

(28,0)  2,1921 932.626 

(31,0)  2,4269 932.598 

(35,0)  2,7401 933.061 

Chiral   

(12,6)  1,2428 927.671 

(14,6)  1,3917 921.616 

(16,8)  1,6571 928.013 

(18,9)  1,8642 927.113 

(20,12)  2,1921 904.353 

(24,11)  2,4269 910.605 

(30,8)  2,7165 908.792 

 

To investigate the critical buckling loads of 

(SWCNTs), the results including the effect of 

nonlocal small-scale coefficient, the vibrational mode 

number and aspect ratio of the (SWCNTs). In 

addition, the critical buckling loads of different chiral 

angle of (SWCNTs) are compared in order to explore 

the effect of chirality. based on the formulations 

obtained above with the nonlocal Timoshenko beam 

models, the critical buckling loads of single-walled 

carbon nanotubes (SWCNT's) are discussed here. The 

parameters used in calculations of (SWCNT) are 

given as follows: the effective thickness of (CNTs) 

taken to be 0.34 nm [31], the mass density  

ρ =2.3 g/cm3 [14] and poisson ratio υ=0.19.  

In the present study, the (figs. 3–5) illustrate the 

dependence of the non-local critical buckling load on 

the chirality of carbon nanotube for different values 

of small-scale coefficient and vibrational mode 

number of the (SWCNTs). The ratio of the length to 

the diameter, L/d, is 30. The scale coefficients e0a = 

0, 0.5, 1, 1.5 and 2 nm are considered. It is clearly 

seen from (Figs. 3–5) that the most notable feature is 

that the results based on the local and non-local 

theories are almost the same for small mode numbers. 

However, it is observed that as the mode number 

increases, the difference becomes obvious. This 

significance of nonlocal effects in higher modes is 

attributed to the influence of small wavelength for 

higher modes. For smaller wavelengths, interactions 

between atoms are increasing and these loads to an 

increase in the nonlocal effects. 
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Fig. 3:  Relation between the critical buckling load 

and the mode number (N) of zigzag (14,0)  carbon 

nanotube, with different scale coefficients (e0a). The 

value of (L/d) is 30. 
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Fig. 4:  Relation between the critical buckling load 

and the mode number (N) of chiral (16,8)  carbon 

nanotube, with different scale coefficients (e0a). The 

value of (L/d) is 30. 
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Fig. 5:  Relation between the non-local critical 

buckling load and the mode number (N) of armchair 

(20,20)  carbon nanotube, with different scale 

coefficients (e0a). The value of (L/d) is 30. 

 

In additional, the local Timoshenko beam model, 

which does not consider the small scale effects 

(e0a=0), will give a higher approximation for the 

critical buckling load. But the non-local Timoshenko 

beam model will present an accurate and reliable 

result. The values of critical buckling load increases 

with increasing the values of mode number for zigzag 

(14,0), chiral (16,8) and armchair (20,20) carbon 

nanotube respectively. It can be seen that the ranges 

of the non-local critical buckling loads for these 

chirality of carbon nanotube are quite different. In 

Fig. 5, the range is the largest for armchair (20,20), 

but the range is the smallest for zigzag (14,0) in Fig. 

3. The reason for this difference is that the increasing 

or decreasing of carbon nanotube diameter.    

The effect of aspect ratio (L/d) on the non-local 

critical buckling loads for various chirality of carbon 

nanotube is demonstrated in (fig 6) with fundamental 

mode and nonlocal parameter e0a= 2 nm. In these 

figure, we present a comparison between the effect of 

armchair (20,20), chiral (16,8) and zigzag (14,0) 

chirality of carbon nanotube respectively on the non-

local critical buckling loads. In the calculations, The 

critical buckling load gets reduced as one transit from 

the armchair (20,20) to the chiral (16,8) and then, 

zigzag (14,0) chirality, when the diameter of 

nanotube is decreasing. This reduction in the critical 

buckling load is most pronounced when the nanotube 

is short.  
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Fig. 6: effect of aspect ratio and chirality of carbon 

nanotube on the Non-local critical buckling load in 

fundamental mode and scale coefficient (e0a=2nm).  
 

CONCLUSIONS: 

This paper studies the non-local critical buckling 

loads analysis of (SWCNTs) based on the non-local 

Timoshenko beam theory. Influence of non-local 

small-scale coefficient, the vibrational mode 

number, the aspect ratio and different zigzag, chiral 

and armchair chirality of carbon nanotube 

(SWCNTs) on the critical buckling loads of 

(SWCNTs) are studied and discussed.  

Based on non-local Timoshenko beam theory the 

ttheoretical formulations include the small scale 

effect, the vibrational mode number, the aspect ratio 

and the chirality number of carbon nanotube. The 

governing equations and the boundary conditions for 

the (SWCNTs) are solved and the non-local critical 

buckling loads are obtained. According to the study, 

the results showed the dependence of the critical 

buckling loads on the chirality of carbon nanotube, 

small-scale coefficients’, Aspect Ratio and mode 

number. However, it is observed that as the mode 

number increases, the small-scale effect on the 

critical buckling loads will be clearly. The reason of 

nonlocal effects in higher modes is attributed to the 

influence of small wavelength when the interactions 

between atoms are increasing and these loads to an 

increase in the nonlocal effects. 

In addition, the critical loads also are affected by 

the armchair, chiral and zigzag chirality, when the 

diameter of carbon nanotube is increasing or 

decreasing. This affection in the critical buckling 

load is most pronounced for short nanotube. The 

reason for this phenomenon is that a carbon 

nanotube with smaller diameter has a larger 
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curvature, which results in a more significant 

distortion of (C–C) bonds and low critical loads. 

The presented investigation may be is helpful in the 

application of CNTs, such as nanoelectronics, 

nanodevices, mechanical sensors and 

nanocomposites. 
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ABSTRACT  
The self-compacting concretes (SCC’s) are characterized by their high fluidity so that they could be placed 

without any vibration. The effect of fillers addition on the behavior of SCC in fresh and hardened state is of 

great importance. This incorporation of marble waste fillers aims to preserve the environment from one side 

and a wider use of these materials from another.  

The present research experimental program examines the effect of the partial substitution of cement with 

marble fillers on the characteristics of self-compacting concrete in fresh and hardened state. Thus, the 

marble fillers (MF) was introduced into the composition of self-compacting concretes at dosages of 10%, 

20% and 30%. Three Water/Cement ratios of 0.4, 0.5 and 0.6 were maintained for the studied mixtures. The 

one with 100% of cement served as a control concrete mix. 
 

KEYWORDS 

Self-Compacting Concrete (SCC), Marble Fillers (MF), Mechanical proprieties, rheological characteristics, 

environment. 

 

NOMENCLATURE 
 

SCC, refers to Self-Compacting Concrete. 

MF, refers to Marble Fillers. 

BAP0, refers to SCC as control mix without MF. 

BAP1, refers to SCC with 10 % MF and W/C=0.4. 

BAP2, refers to SCC with 10 % MF and W/C=0.5. 

BAP3, refers to SCC with 10 % MF and W/C=0.6. 

BAP4, refers to SCC with 20 % MF and W/C=0.4 

BAP5, refers to SCC with 20 % MF and W/C=0.5 

BAP6, refers to SCC with 20 % MF and W/C=0.6. 

BAP7, refers to SCC with 30 % MF and W/C=0.4. 

BAP8, refers to SCC with 30 % MF and W/C=0.5. 

BAP9, refers to SCC with 10 % MF and W/C=0.6. 

R(c), refers to compressive strength of concrete. 

Rtf, refers to tensile strength of concrete. 

W(%), refers to the absorption of concrete. 

P(%), refers to the porosity of concrete. 

 

INTRODUCTION  
The self-compacting concrete was developed in 

Japan in 1988, It represents one of the most 

important advances in the technology of concretes 

in the last two decades. 

The SCC can be considered as a material of high 

performance, which passes by under the influence of 

its own weight without any mechanical vibration, to 

adapt itself in a desired shape, even in the case of a 

very small spacing between the steel reinforcement. 

The easy placement under only the effect of the 

gravity, required a very high fluidity of materials but 

It is as well essential as the concrete preserves a 

satisfactory stability and a perfect homogeneity. 

mailto:rahmouniz@yahoo.fr
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These two contradictory properties are obtained by a 

high quantity of fine particles  of fillers coupled with 

a high water cement ratio W/C corresponding  to a 

fixed  dosage of super-plasticizier admixture. 

The local materials in any region of the world form 

the first natural product of construction appropriate 

to this region given that   It was able to resist the 

climatic changes of the same region in the past. 

Algeria with its vast area includes a 

heterogeneousness of local materials which deserve 

to be valuated, like the dune sand, clays, tuff, the 

marble powder and others which are still up to now 

under valorized. 

Topcu et al, (2009) investigated the effect of waste 

marble powder on the properties of SCC. It was 

concluded that the fresh properties had not been 

affected up to 200 Kg/m3 marble dust content, mainly 

the workability. It was reported that the air content 

increased by using marble waste in the SCC 

mixtures. The mechanical properties at hardened 

state had decreased for a higher dosage of marble 

addition above this level. Consequently, if the 

positive effect of marble dust incorporation is to be 

considered on fresh and hardened sate of SCC a new 

method could be developed for dosages of marble 

waste below 200 Kg/m3 [1]. 

 Other researchers pointed out that using marble 

powder in the SCC formulated revealed higher 

strength at a given water cement ratio compared to 

traditional concrete mix. The mean strength for SCC 

mixes with marble powder was 25 % higher than 

reference concrete [2]. A similar conclusion was 

observed for SCC containing limestone and chalk 

powders [3].  

According to the research work undertaken by 

Corinaldesi and al (2010) on the use or marble 

powder as a substitution of cement and sand for SCC 

mortars and concretes, they noted that 10 % 

replacement of marble powder proved to be effective 

in assuring good cohesiveness of mortars and 

concrete at fresh state. But in terms of mechanical 

performance the 10 % substitution of sand by marble 

powder provided maximum compressive strength at 

the same workability level compared to the reference 

mixture after 28 days of age. Moreover, an even more 

positive effect of marble powder was noticed at early 

ages, due to its physical filler ability [4]. 

Recent studies on the use of marble powder 

combined with pozzolana for SCC formulation is 

reported to enhance the rheological properties of 

mortars and concrete based on this addition for 

ternary cement. However, a reduction of compressive 

strength was observed with pozzolana and marble 

addition compared to control concrete [5].  

For this frame of idea, the use of the marble waste 

fillers in the composition of the SCC, the present 

research work investigated the marble waste fillers 

incorporation to see the effect of such addition on 

the properties of SCC when using a dosage up to 30 

% of marble powder addition in the due formulation 

of SCC mixtures. Also, the generated marble waste 

could be with a positive impact on the environment 

level by the valuation of the local materials in 

concrete composition in the field of the construction 

from one hand, reducing the dust and gas emissions 

in the atmosphere when used as cement replacement 

from another. 
 

EXPERIMENTAL PROGRAMME 

Materials: The used Cement is CPJ 42.5 and 32.5 

delivered from the Lafarge cement plant (Hammam 

Dalaa wilaya of M'Sila, 250 Km from Algiers) with  

a specific density of  3,1. As Aggregates, the 

originally siliceous sand resulting from OUED 

MAITER in the region of Boussaâda wilaya of 

M'Sila was uesd. Two fractions of limestone crushed 

gravel (3/8, 8/16) from COSIDER quarry from local 

region of Bordj Bou Arreridj were utilized. Marble 

fillers powder of fraction 0.08 mm having a density 

2.67 was kept at variable dosages for the 

experimental program. The super-plastizier 

MEDAPLAST SP40 from GRANITEX 

manufacturer in Algiers and  mixing water from the 

laboratory of civil engineering for concrete mixtures 

formulation were used.[6] 
 

 
Figure 1 

Analysis grading curve of aggregates (sand and 

gravel). 

 

Composition of SCC mixtures: The necessary 

conditions allowing to guarantee the self-

compacting and easy placing while based on 

compositions proposed in the specialized literature 
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were respected in the due formulation of SCC 

mixtures  [8- 11]. 

It is a question of a choice the proportions of 

constituents in one cubic meter (1 m3) of concrete by 

having  the following parameters, a proportional of 

gravel to sand relationship of  G/S equal to  one 

(G/S= 1) and a water cement W/C ratio of  0.4, 0.5 

and 0.6 

A determined dosages for the additions such as the  

superplastizier (1.7 % of the weight of cement) and a 

variable percentages 10, 20 and 30 % of  marble 

fillers were maintained for this program.  

To be able to compare the performances of various 

concretes independently of the cement factor, we 

fixed the dosage of the latter at 420 kg / m3.  A total 

of ten mixtures beside a control concrete mix (100 % 

cement) were prepared. 
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Figure 2  

 L box test results for the different concretes types 
 

RESULTS AND DISCUSSION 

Fresh state: The characteristic tests at fresh state  of 

concrete were realized following the batching as 

recommanded by the French Association of Civil 

Engineering (AFGC, 2000) : the flow table, the flow 

in the box L and the sieve stability in the  aim of 

estimating the fluidity and the static and dynamic 

segregation of the SCC mixes [6]. 

Figure 2, shows the results obtained for the L box 

test.  

The test is exploited through the occupancy rate 

relationship of the concrete heights in bottom and in 

the beginning of the box which must as a rule be 

upper to 0,8 according to the recommendations ( 

AFGC, 2000).  

The BAP 7, BAP 8 and the BAP 9 ( W / C=0.6) are 

more fluid than the other concrete types, because of 

the higher W /C ratio.  

The mixtures with marble fillers presented 

occupancy rates  closer to the control mix, one can 

say that the partial replacement of the cement by the 

marble powder reaching 30 % has no effects on the 

mobility of the concrete in a confined medium 

independently of the water cement ratio W/C. 
 

Flow test : The values of the flow diameter are 

usually fixed between 60 and 75 cm for SCC 

mixtures. 

It can be noticed that the values of the spreading of 

control mix (without addition of marble fillers) is 70 

cm . While for the concretes with addition is 

situated between 55 to 60 cm for the SCC mixtures 

with W / C=0.4, (61 to 67 cm, 69 to74 cm for W/ 

C=0.5 and 69 to 74 cm  for mixes with W/ C=0.6, 

consequently. These values show that most of the 

tested compositions present a spreading upper to 60 

cm, that expresses greater fluidity. This high fluidity 

could be attributed to the use of the dosage of super-

plastizier (1,7 % of the weight of the binder). 

For the same ratio of W/C, the partial substitution of 

a part of cement by marble fillers leads to a lower 

fluidity, hence a limited flow table diameter of the 

SCC mixture, in comparison with the witness. 

However, this  increase of the powder marble 

dosage is resulting greater values for the flow 

diameter  but rest lower than that of the control one 

(BAP0). Finally, at the dosage of  30 % the concrete 

with the bigger fluidity (BAP9) having a   W/C ratio 

equal to 0.6 in regards to other SCC types with 

additions and It is similar to the control mix. One 

could conclude that the introduction of the marble 

fillers has no meaning effect on the spreading of the 

tested SCC types.  

 

 
Figure 3  

 Flow table test results for the different concrete 

types. 
 

Segregation index: The percentage in weight of 

slurry having crossed the sieve compared with the 
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weight of the initial sample expresses the stability of 

the concrete. 
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Figure 4 

Segregation index test for the different concrete 

types. 

 

From figure 4. the results obtained showed that, we 

notice that the SCC’s present an index of segregation 

inferior to 15 % for both types  the concrete witness 

mix and concretes of marble powder additions, this 

reflect a sufficient stability. Concretes having a value 

of the resistance in the segregation lower than 15 % 

offers a self compacted concrete of very good quality. 

The increase of the substitution amount of the cement 

by the marble fillers of 10 %, 20 % and 30 %, 

respectively; leads to a successive reduction in the 

quantity of necessary water to obtain the SCC 

satisfying the characteristics recommended by the 

AFGC. This gives some explanation by the fact that 

the filler of marble in addition to the physical role 

could contribute to an improvement of fluidity when 

coupled to the superplastizier admixture used SP 40. 

the due fact the partial replacement of a part  the 

cement by the marble fillers gives a mixture with a 

less water demand. 

 

Hardened state: 
The Compressive strength R(c) : The mechanical 

response  in compression test allows to control the 

quality of the hardened concrete. It is about the most 

common current methods used so far. 

It can be observed that for all the SCC mixtures the 

compression resistance increases with the age of the 

concrete in a normal development of strength 

according to the age of testing 7, 14 and 28 days 

(figure 5). 

It is noticed that the dosage of  the ratio F / C=20 %, 

this gives higher compression resistance relatively to  

the SCC mixtures  with  F/C = 10 % and F / C=30 

%. 
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Figure 5 

The compressive strength (Rc)for the different 

concrete types at 7, 14 and 28 days age.  

 

The compressive strength of the SCC with addition 

of  marble fillers are lower than that of the control 

mix at the age of 7, 14 and 28 days whatever is the 

water cement ratios adopted in the experimental 

program. This decrease of the resistance in 

compression is translated by the fact that the content 

of replacement introduced which led to the 

reduction of hydrates components hydrates in the 

cement based material, these are responsible on the 

strength development in the SCC matrices with 

marble powder addition. 

It is evident that the increase of W/C ratio is more 

resulting a reduction in the of strength, nevertheless; 

the  witness mix resistance remains high compared 

to those containing the marble fillers addition. So, 

no activity as inerte constituents could be attributed 

to the marble powder but in regards to its physical 

role of filling the voids in concrete matrix. This 

permit the aquiring of SCC mixtures with 

acceptable performances.  

 

Tensile strength (Rtf): It can be observed that for all 

the SCC mixtures the tensile strength resistance 

increases with the age in a normal development 

trend (figure 6). 
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Figure 6 

The tensile strength for the different concrete types.  

 

The increase at a dosage of 20 % is remarquable for 

the tensile strength of this mix compared to 10 % and 

30 % percentages of marble fillers SCC mixes. The 

addition of filler of marble led to the reduction of the 

tensile strength in regards to the witness concrete  at 

the age of 7, 14 and 28 days for three water cement 

ratio used so far. As reported for the compressive 

strength all this is translated by the fact that the 

content of the SCC mixtures of inert replacement 

addition of MF instead of the active clinker. 

 

Absorption test: It is marked in this test the influence 

of water cement ratio W/C regarding the SCC 

concrete absorption rate . 

From figure 7, the marble fillers dosage increases the 

absorption of SCC mixes in comparison with witness 

concrete (without addition). This may be due to the 

increase of water demand of these mixes to achiene 

the required fluidity. 
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Figure 7 

The absorption W (%) as a function of concrete 

types. 

 

Porosity test: The obtained results for porosity test 

are reported in the following figure 8. It can be 

noticed from figure 8, that the increase of the dosage 

of marble fillers causes a decrease of the porosity of 

the concrete at the percentage of 10 % of fillers by 

compared to the concrete witness mix. The latter 

type is with a great homogeneity and low air 

content.  
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The porosity for the different concrete types. 

 

 
CONCLUSION 

Self-compacting concretes are extremely fluid 

allowing the easy placement by gravitation and 

without vibration. These concretes are distinguished 

from traditional concretes by their properties in the 

fresh state: high fluidity, stability and robustness. 

These exceptional particularities impose a higher 

dosage of cement in the paste; thus, limiting the 

frictions between aggregates. The additions of 

limestone fillers are always present in the paste of 

the cement, they get good handiness’s, leading to a 

denser cement matrix, which allows to keep 

reasonable heat release during the hydration 

process.  

This experimental study highlighted the possibility 

of using the marble waste as addition in the 

composition of the SCC. The characteristic tests 

undertaken on fresh concretes proved satisfactory 

fluidity and good stability acquired properties at 

dosages of marble fillers reaching 30 %. 

At hardened state, the SCC with marble fillers 

percentage of 20 % presented acceptable strengths. 
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ABSTRACT  
In this paper the transient descendant laminar- turbulent flow for the mixed convection of air in a vertical 

channel heated by uniform Temperatures from the outside surface of central zone of the channel wall is 

presented numerically  using a 2D model and boussinesq’s assumption, The solution of this mathematical 

model is based on the masse conservation equation, Navier-Stocks equation and energy conservation equation 

then the finite volume method is used in order to discrete the governing equations. The SIMPLE algorithm 

handles the coupling of velocity-pressure. The numerical simulations for fixed Reynolds numbers Re = 100, 

and Grashof (103 ≤ Gr ≤105) to study the effects of the wall thickness and the heated part of the wall on the 

behavior of flow regime. 

NOMENCLATURE 
H      channel width 

K      Wall-to-fluid thermal conductivity ratio (=kw/kf) 

L       nondimensional length of the channel 

g       gravity acceleration 

U      nondimensional transverse velocity 

V      nondimensional longitudinal velocity 

X      nondimensional transverse coordinate 

Y      nondimensional longitudinal coordinate 

Greek Symbols 

 Δ     channel thickness  

θ      nondimensional temperature 

τ      nondimensional time 

 Non-dimensional Numbers 

Gr    Grashof number based on the channel 

Pr     Prandtl number 

Re    Reynolds number 

INTRODUCTION  
Unsteady Mixed convection in vertical heated tube 

has received considerable attention because in 

industrial and engineering applications, especially  in  

relation  to the  use  of automatic control  devices  for 

accurate  regulation  of  fluid  systems  involving  

heat  exchange  devices.  In  power  plates  the  

thermal  transients  resulting  from  unsteadiness  in  

the  thermal  behavior  can  significantly  affect  their  

control  systems.  These  transients  may  be  

accidental  as  in  the  case  of  power  surge  and  

pump  failure  etc. In order to design such 

apparatuses and to predict their off design 

performance, it is necessary to obtain an exact 

description of the velocity, and temperature 

distributions under all operating conditions. But 

despite wide investigations there are still many 

cases, which are not well understood and difficult to 

predict. 

 Many researchers studied numerical and 

experimentally mixed convection in a vertical tube, 

on the behavior of flow regime laminar and 

turbulent. However, few researchers have studied 

details that would characterize transient regime. 

Among the first who have studied experimentally 

transition from laminar to turbulent regimes in a 

vertical tube [1] and [2]. After them [3]. Use a 

technique, which allows direct visualization of fluid 

flow-phenomena, observed the presence of 

recirculation cells and of laminar-turbulent 

transitions at low values of the Reynolds number for 

fully developed flow in a closed-loop thermosiphon 

with uniform heat flux boundary condition. A. 

Behzadmehr and al. [4] deals with an analysis of the 

nature of the temperature and velocity fluctuations 

using experimental data obtained at Re= 1000, 1300 

and 1600 over a wide range of the Grashof numbers. 

mailto:b_fetouh@yahoo.fr
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A signal analysis is presented to show the details that 

could characterize onset of laminar–turbulent 

transition.  

   There are a number of authors who studied 

numerical,  Wei-Mon yan. [5] study  is  to  

investigate  the  transient  mixed  convection  heat  

transfer  in vertical  tube  flows. Fusegi and al [6] 

investigated the combined effect of the oscillatory 

through-flow and the buoyancy on the heat 

characteristics of a laminar flow in a periodically 

grooved channel. Mai and El Wakhil. [7] Have 

studied the problem of upward vertical pipe flow 

with step change in the inlet temperature and 

velocity. Their results show a dissymmetry of the 

velocity profile and temperature between the positive 

and negative steps change. 

   Some researchers Omara and Abboudi. [8], Su and 

al. [9] have found that both heat conduction in the 

wall and wall heat capacity have an important role on 

the transient conjugated heat transfer. In Wang and al. 

[10] in a numerical study of fully developed flow in 

and vertical pipes investigated the effect of axial 

conduction and identified the regime of reversed flow 

occurrence for various Prandtl numbers in the Pe-

Gr/Re coordinates. In recent years, the M. Boumaza, 

A. Omara.  [11] Presented a numerical analysis of the 

effects of wall and fluid axial conduction, physical 

properties and heat capacity of the pipe wall on the 

transient downward mixed convection in a circular 

duct experiencing a sudden change in the applied 

heat flux on the outside surface of a central zone. 

The aim of this study is to deal with the 

conjugate heat transfer problem of the unsteady 

mixed convection in vertical tube partially 

heated. The goal of this work is to study the 

effects of the wall thickness and the heated part of 

the wall on the behavior of flow regime. 
 

Problem description and mathematical 

formulation:  

 
Figure.1a shows a schematic of the problem under 

study. Both walls have two identical flush-mounted, 

symmetric and discrete heat sources of length Lu, 

with uniform surface temperature Tw. All other 

channel walls are assumed to adiabatic. 

 
                               (a)                                               (b) 

Figure 1 

Geometrical configuration and grid distribution of 

the considered problem 

 

A forced flow is injected with uniform velocity v0 

and ambient temperature T0. Flow is assumed 

unsteady and laminar. It is also assumed that the 

properties of the fluid are constant, with negligible 

viscous dissipation, while the density varies 

according to Boussinesqu approximation. The 

governing equations and boundary conditions for 

the transient conjugated heat conduction and 

laminar mixed convection are as follows: 
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Where Gr, Re, Pr numbers are defined as: 
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Following dimensionless parameters are used in the 

above equations: 
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Dimensionless boundary conditions can be defined  

 U= 0,  V= -1,  θ = 0   at          Y= 0 
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, at Y= Lu + Lh + Ld = L 

 θ = 1   at     X=0,                        Lu ≤ Y ≤ Lu + Lh   
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                                       X=H+2Δ,                Lu ≤ Y ≤ Lu + Lh   

 0




X


    at 

      X=0,             0 ≤ Y ≤ Lu and   Lu + Lh ≤ Y ≤ L   

                    X=H+2Δ,    0 ≤ Y ≤ Lu   and   Lu + Lh ≤ Y ≤ L 

Numerical method: 

The governing equations were discretized by the 

finite volume method on a staggered mesh and the 

SIMPLE algorithm was used for the treatment of 

velocity-pressure coupling. In this work, we will use 

power-law scheme described by Patankar [12], 

because it requires less computing time and provides 

better stability of the numerical solution. 

Discretization has given us a system of nonlinear 

algebraic equations; the solution requires the use of 

an iterative numerical method by using double sweep 

algorithm THOMAS. After you study a grid 

independence, the 370 x 60 grid is therefore 

considered suitable for the present study Figure 1b. 

An optimal nondimensional time step of Δτ = 104 

was used for all the computations. 

Validation 
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Figure 2  

Comparison of local Nusselt numbers for mixed 

convection 

In order to validate the computer code, by comparing 

its predictions with numerical and experimental 

results. Figure 2 shows a comparison of our calculated 

values for the axial evolution of the local Nusselt 

number for mixed convection in a vertical tube  with 

the experimental results of Zeldin and Schmidt [13], 

Marner and McMillan [14], shows that the model 

computer code is reliable. They can therefore be used 

with confidence for the study of the problem under 

consideration. 

RESULTS AND DISCUSSION 

The influence of the buoyancy on the global structure 

of the flow was examined with for fixed Reynolds 

numbers Re = 100 and varying Grashof number (103 

≤ Gr ≤104). The effects of the wall thickness and the 

heated part of the wall on the behavior of flow regime 

were studied. 

Figure 3 presents the thermal field in the case of Gr = 

1×104, 1.5×104, 2×104, 2.65×104, 3×104 and 

3.5×104. It was observed that the isotherms are 

concentrating next the heated part showing a 

maximum heat exchange. Concerning the streamlines 

Figure 4, it has been noted that for Gr = 1×104, the 

streamlines are presented with vertical lines almost 

parallel. The domination of the forced convection 

didn’t allow the apparition of the recirculation zones. 

From Gr = 1.5×104, recirculation zones appear and 

their length increase as Gr increases.  

From the value of the Grashof number 2.65×104, the 

isotherms are concentrated around each heated 

section with slight change in the curvature which 

increases as the Grashof number increases in such 

way that   dissymmetry is obtained with Y axe, this 

indicates the existence of the instability. So, it can be 

remarked that the instability begins when the critical 

value of the Grashof number is between 2.65×104 and 

3×104. The appearance of recirculation zones can be 

explained by the contrast between the direction of 

buoyancy forces and viscous forces near the heated 

part. Recirculation zone appears with the critical 

value of Grashof number. Beyond this value, the 

number of recirculation zones and their length 

increases as Grashof number increases. 
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      (a)          (b)            (c)          (d)           (e)              (f)  

Figure 3 

 Isotherms in the case of Lh=1, =0.1and Re=100:  

a) Gr=1.0x104, b) Gr=1.50 x104, c) Gr=2.0 x104, d) 

Gr=2.65 x104, e) Gr=3.0 x104, f)  Gr=3.5 x104. 
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     (a)          (b)            (c)            (d)            (e)              (f)  

Figure 4 

Stream function in the case of Lh=1, =0.1,  a) 

Gr=1.0x104, b ) Gr=1.50 x104, c) Gr=2.0 x104, d) 

Gr=2.65 x104, e) Gr=3.0 x104, f) Gr=3.5 x104 

Effects of the wall thickness on the behavior of 

flow regime  

Figure 5 shows a temporal variation of the velocity U 

at the central point of the channel for a  thickness 

equal to 0.05 for different values of the Grashof 

number. It is clear that above the value of Gr = 

2.51x104 the regime is stable, by cons below this value 

the system is disturbed (unstable), hence the critical 

point of the value of the Grashof number for this 

thickness (Grc = 2.5x104). For other thicknesses we 

have found that there is a change in the critical value 

of the Gr (Grc = 2.65 × 104 for  = 0.1, Grc = 2.79 × 

104 for  = 0.15, Grc = 2.94 × 104 for  = 0.2). 

 
Figure 5 

Time variations of velocity with heated portion Lh =1 

at the point center of the Tube, for =0.05. 

 

Figure 6 represents the thermal field in the channel 

with a heated section length equal to Lh = 1, with 

different values of thickness and Grashof number. For 

each values of the thickness, the values of Grashof 

number are taken less than the critical value. 

For the all cases, isotherms are concentrated around 

every heated section and the dynamic field is 

represented with streamlines for the same 

Richardson numbers. It has been remarked the 

presence of two recirculation zones each one 

adhered to a heated part. The recirculation zone next 

the left heated part has a clockwise rotation, on the 

contrary, the recirculation zone next the right heated 

part has the opposite direction.  Symmetry is 

observed with the vertical midline. This indicates 

stability for all cases studied. The two-recirculation 

zones become larger as the thickness increase. 

 

        
         (a)                    (b)                       (c)                     (d)            

Figure 6 

Isotherms and Stream function in the case of Lh=1, 

for different thickness:  a) =0.05, Gr=2.5x104, b) 

=0.1, Gr=2.65x104, c) =0.15, Gr=2.79x104, d) 

=0.2, Gr=2.94x104. 

 
(a) 

 
(b) 

Figure 7 

Vertical and horizontal Velocity profile at the center 

of the tube for different thickness and of critical Grc. 
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Figures 7. represent the vertical and horizontal 

profiles at the center of channel with a heated part 

length equal to Lh=1, with different values of 

thickness and Grashof number. For each values of 

thickness, the values of the Grashof number are taken 

less than the critical values. 

When    the thickness of the wall changes, the critical 

point where all profiles are identical can be found, 

this is caused by the increasing of Richardson 

number, which lead to the increase of the 

recirculation zones size. The recirculation zones 

work as an obstacle and lead to the fluid velocity 

increase reaching the maximal velocity Vmax=-2.32 

in the center of the channel as shown in Figure 7a. 

Effects of the heated part of the wall on the 

behavior of flow regime 

Figure 8 represents the temporal variation of the 

velocity U in the central point of the channel for the 

value of the length of the heated section Lh=0.25 for 

different values of the Grashof number. 

It is clear that  above the value of Gr = 2.75x104 the 

regime is stable, by cons below this value the system 

is disturbed (unstable), hence the critical point of the 

value of the Grashof number for this length of the 

heated section (Grc = 2.75x104). 

For other values of the Lh we have found that there's 

a change in the critical value of the Grashof number 

(Grc = 2.65 × 104 for Lh = 0.1, Grc = 2.57 × 104 for Lh 

= 0.2 , Grc = 2.54 × 104 for Lh = 0.3). 

 
Figure 8 

Time variations of velocity with thickness ∆=0.1 

at the point center of the Tube, for  Lh =0.25. 

 

Figure 9 shows the streamlines and isotherms in 

channel for different values of the length of the 

heated section and Grashof number. Two 

recirculation zones were created near the heated 

section and growing in length with the heated 

section length increase and the Grashof number 

decrease simultaneously. Isotherms are 

concentrated near the heated section and getting 

larger with the heated section length increase and 

Symmetry with the vertical midline is remarked. 

 

        
         (a)                    (b)                       (c)                     (d)            

Figure 9 

Isotherms and Stream function in the case of =0.1, 

for different length of heated portion: 

a) Lh =0.25, Gr=2.75x104, b) Lh =1.0, Gr=2.65x104, 

c) Lh =2.0, Gr=2.57x104, d) Lh =3.0, Gr=2.54x104. 

Figures 10 show the vertical and horizontal 

velocity profiles at the center of channel with 

different values of the heated section and 

Grashof number length. For each values of the 

heated section length the Grashof number less 

than the critical values are taken. The profiles in 

all cases are identical and they have the same 

curvature and maximal velocity Vmax = -2.32.  

      
    (a)                                            

 
 (b) 

Figure 10 

Vertical and horizontal Velocity profile at the center 

of the tube for different heated portion and of Grc. 
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CONCLUSIONS 

The principal motivation on this work is the 

contribution and the understanding of the 

phenomena of dimensional mixed convection in a 

vertical tube, which represent an important 

section in the study field of heat transfer. The 

heated parts in the vertical wall are in constant 

temperature. Results obtained from deferent 

simulations were analyzed and show: 

 

 The size of the circulation area increase with 

the increasing of the Gr number and the role 

of an obstacle, which decrease the flow area. 

 The increasing of the heated part provoke the 

instability of the flow on the contrary the 

increasing of the thickness of the tube 

provoke the stability of the flow. 
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ABSTRACT 
In the present study, the effect of volumetric gas radiation on mixed double diffusive convection in a lid-driven 

square cavity is investigated numerically. The vertical boundary walls are maintained at different but uniform 

temperatures and concentrations gradients in order to create cooperating flow. The horizontal walls are thermally 

insulated and impermeable to mass transfer. The walls of the enclosure are assumed to be opaque, diffuse and 

grey. The flow behavior is analyzed when the top wall moves right side at a constant velocity and the other walls 

remains stationary.  The cavity is filled with grey gas mixture considered as absorbing, emitting and not scattering 

medium. The governing differential equations are solved by a finite-volume method, by adopting the SIMPLE 

algorithm for pressure–velocity coupling. The discrete ordinate method is used in modeling the radiative transfer 

equation. Results were presented in the form of isotherms, isoconcentrations, velocities profiles and heat and 

mass transfer for various values of Richardson number (Ri), Buoyancy ration (N), and optical thickness (τ). 

KEYWORDS: Double-Diffusion, Laminar Mixed Convection, Volumetric Radiation, Discrete Ordinate 

Method, Lid-Driven Enclosure. 

INTRODUCTION 
 

The problem of the double diffusion in binary mixtures 

combined to the radiation was seldom addressed in the 

past. Rafieivand [1] was the first to consider the 

coupling between double diffusive natural convection 

and gas radiation. The fluid enclosed in a differentially 

heated rectangular cavity, was regarded as a gray gas 

whose absorption was proportional to the local 

pollutant concentration. Mezrhab et al. [2] conducted 

a numerical study of double-diffusion convection 

coupled to radiation in a square cavity filled with 

participating gray gas. Mixed convection problem with 

lid-driven flows in enclosures have been studied for 

various geometry configuration in the past. Various 

thermal and flow boundary conditions have been 

considered. Teamaha et al. [3] performed a numerical 

simulation of double-diffusive mixed convective flow 

in rectangular enclosure with insulated moving lid. 

However, the effect of radiation was often neglected in 

the majority of the available studies. The problem of 

combined mixed convection and radiation is complex. 

In our case of combined double diffusive mixed 

convection and radiation it involves the interaction 

between the combining temperature and concentration 

buoyancy forces (double diffusion), forced convection 

induced by the shear force due to lid movement and 

surface-volumetric radiation. Among the few studies 

in this field, Belmiloud et al. [4] conducted a 

numerical study of mixed convection coupled to 

surface radiation in a square cavity with a lid-driven 

(moving top wall), where the cavity were filled with 

air (non-participating medium). Mahapatra [5] have 

investigated the interaction of mixed convection in 

two-sided lid driven differentially heated square 

enclosure with radiation in presence of radiatively 

absorbing, emitting and scattering gray medium. 

They noticed that for buoyancy–aiding flow, in the 

presence of radiation, the flow becomes stronger and 

the heat transfer enhances. The authors of the 

reference [6] studied the effect of radiation heat 

transfer on mixed convection in a lid-driven 

trapezoidal cavity filled with a gray participating 

medium. The walls were considered black. 

According to the fact that, there is no study dealing 

with combined double diffusive mixed convection 

and volumetric radiation in lid driven cavity, in the 

present study, we focus on the effect of volumetric 

gray gas radiation on double diffusive mixed 

convection in differentially heated square enclosure, 

with moving top wall, filled with binary mixture and 

subject to cooperating buoyancy and shear force.  

 

ANALYSIS AND MODELLING 
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The studied physical system is represented in Figure 1. 

It consists in a square cavity of width L, filled with 

binary mixture. The vertical walls of cavity are black 

and maintained at constant temperatures (TH>TC) and 

concentration (CH>CL). The horizontal walls are 

adiabatic, impermeable and perfectly reflective. The top 

wall moves right side at a constant velocity U0. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1 

Physical model 

 

Governing Equations 
In this paper the flow considered is assumed to be two-

dimensional, steady and laminar. The fluid in the cavity 

is a mixture of binary fluid. This fluid is assumed 

Newtonian, incompressible, with constant 

thermophysical properties and satisfying the Boussinesq 

approximation. Under these assumptions, the fluid 

motion is described by the following set of non-

dimensional equations: 
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The divergence of the radiative heat flux . RQ  in the energy 

equation (5) is the radiation energy vector flux, given by [2] 

:  

 . ( ) ( ) ( )RQ r r G r                                                          (6) 

Where (r) is the optical thickness in the medium at any 

position r, (r) is the emissive power and G(r) stand for the 

incident radiation at the point r. (r) and G(r) are given by: 
4
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I is the dimensionless radiation intensity ( 4

0/I I T   ) in the 

direction s. I is the local radiation intensity. It is obtained by 

solving the radiative transfer equation (RTE). For an 

absorbing, emitting and non scattering gray medium, the 

RTE is given as [7]:                                                            
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The following dimensionless parameters are defined. 
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Where U0 lid-driven plate velocity 

 

Boundary Conditions 
The boundary conditions for the considered 

problem are as follows: 

Left wall (X = 0):  = 0.5, S = 0.5, U = V = 0 

Right wall (X = 1):  = - 0.5, S = -0.5, U = V = 0 

Bottom wall (Y = 0):
 

0,  0c r

S
q q

Y


  


, U = V = 0 

Top wall (Y = 1): 0,  0c r

S
q q

Y


  


, U = U0 , V = 0 

For an enclosure with opaque, emitting and diffusely 

reflecting walls, the boundary conditions used for 

solving the radiative transfer equation are: 
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Where w is the emissivity of the surface, n is the unit 

normal vector, Ω is the direction of the outgoing 

radiation intensity, and Ω′  is the incoming direction 

associated with the elementary solid angle 𝑑Ω′ [2].

 

 

Heat and Mass Transfer 

The average Nusselt numbers (convective, radiative 

and total) numbers at vertical walls are defined as 

follows [8]: 

TH 
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NUMERICAL PROCEDURE 
 

The governing equations and the associated 

boundary conditions are solved numerically using the 

finite volume method. The diffusion terms in the 

governing equations are discretized using the central 

difference scheme (CDS); while, a power scheme is 

employed for the convective terms. A staggered non 

uniform grid system together with the SIMPLE 

algorithm is adopted to solve for the pressure and the 

velocity components. The discrete ordinate method is 

used in modeling the radiative transfer equation. The 

physical domain is discretized into a non-uniform 

Chebyshev grid (161x65), which ensures thin grid 

spacing close the walls, and a coarser mesh system in 

the core region. The discretized equations are 

iteratively solved by using an ADI scheme, until the 

satisfaction of the following convergence criterion: 
1
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Where  represents a dependent variable U, V and , 

the indexes i, j indicate a grid point; and the index n 

the current iteration at the finest grid lever. 

Additionally, reliable numerical results were obtained 

by performing energy over the physical domain. 

 

Validation of Computational Model: 
The study is compared with an earlier work on double-

diffusive mixed convective flow in rectangular 

enclosure with insulated moving lid was performed by 

Teamaha et al. [3]. The Comparison of results is 

illustrated in Fig. 2. The figure shows good agreement.  

Combined Double diffusive convection with gray gas 

radiation was also considered for validation against 

results provided Rafieivand [1] and Mezrhab et al. [2]. 

The average Nusselt number, according to the optical 

thickness, obtained agrees within a maximum relative 

error of 0.7% (at Ra=5×106 ,  N=4; Pr=0,71; Pl=0,02; 

θ=1.5, τ=τ0(C*(M)+0.5), SN=8).  

 

   
         (a) Teamaha et al.[5]      (b) Present results 
 

Figure 2 

Comparaison of istherms and streamlines  

with Teamaha et al. [3]  

Gr=105, Pr=0.7, Le=1, N=1 and Ri=1. 

 

RESULTS AND DISCUSSION 
 

Conditions of Simulation: 
The configuration under consideration is a square 

cavity of side L, filled with a binary mixture. The left 

and right vertical walls are maintained isothermal at 

the hot temperature TH=580K and the cold 

temperature TC=530K, respectively. The top wall is 

moving right side what makes thermal and mass 

buoyancy forces and shear forces in the same 

movement direction (cooperating case). The velocity 

of the moving wall is constant calculated as function 

of Richardson number. 

The mathematical model developed in the previous 

section was used to investigate the mutual interaction 

between the radiation and the double diffusive 

laminar mixed convection flow in a lid-driven cavity. 

In this study, the Prandtl number, Rayleigh number, 

Planck number and Lewis number were held fixed to 

Pr = 0.71, Ra = 5.106, Pl = 0.02 and Le = 1. In all the 

computations, the reference pressure of the mixture is 

1 atm and the thermo-physical  properties of the 

mixture  are  taken  to  be  constant  and  evaluated  at  

the mean temperature T0=(TH+TC)/2  and the mean 

concentration C0(CH+CL)/2.  

To solve the radiative transfer equation using the DOM 

method [8], it was used the S8 quadrature set.  

In order to analyze the effects medium radiation 

(participating medium) on the double-diffusive 

mixed convection, three values of optical thickness 

are considered (0.1, 1 and 5). In this study, we have 

considered that the absorption coefficient depends on 

the local pollutant concentration: (r) = 0[C(r)/CH]. 

This assumption leads to the following expression 

[1]: (r) = 0(S + 0.5). 

The Reynolds number is varied by varying the lid 

velocity U0, to achieve the required Richardson number 

Ri=1 and Ri=10. the buoyancy ratio is studied with 

positive values N=1 and N=4 (assisting flow). 
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Flow Patterns Results: 
From the previous studies, the effect of the 

Buoyancy ration (N) and the Richardon number (Ri) 

on the fluid flow and heat transfer in the absence of 

radiation is well known. Therefore, this study will 

focus on the role of volumetric radiation on the double 

diffusive laminar mixed convection. The effect of both 

Buoyancy ration and Richardson number as well as the 

optical thickness on double-diffusive mixed 

convection in a lid-driven square enclosure, are 

examined. 
          =0.1                      =1                       =5 

   
Isotherms 

   
Isoconcentrations 

   
Streamlines 

                (a)                         (b)                        (c)  

 

Figure 3 

Isotherms Isoconcentrations and Streamlines  

for N=1 and Ri=1.  (a) =0.1; (b) =1, (c) =5 
 

Figure 3 shows the isotherms, isoconcentrations and 

streamlines for the different values of the optical 

thickness in the case where N=1 and Ri=1. As it is seen 

the radiation modifies the distribution of the 

temperatures more than the distribution of the 

concentration. The streamlines are considerably affected 

by the increasing of .  
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Streamlines 

              (a)                       (b)                       (c)  

 

Figure 4 

Isotherms Isoconcentrations and Streamlines  

for N=1 and Ri=10.  (a) =0.1; (b) =1, (c) =5 
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                (a)                      (b)                      (c)  

 

Figure 5 

Isotherms Isoconcentrations and Streamlines  

for N=4 and Ri=1.  (a) =0.1; (b) =1, (c) =5 

 

The increase of the Richardson number to Ri=10  in 

figure 4 shows that the effect of radiation is more 

accentued because the shear forces due to the moving 

top wall are weak. 

 

   
Isotherms 

   
Isoconcentrations 
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Streamlines 

             (a)                         (b)                      (c)  

 

Figure 6 

Isotherms Isoconcentrations and Streamlines  

for N=4 and Ri=10.  (a) =0.1; (b) =1, (c) =5 

 

When the buoyancy ration increases N=4 (fig. 5, 6), i.e. 

when the mass forces are more dominant, for both values 

of Richardson number (1 and 10), the radiation has less 

effect on the dynamics and flow.  

 

Effect of Radiation on Thermal Field: 
The overall changes in the temperature field for 

different values of buoyancy ration, Richardson 

number and radiative transfer are displayed in Fig. 7 

and 8. In all studied cases, as the opacity increases, the 

température at the median plane (Y=0.5) of the cavity 

increases. The temperatures are higher for the case 

when the mass buoyancy forces dominate. 
 

  
                    (a)                                      (b)              

Figure 7 

Temperature at midium plane Y = 0.5 for Ri=1.   

(a) N=1; (b) N=4 
 

 
                    (a)                                      (b)              

Figure 8 

Temperature at midium plane Y = 0.5 for Ri=10.   

(a) N=1; (b) N=4 

 

For the case of Ni = 4 and Ri = 10, where where the 

shear forces are neglected, a part of this contribution 

of heat will be evacuated by convection along the 

cold wall. 

 

Effect of Radiation on the Dynamic Field: 
To examine the flow in the cavity, velocity profiles at 

vertical centerline are produced and presented in fig. 

9 and 10. Fig.9 shows the horizontal velocity for N=1 

and Ri=1. The effect of radiation is seen in the bottom 

of the cavity for higher value of the opacity. For N=4, 

the effects of gas radiation is negligeable. 

Fig. 10 shows that as Richardson number increases, 

at =5, the flow is more accelerated for the case of 

R=1, when the thermal buoyancy forces dominates. 

But when the mass buoyancy forces increase (N=4) 

this trend weakens.   

 

   
                      (a)                                        (b)              

Figure 9 

Horizontal velocity at median plane X = 0.5  

for Ri=1.  (a) N=1; (b) N=4 
 

  
                      (a)                                       (b)              

Figure 10 

Horizontal velocity at median plane X = 0.5  

for Ri=10.  (a) N=1; (b) N=4 

 

Heat and Mass Transfer: 
The variations of total Nusselt numbers as functions 

of buoyancy ration and Richardson number for the 

three cases of the medium opacity are shown in table 

1. As can be seen, the increase of buoyancy ratio leads 

to the increase of the heat transfer for all the value of 

the optical thickness. While the increase of the 

Richardson number leads to the decrease of heat 

transfer.  

Table 1 
Average total Nusselt number (Nut)  
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Buoyancy 

ratio (N) 

Richardson 

number (Ri) 
Optical thickness () 

0.1 1 5 

1 1 55.68 50.56 40.31 

10 54.21 47.87 37.06 

4 1 59.78 53.69 41.53 

10 58.42 51.23 38.16 

The same tend of variations of total Sherwood numbers is 

seen in table 2 as the Nusselt number.  

 

Table 2 
Average Sherwood number (Sh)   

Buoyancy 

ratio (N) 

Richardson 

number (Ri) 
Optical thickness () 

0.1 1 5 

1 1 18.28 17.98 17.40 

10 17.13 16.95 16.49 

4 1 22.55 22.50 22.43 

10 21.44 21.44 21.43 

 

CONCLUSIONS 
 

The effect of volumetric gas radiation on mixed double 

diffusive convection in a lid-driven square cavity is 

investigated numerically. It has been performed for 

three cases characterized by different value of the 

medium opacity. Two modes of flow, according to the 

buoyancy ration N and two modes of heat transfer 

regime characterized by the Richardson number have 

been considered.  

In a view of results, the main finding can be 

summarized as follows: 

The increasing of the opacity of the medium modifies 

the distribution of the température, concentration.  

For N>1, when buoyancy forces dominates, 

volumetric radiation has less effect on the dynamics and 

flow. As the opacity increases, the température at the 

median plane of the cavity increases. 

For Ri>1, dynamic field become sensitive to 

volumetric radiation of the medium. The flow is 

decelerated and the variation of the optical thickness is 

more noticed. 

As the opacity of the medium increases, the heat and 

mass transfer are enhanced with the increasing of the 

buoyancy ration. 

The decrease of the Richardson number leads to the 

decrease of the heat and mass transfer for all the value of 

the optical thickness.  
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ABSTRACT  
The main objective of this work is to study numerically the unsteady natural convection phenomena in water 

filled rectangular enclosure with hot partitioned wall. 

The fluid flow and the heat transfer described in terms of continuity, linear momentum and energy equations 

were predicted by using the finite volume method. Streamlines, isotherms and local Nusselt number time 

evolution are presented for all investigated values. The aspect ratio of the geometry, Prandtl number are fixed 

at 0.24, 6.64, respectively, for different partitions lengths; however the Rayleigh number values were ranging 

from 106 to 3,77x109 in order to observe the transition regime. Representative results illustrating the effects of 

the partition length for the heat transfer and the thermal boundary layer are also reported and discussed. The 

obtained results show that the presence of the partition on the hot wall affects both heat transfer and fluid 

flow. It was found that the average Nusselt number increases with increase in the Rayleigh number. Also, as 

the dimensionless partition length increases, the flow speed within the partitioned enclosure decreases.  

Moreover, the features of the unsteady flow induced by the presence of partitions are characterized and the 

mechanisms responsible for the unsteadiness are discussed. 
Keywords: Natural Convection, unsteady regime, partial partitions, Rayleigh Number, Nusselt Number, Partitions Length 

NOMENCLATURE 
g gravitational acceleration (m/s2) 

h convective heat transfer coefficient (W/m2 

K) 

H height of the enclosure (m) 

L width of the enclosure (m) 

Nu Nusselt number 

p pressure (N/m2) 

Pr Prandtl  number 

Ra Rayleigh number 

T temperature (K) 

𝑇ℎ temperature of the hot surface (K) 

𝑇𝑐 temperature of the cold surface (K) 

𝑇0 initial temperature (K) 

𝑇𝑚 average temperature (k) 

∆𝑇 Temperature variation, Th –Tc  (k) 

U velocity component in x direction (m/s) 

V velocity component in y-direction (m/s) 

x, y Cartesian coordinates (m) 

W partition thickness 

L partition length 

Greek symbols  

𝑘 thermal conductivity of fluid (W/m k) 

𝛼 thermal diffusivity (m2/s) 

𝛽 coefficient of volumetric expansion (1/K) 

𝜃 dimensionless temperature, (T -To) 

𝜇 dynamic viscosity (N s/m2) 

𝜌 fluid density (kg/m3) 

Subscripts  

C cold 

H hot 

0 initial 

 

INTRODUCTION  
Natural convection flows in a differentially heated 

cavity are usually encountered in various industrial 

applications such as heat exchangers, nuclear 

reactors, cooling of electronic equipment and thus 

the studies of natural convection flows in the cavity 

have been extensively reported in the literature over 

the past decades. 

Batchelor [1] has shown that the heat transfer 

through the cavity is dominated by conduction for 

sufficiently small Rayleigh numbers. However De 

Vahl Davis [2] et al has focused on the steady 

natural convection flow in the cavity. On the other 

hand, Patterson et al [3] studied unsteady natural 

convection in a rectangular cavity with 

instantaneous cooling and heating of two opposite 

vertical sidewalls. They concluded that the flow had 

a strong dependence on the Prandtl number and 

cavity aspect ratio. 

Yucel et al [4] indicated in their numerical analysis 

of laminar natural convection in enclosures with fins 

attached to an active wall that with increasing 

number of fins the heat transfer first reaches a 

maximum and then approaches a constant, which is 

not affected by the number of fins. At low Rayleigh 

numbers, the heat transfer rate increases with the 
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increasing number of fins and the fin length. But, at 

higher Rayleigh numbers, the heat transfer rate can be 

decreased or increased by properly choosing the 

number of fins and the fin lengths. 

The transition of the thermal boundary layer from 

start-up to a quasi-steady state in a side-heated cavity 

is observed using a shadowgraph technique is also 

investigated by Xu et al [5]. A significant feature of 

the transition revealed from the present flow 

visualization is the formation of a double-layer 

structure along the sidewall at the entrainment 

development stage. It was believed that the reverse 

flow in the double-layer structure is the likely cause 

responsible for the unstable travelling waves at the 

quasi-steady state. They performed a direct numerical 

simulation of unsteady natural convection in a 

differentially heated cavity with a thin fin of different 

lengths on a sidewall at the Raleigh number of 3.8 

×109. They found that the fin length significantly 

impacts on the transient thermal flow around the fin 

and heat transfer through the finned sidewall in the 

early stage of the transient flow development.  

Numerical investigations of transient natural 

convection flow through a fluid-saturated porous 

medium in a rectangular cavity with a convection 

surface condition were conducted by Pakdee et al [6]. 

The exposed surface allows convective transport 

through the porous medium, generating a thermal 

stratification and flow circulations. They found that 

the heat transfer coefficient, Rayleigh number and 

Darcy number affect considerably the characteristics 

of flow and heat transfer mechanisms and the flow 

pattern is found to have a local effect on the heat 

convection rate. 

The two-dimensional laminar natural convective 

transient flow characteristics in a differentially heated 

air-filled tall cavity with gradual heating are 

investigated both experimentally and numerically for 

various parameters such as Rayleigh number and 

temperature difference by Kolsi et al [7]. The results 

revealed that as the Rayleigh number increases the 

flow becomes unstable. Also, the flow characteristics 

are observed to be multi-cellular and time variant 

especially at high Rayleigh numbers.  

In addition to the above-mentioned earlier studies, 

comprehensive investigations of the natural convection 

flows in the cavity with a partition on the sidewall 

have been reported in the recent literature. The effects 

of the size, material and position of the partitions on 

the natural convection flows in the cavity have been 

paid much attention. In most of these studies, the 

thickness of the partition is considered to be 

sufficiently small in comparison with the fin 

partition and thus the fin length is the major 

geometric parameter for controlling the natural 

convection flows in the cavity. 

Frederick et al [8] reported in their study that the 

heat transfer through the finned sidewall is reduced 

as the fin length increases due to the depression of 

the natural convection flows adjacent to the finned 

sidewall.  

The transition from a steady to an unsteady flow 

induced by an adiabatic fin on the side walls was 

also carried out by Xu et al [9] they demonstrated 

that the fin may induce the transition to an unsteady 

flow and the critical Rayleigh number for the 

occurrence of the transition is between 3.72 x106 

and 3.73x 106. Thus Paul et al [10] treated the 

Effect of an adiabatic fin on natural convection heat 

transfer in a triangular enclosure by numerical 

simulations.  

Rahman et al [11] investigated the unsteady natural 

convection heat transfer in an isosceles triangular 

enclosure filled with Al2O3 nanoparticles. Their 

study was performed using the finite element 

method and the most important of their finding was 

the increasing of the heat transfer with addition of 

nanoparticle and increasing of the Rayleigh number.  

The aim of this investigation is to simulate the 

unsteady natural convection in a differentially 

heated cavity with a different length of partitions on 

the hot wall. The present work is an extension of the 

work already established by Xu et al [12] which 

they treated similar cavity. The side walls are 

assumed to be differentially heated and the flat top 

and bottom walls are considered as adiabatic. The 

thermal and flow behavior and heat transfer 

characteristics have been studied for various 

Rayleigh number and partition lengths. The working 

fluid media is water with Prandtl number of 6.64 

and Rayleigh number ranging from 106 to 3.77 x 

109. The wave features of the thermal flows around 

the partition are characterized and discussed in this 

paper.  

 

ANALYSIS AND MODELLING 
 

Problem Position and mathematical formulation: 

The two-dimensional rectangular computational 

domain and boundary conditions are shown in Fig. 

1. The domain which is H=0.24 m high by L=1m 

long is considered. One partition is placed in the 

mid height of the hot wall, the partitions length has 
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been changed (l=L/16, L/8, L/4, L/2); however, the 

partition thickness was fixed at w=H/12.  

With 𝑇ℎ = 303,55𝐾 and 𝑇𝑐 = 287,55𝐾 then 𝑇𝑚 =
295,5𝐾  and ∆𝑇 = 16𝐾 

 
Figure1 

Schematic of the computational       domain and 

boundary conditions 

 

The governing equations (Navier Stokes and energy 

equations with the Boussinesq approximation) of the 

transient natural convection flows are written as 
𝜕𝑢

𝜕𝑥
+

𝜕𝑣

𝜕𝑦
= 0 

(1) 

 
𝜕𝑢

𝜕𝑡
+ 𝑢

𝜕𝑢

𝜕𝑥
+ 𝑣

𝜕𝑢

𝜕𝑦
= −

𝜕𝑝

𝜕𝑥
+

𝑃𝑟

𝑅𝑎1/2
(

𝜕2𝑢

𝜕𝑥2
+

𝜕²𝑢

𝜕𝑦²
) 

(2) 

𝜕𝑣

𝜕𝑡
+ 𝑢

𝜕𝑣

𝜕𝑥
+ 𝑣

𝜕𝑣

𝜕𝑦
= −

𝜕𝑝

𝜕𝑦
+

𝑃𝑟

𝑅𝑎1/2
(

𝜕²𝑣

𝜕𝑥²
+

𝜕²𝑣

𝜕𝑦²
) + 𝑃𝑟𝑇 

(3) 

𝜕𝑇

𝜕𝑡
+ 𝑢

𝜕𝑇

𝜕𝑥
+ 𝑣

𝜕𝑇

𝜕𝑦
=

1

𝑅𝑎1/2
(

𝜕²𝑇

𝜕𝑥²
+

𝜕²𝑇

𝜕𝑦²
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(4) 

 

Where 

  𝑅𝑎 =
𝑔𝛽𝐿𝑟𝑒𝑓

3 ∆𝑇

𝜇𝛼
 and 𝑃𝑟 =

𝜇

𝜌
 

  (5) 

The average Nusselt number is defined as follows: 

𝑁𝑢 = − ∫
ℎ. 𝑦

𝑘

𝐿

0

𝑑𝑦 =
ℎ. 𝐿

𝑘
 

(6) 

The governing equations are implicitly solved using a 

finite volume PISO algorithm. All second derivatives 

and linear first derivatives are approximated by a 

second-order center-differenced scheme. The 

advection terms are discretized by a QUICK scheme as 

described in the paper of .Xu [13]. The time 

integration is by a second-order backward difference 

method. The discretized equations are iterated with 

under relaxation factors. A fine non-uniform grids 

concentrated in the proximity of the partition is 

constructed. This grid shows that the numerically 

generated results are consistent with the corresponding 

experiments. Nevertheless, a further grid dependence 

test has been conducted on two grids 563 × 199 and  

596 × 259 due to the slight variation between the 

current configuration and the earlier configuration 

reported in [13]. 

 

RESULTS AND DISCUSSION 
In order to obtain insights into the steady and 

unsteady flow adjacent to a partitioned wall, 

numerical simulations for different Rayleigh number 

values and partitions length are carried out. The 

partition is an important factor to determine the 

transition of natural convection flows in the cavity 

to a steady or unsteady regime. Figure 2 illustrates 

time series of the calculated temperatures at the 

point (x= 0.498, y= 0.09) identified in the vertical 

boundary layer for different partitions length for 

high Rayleigh number (Ra=3.77*109). It was clearly 

seen that the peaks are generated called leading edge 

effect (LEE). The temperature is oscillatory in 

unsteady state.  

It means that the transition from a steady to 

unsteady flows occurs as the Rayleigh number 

increases. It was also noticed that the partition 

(L/16) induces stronger perturbations than the other 

partitions. 
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Figure 2 

 Temperature versus time, plotted at point (0.498, 

0.09) for Ra =3.77*109 at different partition 

lengths 
 



17-20 May 2016, La Rochelle, France 

 

560 Zemani et al., 

 isotherms Stream function 
R

a=
1

0
6
 

  

R
a=

1
0

7
 

  

R
a=

1
0

8
 

  

R
a=

1
0

9
 

  

R
a=

3
.7

7
x
1
0

9
 

  

 Figure 3 

 Isotherms and streamline contours for different 

Rayleigh number at t=60000 s for l=L/4. 
 

In order to observe the flow dependence on the 

Rayleigh number, Figure 3 presents a set of isotherms 

and streamlines for different Rayleigh numbers and for 

L/4 partition length. It was clearly seen that the flow is 

steady if the Rayleigh number is lower than a critical 

value; however an increase of the Rayleigh number 

values the flow becomes unsteady and a lot of 

perturbations are developed around the partition. The 

same behavior was also observed for the streamlines 

contours. 

Figure 4 shows the thermal flow contours in both early 

and quasi steady stage for all partitions length tested. It 

was clearly seen that the partition length has an 

important effect thus the flow depends systematically 

on the partition length. The flow may very smooth near 

the partition and the oscillation of the shedding flow 

disturbs the thermal boundary layer which eventually 

approaches a periodic flow. This phenomenon was 

observed in the cavity with the L/2 partition length. As 

time increases, the position of separation moves 

further away from the hot wall. The shedding flow 

separating from the partition induces two peaks wave, 

and the two peaks eventually merge into a single one 

while they propagate downstream. 

 (a)  t=250s (b) t=5000s 

L
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L
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L
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L
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 Figure 4 

Thermal flows, (a) in the early stage, (b) in the quasi-

steady stage, for different partitions length. 

 

The mean Nusselt number along the hot partitioned 

wall versus time was plotted for different Rayleigh 

numbers value and different partitions length. The 

perturbations induced by the oscillation of the 

thermal flow around the partition have more room to 

grow. As a consequence, the heat transfer through 

the partitioned hot wall is notably enhanced so the 

presence of partition on the hot wall shows a 

promising result for the enhancement of the heat 

transfer through a differentially heated cavity. 
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(c) 

Figure 5 

Mean Nusselt number, Nu along the hot wall 

versus time for different Rayleigh number and different 

partition   length  (a) l=L/8, (b) l=L/4 and (c) l=L/2 

 

CONCLUSIONS 
In order to control the heat transfer through the 

sidewall, the problem of transient natural convection 

in a differentially heated cavity with a partition on the 

heated sidewall has been investigated in this paper. It 

was important to note that the partition may 

significantly change the transient natural convection 

flow. The transition of the natural convection may be 

classified into three stages: an initial stage, a 

transitional stage and a quasi steady stage. The 

numerical results have demonstrated also that the 

partitions on the sidewall may play an important role 

in controlling the transient natural convection and heat 

transfer through a differentially heated cavity in the 

present Rayleigh number range (the order of 109). It 

was also noticed that the perturbation induced by the 

partition enforce the convection and enhance the heat 

transfer through the sidewalls. 
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ABSTRACT  
This work consists of a numerical study of a laminar stationary forced convection inside a flat horizontal 

channel partially filled with a porous medium, it is assumed that the porous medium is anisotropic hydro-

dynamically, and the walls are maintained at a constant heat flux. The model of Darcy-Brinkman-

Forchheimer is used to describe the flow in the porous region. The numerical finite volume method is used 

for solving the equations of conservation of mass and momentum and energy, and the associated boundary 

conditions. The present work aims specify the nature of the convective motions in anisotropic porous 

medium.  

Key Words: Porous media, anisotropic, forced convective flow, Darcy-Brinkman-Forchheimer equation.  

NOMENCLATURE 
Cp: specific heat (J Kg-1 K-1) 

Da: Darcy number (=K1/H
2) 

ep : thickness of the porous layer 

E: dimensionless thickness of the porous layer 

f: friction factor 
 

F: Forchheimer coefficient 

(fRe)L: local friction coefficient in the established 

region  

h: coefficient of convective exchange (W m-2 K-1) 

H: height of half of the channel 

J: kinematic viscosity ratio (
eff f  ) 

k : thermal conductivity (W m-1 K-1) 

K1, K2: permeabilities along the two main axes of the 

porous matrix 

[K]: tensor of permeability 
*K : anisotropic permeability ratio (=

1 2/K K ) 

l: channel length (m) 

L: dimensionless length of the channel 

Nu: Nusselt number (= 2  / fh H k ) 

p: pressure (N m-2) 

Pr: Prandtl number (  f f p ff
C k    ) 

Rc : thermal conductivities ratio (=
eff fk k ) 

R  : viscosity ratio (=
eff f  ) 

Re: Reynolds number ( /f fu H  ) 

T: temperature (°C) 

V : velocity vector 

Greek symbols 

 : kinematic viscosity (m2 s-1) 

: dynamic viscosity (kg m-1 s-1) 

 : density (Kg m-3) 

 : porosity of the porous medium 

 : anisotropy angle (°) 

f : thermal diffusivity   f f
k C

 
1- INTRODUCTION  

In recent years considerable research efforts have 

been devoted to the study of heat transfer by natural 

or forced convection into cavities filled with a 

porous medium saturated by a fluid, due to 

widespread applications in modern technologies [1-

4]. 

A substantial part of theoretical and experimental 

investigations of heat transfer by convection in 

porous media have treated the case of isotropic 

materials [4, 8-11], other studies treated the heat 

transfer by convection in porous anisotropic media 

[12]. However, in many practical situations, porous 

materials are anisotropic in mechanical as well as in 

their thermal properties.  

In this study we present a hydrodynamic and thermal 

analysis of a steady, laminar incompressible flow 

within a channel, partially or completely filled with 

an anisotropic porous medium. 
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2- ANALYSIS AND MODELLING 

2.1- Presentation of the physical system: 

The physical system studied here is illustrated in the 

(figure 1). 

The system consists of two horizontal and parallel flat 

plates of length (l) separated by a distance 2H. Both the 

top and the bottom plate are maintained at a constant 

heat flux 
wq . The axis (ox') is positioned on the bottom 

wall, from which an axial symmetry axis (oy’) is taken. 

The channel contains a porous layer with thickness 

‘ pe ’ in half of the channel, and saturated with a fluid 

such as the porous medium is characterized by an 

anisotropic permeability and an isotropic thermal 

conductivity. Permeabilities along the two main axes of 

the porous matrix are denoted by K1 and K2, and the 

anisotropy ratio is then defined as *

1 2K K K . The 

orientation angle ‘θ’ is defined as the angle between the 

horizontal direction and the main axis of the 

permeability K2. The fluid enters the channel at a 

uniform temperature and a uniform velocity (equals to 

the dimensionless velocity). 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Physical model and coordinate system. 

In the present model, we adopt the following 

assumptions:  

For the flow field: the flow is steady laminar and two-

dimensional, the fluid is Newtonian and 

incompressible, and no volume forces were considered.  

For the thermal field: the radiation heat transfer is 

negligible; neither viscous dissipation nor internal heat 

source were considered.  

Furthermore, the fluid is in local thermal equilibrium 

with the solid matrix and the thermal properties for 

both the fluid and the solid matrix are constants. 

2.2- Governing equations: 

Fluid flow: To formulate the governing equations we 

use the Navier-Stokes equations in the fluid region and 

the Darcy-Brinkman-Forchheimer [1] equation in the 

porous region.  

Those equations can be formulated in the main 

reference system (x', y') using rotating matrices 

connecting the components of the velocity vector of 

a coordinate system (xr ', yr') to a coordinate system 

(x', y'). 

2.3- Dimensionless form of the governing 

equations: 

After using dimensionless variables, the dimensionless 

form of the governing equations are: 

Fluid flow: For both the fluid and the porous region 

the dimensionless continuity equation is as follows: 

0
u v

x y
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Energy equation: 

In the fluid region  
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In the porous region  
2 2

2 2Pr Re

cRT T T T
u v

x y x y

    
   

    

  (7) 

Dimensionless boundary conditions: 

In dimensionless form the boundaries conditions can 

be written as follows: 
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2.4- Definition of other required parameters: 

After using dimensionless variables 

The coefficient of friction for fluid flow is defined as: 

   
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       (11) 

We define the Nusselt number as follows: 
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3. NUMERICAL RESOLUTION AND 

VALIDATION 

For the resolution of the resulting system of coupled 

equations and boundary conditions associated we 

opted used a numerical method based on the finite 

volume method [6].  

In order verify the reliability of the code we 

presented a comparison of the velocity profile with 

Poiseuille flow for a high number of Darcy 

( 5Da 10 ). Our numerical results are compared 

with previous investigations in the literature; mainly 

we perform the following validations:  

 The first validation with the analytical study 

[7] of a flow established between two 

horizontal flat plates, maintained at a 

constant heat flow (Poiseuille). 

 

 The second validation study with Degan et 

al. [5] for established flow between two flat 

plates maintained at a constant heat flow and 

filled with a dynamic anisotropic porous 

medium (the model used in this solution is the 

Darcy-Brinkman model). 

As shown in tables 1 and 2 a good agreement is 

achieved between our numerical results and the 

numerical/analytical results in the literature in both 

cases. 

 

Table 1: Comparison between our numerical and 

analytical study [7] 

Controlling 

Number 

Present numerical 

study 

Analytical study 

[7] 

Da umax 

(m/s) 

Nu umax 

(m/s) 

Nu 

105 1.4823 8.3204 1.5000 8.2350 
 

Table 2: Comparison between numerical study and 

Degan et al. [5] investigation 

Controlling 

Number 

Present numerical 

study  

Degan et al. [5] 

Da umax 

(m/s) 

Nu umax 

(m/s) 

Nu 

10-1 1.3241 8.9364 1.3367 8.8612 

 

4- RESULTS AND DISCUSSION 

All calculations were performed with the values of 

the following parameters: 

Effect of anisotropic permeability ratio 

For (Da = 10-3, and θ = 0°, and a dimensionless 

thickness of the porous layer E = 0.6). 

Figure 1 shows the effect of the permeability ratio 

K* on speed profile, we observe with permeability 



17 – 20 May 2016, La Rochelle, France 

566 Mechighel 

ratio K*<1, when the permeability in the direction of 

the flow is greater than the transverse direction, The 

trend is reversed when the permeability in the 

direction of flow lower than that in the transverse 

direction (K*>1), the porous layer offer more 

resistance compared to the isotropic case (K*=1). 

The maximum speed is reached on the axis of 

symmetry of the channel; the highest being that of the 

case where K*>1 and the lowest that of the case 

where K*<1. 

 

Table 3: Parameters used in the numerical calculations  

the aspect ratio (L/H) 50 

the porosity (ε) 0.9 

the Prandtl number (Pr) 0.7 

the Reynolds number (Re) 100 

the ratio of the thermal 

conductivities 

(Rc=1) and 

(Rc=10) 

the kinematic viscosity ratio (J) 1 

the Forchheimer coefficient (F) 0 

the number Darcy (Da) between (10-4 

and 10-1) 

the thickness of the layer E 0 (fluid case), 

0.2, 0.4, 0.6, 

0.8, 1 (totally 

porous case) 

the anisotropy angle (θ = 0°, 30°, 

45°, 60°, 90°, 

120°, 150° and 

180°) 
 

 

Figure 1: The speed profile for different values of K*, 

and for (θ = 0°, E = 0.6, and Da = 0.001). 

The effect of K* on the temperature profile is shown 

in Figure 2, a decrease in the dimensionless 

temperature is observed for K* = 0.1 (difference 

between the temperature and that of the wall is low) 

and an increase in the dimensionless temperature for 

K* = 10 when compared with the isotropic case    

(K*= 1), the difference between the temperature and 

that of the wall for the various curves is more 

important compared to completely porous channel. 

 

Figure 2: the temperature profile for different values 

of K*, and for (θ=0°, et E=0.6, et Da=0.001). 

Effect of the angle of anisotropy 

With (Da = 10-2, and E = 0.6 and K* = 0.25 (K* <1)), 

the results (not shown here) indicate that the velocity 

in the porous region is maximum when θ = 0° 

(permeability in the direction of the flow is greater), 

and minimum when θ = 90°. Thus, the velocity on 

the central axis of the channel (fluid region) is 

maximum when θ = 90°.  

For the temperature profile (not shown here), we 

observe a minimum difference between the 

temperature and the temperature of the wall for θ = 

0°, and maximum for θ = 90°. 

The effects of the inclination angle θ on the velocity 

profile (not shown here) for K* = 5 (K*> 1), fixing 

Da = 10-2 and E = 0.6, 

The results indicate that the velocity in the porous 

region is maximum when θ = 90° (permeability in 

the direction of flow is greater), and minimum when 

θ = 0°. In fluid region we note that the situation is 

reversed. 

For the temperature profile (not shown here), we 

observe temperature minimum values for θ = 90° 

(the temperature approaches the temperature of the 

wall), and maximum for θ = 0° (the temperature 

deviates from the temperature of the wall) 

Variation of the friction coefficient with the 

thickness of the porous layer E 

Figure 3 shows that the friction coefficient is an 

increasing function of the thickness E. For a given 

thickness E, the highest coefficient of friction 
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corresponds to a ratio of permeability *  1K  , that is 

to say when the permeability in the direction of flow 

is lower than the transverse direction. 

 
Figure 3: Variation of the friction coefficient with the 

thickness of the porous layer E for different K*, θ = 0, 

and Da = 10-3. 

Variation of the Nusselt number as a function of 

the thickness of the porous layer E: 

The figure 4 illustrates the variation of the Nusselt 

number for the same condition; it is found that the 

Nusselt number decreases with the increase in the 

thickness E to reach a minimum value for a given 

thickness E. This optimum thickness depends on the 

ratio of permeability K*. 

 

Figure 4: Variation of the Nusselt number as a 

function of the thickness of the porous layer E for 

different K*, θ = 0 °, Da = 10-3, Rc = 1. 

In contrast for Rc=10, the Nusselt number becomes an 

increasing function in terms of the thickness of the 

porous layer E, for a given thickness E, the most 

greater Nusselt number is obtained for a permeability 

ratio K*<1, such as the values are most greater than 

the case of Rc = 1 (Fig.5). 

 
Figure 5: Variation of the Nusselt number as a 

function of the thickness of the porous layer E for 

different K*, θ = 0 °, Da = 10-3, Rc= 10. 

Effect of Darcy number and the angle of 

anisotropy on the Nusselt number: 

In figure 6, the thickness of the porous layer is fixed 

( 0.6E  ), the results indicate that for * 0.25K  , 

convective transfer is minimum with 90°, but it is 

maximum at 0° and 180°. The inverse is true for 
* 5K  . 

 

Figure 6: Effect of Darcy number Da and the angle 

  of anisotropy on the Nusselt number for 

( * 0.25K  and * 5K  ), and ( 0.6E  ). 

Combined effect of the angle of anisotropy, the 

Darcy number Da and the thickness E on the 

friction coefficient 

Figure 7 shows that the coefficient of friction varies 

in proportion to the thickness E and also with the 

angle  , for * 0.25K  . 

The combined effect of the thickness and the 

anisotropy angle with * 0.25K   is depicted in 

Figure 8. The Nusselt number decreases with the 

increase of the thickness E until a minimum value 
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for a given thickness E, this tendency reverses 

exceeding this thickness and exceeds the purely fluid 

case. 

 
Figure 7: Combined effect of the angle of anisotropy, 

the Darcy number Da and the thickness E on the 

friction coefficient in the established region, for 

( * 0.25K  ) 

 
Figure 8: Combined effect of the angle of anisotropy, 

the Darcy number Da and the thickness E on the 

Nusselt number in the established region for 

( * 0.25K  ) 

5- CONCLUSIONS 

In conclusion we cite the following results: 

-The use of a partially porous channel reduce the 

coefficient of friction and increase the heat transfer 

coefficient in the case of a thermal conductivity ratio 

1cR   (mainly 10cR  ). 

-For a given thickness E and a zero angle of 

orientation, the highest friction coefficient 

corresponds to a ratio of permeability * 1K  ; and for 

an orientation angle of 90°, the highest friction 

coefficient corresponds to a ratio of permeability 
*K 1 ; that is to say when the permeability in the 

direction of flow is lower than the transverse 

direction. 

-The Nusselt number decreases with the increase in 

the thickness E to reach a minimum value for a 

given thickness E when 1cR  . 

-When 10cR  , the Nusselt number becomes an 

increasing function of the thickness of the porous 

layer E. For a given thickness E, the highest Nusselt 

number is obtained for a ratio of permeability 
*K 1 . 

In perspective, we propose to study the case of a 

channel where the porous medium is placed in the 

center channel, a specific study with a thermally 

anisotropic porous layer, with varying thermo 

physical properties, and with a non-local thermal 

equilibrium. 
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ABSTRACT  
We report numerical results on bifurcations in natural thermal instability for a Boger fluid saturating a porous 

square cavity heated from below. The modified Darcy law based on the Oldroyd-B model was used for modeling 

the momentum equation. In comparison to Newtonian fluids, two more dimensionless parameters are introduced, 

namely the elasticity number and the ratio between retardation and relaxation times. The analysis of the basic 

state revealed the existence of a codimension-two bifurcation point in the viscoelastic parameter space, where 

both stationary and oscillatory instabilities occur simultaneously. The dynamics associated with the nonlinear 

interaction between the two kinds of instabilities is analyzed. By increasing the Rayleigh number above its critical 

value a first Hopf bifurcation may develop. This result may explain the observed transition from oscillatory to 

stationary convection in a few existing laboratory experiments when the Rayleigh number is increased. Numerical 

simulations performed in a parameter space far from the codimension-two point indicated a rich dynamics which 

is not predicted by the normal form analysis. In particular, we found that an intermittent oscillation regime may 

exist with steady state before the emergence of a secondary Hopf bifurcation for relatively high values of 

Rayleigh number.   

KEYWORDS Porous media, thermal convection, viscoelastic fluids, Boger fluids, Heat transfer. 

NOMENCLATURE 
The units correspond to the dimensional variables with d as 

superscript.  

𝑥, 𝑧 Coordinate system 

𝐻, 𝐻𝑑  Side of the square box [𝑚] 
𝑢, 𝑤, 𝑢𝑑, 𝑤𝑑  The velocity components [𝑚/𝑠] 
𝑔 Gravity acceleration [𝑚/𝑠²] 
𝐶 Heat capacity [ 𝐽/𝐾] 
𝑇, 𝑇d Temperature [𝐾] 
𝐾 Permeability [𝑚²] 
ℜ Rayleigh Darcy number  ℜ = 𝑅𝑎 × Da 

 

Greek symbols 

𝛽 Volumetric expansion[𝐾−1] 
𝜅 Thermal diffusivity [𝑚2𝑠−1] 
𝜓 Stream function 

𝜎  Heat capacity ratio between solid and liquid phases 

𝜌 Density [𝑘𝑔/𝑚3] 
𝜈 Kinematic viscosity [𝑚2𝑠−1] 
𝜇 Dynamic viscosity [𝑃𝑎. 𝑠] 
𝛾 Deformation tensor[𝑠−1] 
𝜏 Stress tensor[𝑃𝑎] 
𝜆𝑖;  𝜆𝑖

𝑑  Relaxation (𝑖 = 1) and retardation (𝑖 = 2) times 

[𝑠] 

Γ =
𝜆2

𝜆1
=

𝜇𝑠

𝜇𝑠+𝜇𝑝
 Characteristic ratio  

 

Subscripts  

⊡𝟎 Reference state 

⊡𝒔 Solute 

⊡𝒑 Polymer 

⊡𝒇 Filtration 

⊡𝒄 Critical 

⊡𝑵𝑳 Nonlinear 

 

Exponents 

⊡𝑑 Dimensional variable 

⊡𝑛 nth time step 

⊡𝑂𝑠𝑐  Oscillatory 

⊡𝑆𝑡 Stationary 

 

 

INTRODUCTION  
The knowledge and the control of the behavior of 

instabilities in non-Newtonian fluids are of interest in 

many fields of science and engineering.  In particular, 

viscoelastic fluids can be found in a great number of 

applications such as those in bio-engineering and in 

pharmaceutical and petroleum industries, among others. 

Most of the existing studies dealing with viscoelastic fluids 

focus either on hydrodynamic instability under isothermal 

conditions [1], or on thermal instabilities [2-10]. In the 

latter case, linear stability analysis reveals that the onset of 

natural convection of viscoelastic fluids can be oscillatory 

instead of stationary, depending on the fluid elasticity. This 

mailto:haykel.benhamed@u-picardie.fr
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behavior was confirmed by the experimental results [7] of 

Kolodner using DNA suspensions. Without DNA 

suspensions no oscillations on any time scale were observed 

in these control experiments. In the presence of DNA 

suspensions, experiments reveal that the first convective 

instability is oscillatory. Even though buoyancy-driven 

instabilities in viscoelastic fluids have been extensively 

studied for clear fluid media, the same cannot be said about 

their counterparts in the presence of a porous matrix. This is 

probably due to the crucial problem of the formulation of 

the constitutive equations regarding viscoelastic fluid flows 

in porous media.  

 

Boger fluids are named after D.V. Boger [11], where he 

described the ideal fluid for experimentation as a fluid that 

is "highly viscous and highly elastic at room temperature 

and at the same time is optically clear".  Boger fluids are 

elastic fluids with constant the viscosity ratio Γ =
𝜇𝑠

𝜇𝑠+𝜇𝑝
=

0.75. They are dilute aqueous or organic polymer solutions 

where shear thinning caused by the polymers can be 

ignored. The best application to date for Boger fluids is to 

solve the problem of disposal of wastes produced in the 

processing of bauxite into alumina used in aluminum 

production. With Boger fluids, a protocol was developed to 

convert the caustic red bauxite mud into a thick matter that 

could still flow down pipes avoiding the dangers of tubes 

erupting and leading to a more sustainable practice.  

To our knowledge, free convection of Boger fluids 

saturating porous media has not been the subject of 

numerical investigations. 

In this paper, we determine by numeric experimentation the 

bound between rest state, and first and the second Hopf 

bifurcation. 

 

 

The system: We consider a square box filled with a 

Boussinesq Boger liquid saturating a porous square cavity. 

Horizontal boundaries are assumed perfectly heat 

conducting and subjected to constant temperatures; 𝑇0
𝑑 on 

the bottom and 𝑇1
𝑑 on the top, with 𝑇1

𝑑<𝑇0
𝑑. The vertical 

walls are considered impermeable and adiabatic. 

The equilibrium between the filtration velocity and the 

pressure gradient is instantaneous in Newtonian flows. 

However, for viscoelastic fluids, the equilibrium can only be 

reached after a certain time. This characteristic time is called 

relaxation time 𝜆1
⋆. Also, the material forgets its initial form 

after unloading some of its elastic energy into kinetic energy 

at a second characteristic time called the retardation time 𝜆2
⋆  

with  𝜆2
⋆ ≤ 𝜆1

⋆ . Typical liquids having viscoelastic behavior 

are solutions composed of a Newtonian solvent and 

polymeric solute. Thus, we define the non-dimensional ratio 

Γ as: 

Γ =
𝜆2
𝜆1
=
𝜆2
𝑑

𝜆1
𝑑 =

𝜇𝑠
𝜇𝑠 + 𝜇𝑝

=
𝜇𝑠
𝜇
                         (1) 

Where 𝜇𝑠, 𝜇𝑝 and 𝜇 are respectively the solvent, the polymer 

and the solution viscosities; it is clear that 0 ≤ Γ ≤ 1.The 

limit Γ = 0 recovers a purely elastic fluid or the so-called 

Maxwell fluid, and the limit Γ = 1 corresponds to a 

Newtonian fluid. Several approaches exist for modeling 

the rheological behavior of viscoelastic fluids. The 

Oldroyd-B model is one of the most frequently present in 

literature. 

We transform the equations of motion to the dimensionless 

form using the following reference scales: 𝐻𝑑 for Lengths, 

𝐻𝑑
2
𝜅−1 for time, 𝑇0

𝑑 − 𝑇1
𝑑 for temperature, and 𝜅𝐻𝑑

−1
for 

velocities.  

Using the double curl procedure to drop the pressure, and 

the stream function formulation 𝜓 = ∫𝑢𝑑𝑧 = −∫𝑤𝑑𝑥 to 

express incompressibility, the final normalized system is 

written as:   

{
 
 
 
 
 

 
 
 
 
 
𝜎𝜕𝑡𝑇 = (𝜕𝑥

2 + 𝜕𝑧
2 − 𝑢𝜕𝑥 −𝑤𝜕𝑧)𝑇                               (2. 𝑎)

(1 + 𝜆1𝜕𝑡)ℋ = ℜ(1 + 𝜆1𝛤𝜕𝑡)𝜕𝑥𝑇                            (2. 𝑏)

(𝜕𝑥
2 + 𝜕𝑧

2)𝜓 = ℋ                                                         (2. 𝑐)

𝑇(𝑥, 0) =  1 ;        𝑇(𝑥, 1) = 𝜕𝑥𝑇(0, 𝑧) = 𝜕𝑥𝑇(1, 𝑧) = 0

𝜓(𝑥, 𝑧) = 0   𝑓𝑜𝑟 𝑎𝑙𝑙 𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑖𝑒𝑠                     (2. 𝑑 − 𝑒)

 

 

Where ℜ = 𝑔𝛽Δ𝑇KH (𝜈𝜅)⁄  is the Darcy-Rayleigh 

number, and ℋ is the harmonic function of 𝜓. Equations 

(2.d) and eq. (2.e) state respectively that horizontal walls 

are subjected to imposed temperatures and the vertical 

walls are adiabatic and that the borders of the square box 

are impermeable. The heat transfer rate is expressed in 

terms of the bulk-averaged Nusselt number defined as: 

𝑁𝑢 = − 〈∫ 𝜕𝑧𝑇)𝑧=0𝑑𝑥
1

0

〉                           (3) 

Where, the angle brackets indicate the long-time average. 

 

 

Numerical method: The system (2.a,b,c) subjected to 

conditions (2.d,e) has been numerically solved using finite 

difference discretization with regular mesh.  

Equation (2.a) subjected to conditions (2.d) is solved by the 

ADI method. To solve the equation (2.b); the space 

derivative of temperature is approximated by a standard 

second-order centered scheme, and its temporal derivative 

is obtained by means of (2.a). Using the already obtained 

temperature fields 𝑇𝑛 and 𝑇𝑛+1, equation (2.b) becomes an 

ordinary temporal differential equation. We resolve it with 

a second order Runge-Kutta method. To find the stream 

function; we discretize the Poisson equation (2.c) by a 

standard centered second order scheme, and resolve it by 

the successive over-relaxation method (SOR). We use the 

Chebyshev acceleration in order to reduce the required 

total number of iterations. 
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RESULTS AND DISCUSSION 
In this section, we present the main results dealing with 

bifurcations arising in a porous square box heated from 

below and saturated by a Boger fluid. Fig. 1 shows the 

steady or oscillatory nature of the convection pattern 

together with the transition lines between these patterns in 

the (𝜆1, ℜ) plane. Generally, Boger fluids follow the same 

dynamics as viscoelastic fluids. Nevertheless, it is the 

experimenter’s viscoelastic fluid by excellence. In other 

hand, it has three interesting properties:  

When 𝜆1 < 2 𝜋2⁄  the Newtonian mechanism dominates, 

and the rest state loses its stability in favor of stationary 

convection at ℜ = 4𝜋2. 

For 𝜆1 > 2 𝜋2⁄  , the preferred mode at the onset of 

convection is an oscillatory one. Critical Rayleigh number 

varies from ℜ𝑐 = 4𝜋
2 at 𝜆1 = 2 𝜋2⁄  to ℜ𝑐 = 3𝜋

2 at very 

large 𝜆1. This means that no convection can develop if ℜ𝑐 ≤
3𝜋2 regardless of the 𝜆1 value. The neutral line of the 

transition to first oscillatory zone is given by the equation:  

ℜ𝑐 =
2

𝜆1
+ 3𝜋2

For very large 𝜆1, this oscillatory mode of convection still 

dominant up to ℜ = 47.2 where a transition to a steady state 

occurs. The steady mode of convection persists in the 

interval 47.2 < ℜ < 160.  Note that the extension of that 

interval becomes more important when 𝜆1 → 2 𝜋2⁄  . Finally 

when ℜ increases outside this interval, a secondary Hopf 

bifurcation occurs giving rise to a new oscillatory mode of 

convection. 

Compared to a Newtonian fluid which loses its stability 

at ℜ = 4𝜋2, the stability diagram of fig. 1 shows that the 

effect of the elasticity in a Boger fluid becomes significant 

if the relaxation time is greater than 2 𝜋2⁄ . We propose table 

1 as a simple complementary way in order to  summarize 

different convection patterns that can be observed in a Boger 

fluid. 

Table 1: Boger fluids behavior 

 

Rayleigh 

number 

𝝀𝟏
< 𝟐 𝝅𝟐⁄  

Rayleigh 

number 
𝝀𝟏 > 𝟐 𝝅𝟐⁄  

𝕽 > 𝟒𝝅𝟐 Steady 

state 
ℜ > 160 Oscillatory 

zone II 

47.2 < ℜ
< 160 

Steady state 

𝕽 < 𝟒𝝅𝟐 Rest state 3𝜋2 < 𝑅 ≤ 47.2 Oscillatory 

zone I 

ℜ ≤ 3𝜋2 Rest state 

 

Fig. 2 shows the time evolution of Nu for 𝜆1 = 2 𝜋2⁄  (fig. 2 

a, b) and 𝜆1 = 0.3 (fig. 2 c-h). These figures illustrate the 

nature of the convective pattern in each region  of the 
(𝜆1, ℜ) plane. In particular, the nonlinear dynamics in the 

neighborhood of the codimension-two bifurcation 

(𝜆1
⋆ , ℜ⋆) = (2/𝜋2, 4𝜋2) is recovered as predicted by weakly 

nonlinear theory. Specifically, we note that the temporal 

transition to the oscillatory zone II is associated with a 

spatial transition from one cell to two-cell convective flow. 
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Figure 1: General stability diagram for Boger fluids 

0 2 4 6 8 10 12 14

1.000

1.025

1.050

1.075










0.0 0.2 0.4 0.6 0.8 1.0
0.0

0.2

0.4

0.6

0.8

1.0

y

x

Stream at t=8

Nu

t

(a)

1 2 3 4 5 6 7 8 9 10

2

3

4

5

0.0 0.2 0.4 0.6 0.8 1.0
0.0

0.2

0.4

0.6

0.8

1.0

y

x

Nu

t










Stream at t=8

(b)

 



17 – 20 May 2016, La Rochelle, France 

572 Ben Hamed et al., 

0 4 8 12 16 20 24

0.990

0.995

1.000

1.005

1.010







Nu

t

(c)

4 8 12 16 20 24

0.95

1.00

1.05

1.10







Nu

t

(d)

 

4 8 12 16 20 24

1.00

1.05

1.10

1.15

1.20

1.25







Nu

t

(e)

0 4 8

1.00

1.05

1.10

1.15

1.20

1.25

1.30

1.35

1.40







Nu

t

(f)

0 1 2 3 4

1.0

1.1

1.2

1.3

1.4

1.5

1.6

1.7

1.8







Nu

t

(g)

2 3 4 5 6 7 8

2

3

4

5







0.0 0.2 0.4 0.6 0.8 1.0

0.0

0.2

0.4

0.6

0.8

1.0

y

x

Nu

t

Stream at t=8

(h)

 
 

Figure 2:  𝑵𝒖 versus time for increasing Rayleigh 

values. With 𝝀𝟏 = 𝝀𝟏
⋆ =

𝟐

𝝅𝟐
(a), (b) and with𝝀𝟏 =

𝟎. 𝟑(c)-(h) 

 

 

CONCLUSIONS 
 

In the present paper, numerical and theoretical 

investigations were performed to assess the effect of the 

viscoelastic character of the fluid on bifurcations of 

thermal convection in a porous square cavity heated from 

below. The modified Darcy law based on the Oldroyd-B 

model was used for modeling the momentum equation. 

The dimensionless governing equations of the problem are 

solved by the finite difference method. The horizontal 

walls are assumed to be impermeable and perfectly 

conducting, while the vertical walls are considered 

adiabatic. In addition to Darcy-Rayleigh number ℜ two 

viscoelastic parameters play a key role when 

characterizing the spatio-temporal behavior of the 

instability, namely the relaxation time 𝜆1 and the 

retardation time 𝜆2. The main results that have been 

obtained can be summarized as follows: 
In the weakly elastic regime (i.e. 𝜆1 ≤ 𝜆1

⋆  or 𝜆2 ≥ 𝜆2
⋆) the 

fluid elasticity has no effect on the instability properties 

and the non-Newtonian fluid behaves as a Newtonian fluid. 

The stationary mode of convection dominates the 

dynamics independently of the prescribed values of Darcy-

Rayleigh number used in this study (ℜ up to 200).  
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In contrast to weakly elastic regime, a secondary bifurcation 

from oscillatory to a steady state may occur provided that 

either 𝜆1 do not exceed a particular value  𝜆1
⋆⋆ for a 

prescribed value of 𝜆2  or 𝜆2  remains less than a particular 

value 𝜆2
⋆⋆ for a fixed value of 𝜆1. In this moderately elastic 

regime, both the elastic and viscous characters of the fluid 

act together, in addition to the heating in the destabilisation 

phenomena. Moreover, in the parameter space where this 

secondary transition is possible, it is found that near the 

codimension-two bifurcation point, the  threshold Rayleigh 

number obtained numerically agrees very well with the 

nonlinear threshold determined analytically. Numerical 

simulations performed with high Rayleigh number in 

moderately elastic regime reveal that the system may 

experience a third transition to a second Hopf bifurcation 

where the steady state convection is replaced by a new 

oscillatory mode of convection. It is also shown that in the 

vicinity of the second Hof bifurcation line, the system 

experiences an intermittent evolution between a steady state 

and an amplified oscillatory state.  
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ABSTRACT 
The present work refers to the investigation of natural convection into a partitioned porous enclosure, driven 

by cooperating thermal and solutal buoyancy forces. The side walls are maintained at a uniform temperature 

and concentration, lower than that of a circular heat and solute source, which located at the center of the 

porous square, the rest of the horizontal walls are kept insulated. The physical model for the momentum 

conservation equation makes use of the Brinkman extension of the classical Darcy equation, the set of coupled 

equations is solved using the finite volume method and the SIMPLER algorithm. 

To account for effects of the main parameters such the buoyancy ratio; Lewis and porous thermal Rayleigh 

numbers; as well as the source dimension, heat and mass transfer characteristics are widely inspected and then 

new powerful correlations are proposed, which predict within ±1% the numerical results. Noted that the 

validity of the used code was ascertained by comparing our results with experimental data and numerical ones 

already available in the literature. 

KEYWORDS Double-diffusive convection/ square porous enclosure/ circular source/ finite volume approach/ 

powerful correlations. 

NOMENCLATURE 
C Dimensional mass fraction 

d Circular source’ diameter, [m] 

D Mass diffusivity, [m2 s-1] 

Da Darcy number, K/H2 

H Cavity height, [m] 

K Porous medium permeability, [m2] 

Nu Mean Nusselt number 

p Pressure, [Pa] 

P Dimensionless pressure, (p/ρfluid β ΔT H) 

Sh Mean Sherwood number 

T Dimensional Temperature, [K] 

u, v Velocity components, [m s-1] 

U, V Dimensionless velocity components, 

 u (or v)/(ρfluid β ΔT H)1/2 

x, y Cartesian coordinates, [m] 

X, Y Dimensionless Cartesian coordinates, 

 x (or y)/H. 

Greek letters 

α Thermal diffusivity, [m2 s-1] 

βT Thermal expansion coefficient, [K-1] 

βC Solutal expansion coefficient 

ϕ Dimensionless concentration

 Dimensionless temperature 

Subscripts 

h Hot 

c Cold 

 

INTRODUCTION 
Double-diffusive natural convection analysis into a 

porous medium has been the subject of a very 

intense research activity over the past forty decades, 

due to the importance of related industrial and 

technological applications such fibrous insulating 

materials, heat exchangers, catalytic reactor and 

some modes of assisted oil recuperation [1], to name 

but a few. 

With both temperature and concentration gradients 

present to drive the fluid flow, an increased number 

of transport configurations was possible; with 

parallel or perpendicular gradients; and the body 

forces augmenting or opposing [2-8]. 

In the main idea to predict heat and mass transfer 

into such configurations, powerful correlations were 

mailto:aeknad@yahoo.fr
mailto:rachid.bennacer@ens-cachan.fr
mailto:youbenkahla@yahoo.fr
mailto:ragui-karim@live.fr
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proposed. Back to 1987, Trevisan and Bejan [9] 

projected the thermal and solutal transfer, quantified 

by Sherwood and Nusselt numbers, as function of the 

thermal Rayleigh and the Lewis numbers as well as 

the aspect and the buoyancy ratios. In 1990 Lin et al. 

[10] proposed Nusselt and Sherwood correlations as 

function of the thermal Grashof number and that, for 

small values of the buoyancy ratio (|N| < 5). In 1993, 

Bennacer [11] suggested a general correlation for 

mass transfer inside square enclosures, which may 

used in a wide range of the porous thermal Rayleigh 

number, the buoyancy ratio and the Lewis number as 

well. 

In 2016, Ragui et al. [12] proposed general 

correlations for thermosolutale convection into 

square enclosures which including a central bottom 

source. 

Motivated by these works and the practical 

applications of the double-diffusive convection, this 

paper will discuss the results of the latter into a 

porous square included a heat and solute circular 

source, mounted at the center, to bring up at the end 

some powerful correlations that may use in many 

industrial applications, especially in cooling 

cylindrical fuel assemblies and predicting pollutants 

spreading into heat exchangers. 

 

PROBLEM STATEMENT 

The studied configuration, shown in Fig. 1, consists 

of a cold (less concentric) side-walls of a porous 

enclosure, which containing a heat and solute circular 

source, mounted in it centre. The fluid filled the 

porous medium is assumed to be Newtonian, its 

thermophysical properties are presumed to be 

constant except the density variation, in the buoyancy 

term, which depends linearly on both the local 

temperature and concentration. 

 ρ(T, C) = ρ0 [1 - βT (T - T0) – βC (C - C0)] (1) 

where  βT  and  βC  are the thermal and solutal 

expansion coefficients: 
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Figure 1 Simulation domain with its boundary conditions. 

The solid matrix is supposed to be isotropic, 

homogeneous and in thermal equilibrium with the 

fluid. The permeability of the porous medium  K  is 

kept uniform, when the porosity  ε  is about  40%. 

The dimensionless conservation equations 

describing the transport phenomenon inside the 

porous square can be written as: 

 0
Y

V

X

U










 (3) 

 














































 2

2

2

2

2 Y

U

X

U
PrU

Da

Pr

X

P

Y

U
V

X

U
U

1
 (4) 

 

)N(PrRa

Y

V

X

V
PrV

Da

Pr

Y

P

Y

V
V

X

V
U

1
2

2

2

2

2

















































  (5) 

 
































2

2

2

2

Y

θ

X

θ

Y

θ
V

X

θ
U  (6) 

 
































2

2

2

2

YX Le

1

Y
V

X
U  (7) 

where  Da  is the Darcy number,  Le  is the Lewis 

number,  N  is the buoyancy ratio,  Pr  and  Ra  are 

the Prandtl and the thermal Rayleigh numbers. 

The average rate of heat and mass transfer across 

the side walls are expressed in dimensionless form 

by the Nusselt and Sherwood numbers: 

   Yd
X

)(or  θ
ShoruN
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NUMERICAL PROCEDURE AND 

VALIDATION 

The governing conservation equations are 

discretized in space using the finite volume 

approach, when the convection-diffusion terms were 

treated with a Power-Law scheme. The resulting 
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algebraic equations, with the associated boundary 

conditions, are then solved using the line by line 

method. As the momentum equation is formulated in 

terms of the primitive variables (U, V and P), the 

iterative procedure includes a pressure correction 

calculation method, namely SIMPLER [13], to solve 

the pressure-velocity coupling. Noted that the 

convergence criterion for temperature, concentration, 

pressure, and velocity is given as: 

 5
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where  m  and  n  are the numbers of grid points in 

the  x- and  y-directions, respectively.  ξ  is any of the 

computed field variables, and  t  is the iteration 

number. 

The performance of the using code via the double-

diffusive natural convection problem in a confined 

porous medium is established by comparing 

predictions with other numerical results and 

experimental data, and by verifying the grid 

independence of the present results. First, the present 

results are consistent with previous computations, 

namely those of Hadidi et al. [14]. By taking into 

account the same hypotheses, Table 1 demonstrates a 

comparison of the mean Nusselt and Sherwood 

numbers computed with various values of the 

buoyancy ratio. As we can see, the present results and 

those of Hadidi et al. are in excellent agreement with 

a maximum discrepancy of about  2%. 

Table 1. Average Nusselt and Sherwood numbers obtained 

with our computer code and those of Hadidi et al. 

Ra = 106, Pr = 7, Da =10-4, Le = 10. 

 Hadidi et al. [13] Present Work 

N Nu Sh Nu Sh 

0 2.83 10.25 2.79 10.29 

10 3.95 26.30 3.91 26.33 

15 4.57 29.75 4.56 29.81 

 

To ascertain the numerical code validity with the 

inner circular results, those obtained by Kim et al. 

[15] for a cold enclosure containing a centered hot 

cylinder have been selected. Fig. 2 displays the 

comparison between the numerical Kim et al. 

predictions and the present ones in term of 

streamlines and Isotherm plots, Table 2 illustrates the 

obtained mean Nusselt number and both; Kim et al. 

and Sheikholeslami et al. [16], for various Rayleigh 

values. A great agreement between our results and 

both works is reported, what validates our code via 

the circular shape. 

Then, to check the numerical code validity with 

experimental results, those obtained by Weaver and 

Viskanta [17] for an Ethanol/Nitrogen binary fluid 

have been selected. Fig. 3 displays the comparison 

between the experimental data and both, the 

numerical Weaver and Viskanta predictions and the 

present ones in term of velocity contours. Once 

again, the numerical results show a good qualitative 

concordance with the experimental data and a great 

agreement with the numerical Weaver and Viskanta 

predictions. 

In order to determine a proper grid for the numerical 

simulations, a grid independence study is conducted 

for the convection phenomenon inside the porous 

   

Kim et al. [15] 

   

Present prediction 

Figure 2. Comparison between the present results and 

those reported by Kim et al. [15], Pr = 0.71. 

 
Table 2. Mean Nusselt number obtained by the present 

solution and previous works [15, 16], for various 

Rayleigh numbers, Pr = 0.71. 

Ra 
Kim et 

al.[15] 

Sheikholeslami 

et al. [16] 

Present 

work 
Δ(%) 

103 4.95 4.97 4.97 0.42 

104 5.03 5.09 5.05 0.40 

105 7.71 7.67 7.72 0.13 
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Figure 3. Ethanol/Nitrogen binary fluid in a square cavity, 

(a): Gr = 1.157 106, N = -2.335, Pr = 0.802, Sc = 0.555. 

(b): Gr = 1.121 106, N = -2.328, Pr = 0.802, Sc = 0.557. 

squares previously shown in Fig. 1. Several mesh 

distributions ranging from  1612  to  4012  were tested 

and the mean Sherwood number of the squares, for 

the above uniform grids, is presented in Fig. 4. It is 

observed that a  2012  uniform grid is adequate for a 

grid independent solution. However, a fine structured 

mesh of  2412  is used to avoid round-off error for all 

other calculations in this investigation. 
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Figure 4. Mean Sherwood (a) and Nusselt numbers (b) of 

the porous enclosure for different uniform grids.  

Da = 10-3, Le = 10, N = 10, Ra* = 100, d = 0.40. 

 

RESULTS AND DISCUSSION 

The range of parameters that has been examined in 

this study concerns the cooperating buoyancy forces 

domain. The value of the buoyancy ratio has been 

taken from  0  to  30  and that, for various values of 

the porous thermal Rayleigh number (RaT Da), 

which ranging from 100 to 2000. The Lewis number 

has been taken between 10 and 300. The source 

diameter has been taken between 10% and 90% the 

enclosure length, when both the Prandtl and the 

Darcy numbers are fixed at 10 and 10-3, respectively. 

 

Impact of Lewis Number buoyancy ratio 

When the buoyancy ratio and the source diameter 

are fixed at 10 and 0.20, respectively, the results 

illustrated in Fig. 5 have been obtained for two 

different values of Lewis number such as 10 and 

100, respectively. 

By presenting the profile of the vertical velocity 

ratio V/Vmax, in the mid-plane of the enclosure, side 

by side with the temperature and the concentration 

profiles, it is found that the flow driven by buoyancy 

near the side-walls is due primarily to concentration 

gradient; as the temperature variation is 

insignificant, which is not the same near the circular 

source where; the buoyancy effect is caused by the 

combined effect of the temperature and the 

concentration variations. 

The increase in Lewis number causes the diminution 

of the thickness of the mass boundary layer near the 

active walls unlike the temperature one, what 

enhances accordingly the computed local Sherwood 

value and decrease the Nusselt one. 
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Figure 5. V/Vmax, θ  and  ϕ  profiles at the mid-section of 

the enclosure for various values of Lewis number. 

Da = 10-3, N = 10, Ra* = 100, d = 0.20. 
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When the Lewis number is fixed at 10, Fig.6 displays 

the impact of the buoyancy ratio on the flow field, 

side by side with the temperature and the 

concentration. As for the last one, (Fig.5), and near 

the side-walls, the flow driven by buoyancy is due 

primarily to concentration gradient; as the 

temperature variation still insignificant. Near the 

circular source, the buoyancy effect is caused by the 

combined effect of the temperature and the 

concentration variations. 
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Figure 6. V/Vmax, θ  and  ϕ  profiles at the mid-section of 

the enclosure for various values of buoyancy ratio. 

Da = 10-3, Le = 10, Ra* = 100, d = 0.20. 

The increase in the buoyancy ratio makes the thermal 

and the solutal boundary layers thinner near the 

active walls, what improves the local transfer 

characteristics (i.e. local  Nu  and  Sh) into these 

regions and so the overall thermosolutal transfer into 

the porous enclosure. 

Impact of the source’ diameter 

As far as the source diameter effect is conducted, 

Fig.7 displays the thermal and solutal transfers as a 

function of the source geometry which reported by 

the aspect ratio (d/H) and that, for various values of 

the Lewis and buoyancy ratio, (Ra* = 100). 

For a given value of  Le  (or  N  as well), a further 

increase in the aspect ratio to 0.80 causes a 

significant improvement in thermosolutal convection, 

as the latter controls this phenomenon into the porous 

square. Going far with its value, the use of an aspect 

ratio greater than ‘0.80’ die out the impact of Lewis 

and buoyancy ratio on the mean heat transfer as the 

conductive regime will take control. 
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Figure 7. Mean Nusselt (a) and Sherwood numbers (b) as 

a function of the source diameter. Da = 10-3, Ra* = 100. 

After this critical value, (i.e. d/H = 0.80), the 

Sherwood number decreases a little before starting 

another increase. This reduction may relate to the 

fluid mass which is very low and that, raison of the 

enhancement of the source diameter. The increase in 

the Sherwood number once again can be related to 

the pure diffusion regime, which can be reached by 

using an important aspect ratio such 0.90. 

Proposed correlations 

Summarizing our numerical predictions, (Fig. 

8(a,b)) and by taking into account the previous 

observations, new powerful correlations that give 

the heat and mass transfers into the porous square 

can be proposed as: 
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  (R2 = 0.991) 

 
The last ones, made using the solutal Rayleigh 

number Ra* Le (N+1) and the aspect ratio d/H, are 

available for a Lewis number ranging from 10  to  

300, a buoyancy ratio taking between  0  and 50, a 

porous thermal Rayleigh number in between  100 and 

2000, and an aspect ratio in between  0.20  and  0.80. 
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Figure 8. Proposed model for the mean Nusselt (a) and 

Sherwood numbers (b). 

CONCLUSION 

A numerical investigation of double-diffusive 

natural convection phenomenon inside a square 

Darcy-Brinkman porous enclosure, having a 

centered circular source was realized in this paper. 

In general; heat and mass transfers seems to be 

severely affected by the source diameter as well as 

the governing parameters such the buoyancy ratio, 

the Lewis and the porous thermal Rayleigh 

numbers. 

Then, new powerful Sherwood and Nusselt 

correlations, which display the heat and mass 

transfer inside the square, are expected with a 

precision of  about  2%. Note that the present 

investigation doesn't take into account effects of 

other parameters such as the porosity and the Darcy 

number, what provide guidance for future work. 
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ABSTRACT  
This study carries the natural thermosolutal convection induced in heterogeneous porous media. The configuration 

considered is cartesian. The horizontal and vertical walls are submited to different mass and heat flows. The equations 

which govern this type of flow are solved numerically by using the finite volume method. The flow is considered two-

dimensional and laminar. The model of Darcy and the approximation of the Boussinesq are taken into account. The 

parameters which control the problem are the thermal Darcy-Rayleigh number, RT, the buoyancy ratio, N, the Lewis 

number, Le, the aspect ratio of the enclosure, A and the local permeability ratio, Kr. The flow fields, temperature and 

concentrations are given for various values of the local permeability. The effects of increasing the local permeability, the 

thermal Darcy-Rayleigh number RT and the lateral heating on the heat and mass transfer are discussed. These numerical 

results were confirmed analytically by using the parallel flow approximation. A good agreement was found between the two 

analytical and numerical approaches, which confirm the validity of the analytical approach in such heterogeneous domain. 

The flow intensity and transfer increase with the increase of the permeable heterogeneity of the domain.

KEYWORDS 
 

. 

 

NOMENCLATURE 

A  aspect ratio of the enclosure, HL  

a lateral heating intensity 

b vertical heating intensity 

SC  dimensionless concentration gradient in x-

direction 

TC   dimensionless temperature gradient 

in x-direction  

g  gravitational acceleration 

H  height of the enclosure 

j  constant mass flux per unit area 

K  dimensionless resistively of the porous 

medium 

rK  reference resistively 

L  width of the cavity 

Le Lewis number, D  

N buoyancy ratio, 
'' TS Ts    

n constant controlling the permeability 

heterogeneity, Eq. (5) 

Nu  Nusselt number 

q  constant heat flux, per unit area 

TR  thermal Rayleigh number 

S  dimensionless concentration  '' 'àS S S   

Sh  Sherwood number 

T  dimensionless temperature,   TTT  0  

 vu,  dimensionless velocity, (  Hu  , 

 Hv  ) 

 yx,  dimensionless coordinate system, ( Hx , 

Hy ) 

 

Greek symbol  

  fluid thermal diffusivity, fC)/(  

s  solutal expansion coefficient 

T  thermal expansion coefficient 

  kinematic viscosity  

  fluid density  

fC)(  fluid heat capacity  

mailto:khadijachoukairy@yahoo.fr
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pC)(  saturated porous medium heat capacity  

  heat capacity ratio, fp CC )/()(   

  dimensionless stream function,  /  

0  dimensionless stream function at the center 

of the cavity 

 

SUBSCRIPT 

S solutal 

0 refers to the center of the cavity 

T temperature 

 

 

INTRODUCTION  
Natural convection in fluid saturated porous media occurs 

in many engineering systems and in nature. It includes the 

disposal of waste material, drying processes, migration of 

moisture contained in fibrous insulation, grain storage 

installations, food processing, chemical transport in 

packed-bed reactors, contamination transport in saturated 

soil, etc., see for instance Alavyoon [1], and Montel [2]. 

Most investigation of this topic are concerned with the case 

of isotropic porous media with different configuration 

(Cartesian, Cylindrical) in transient and steady state, 

Choukairy [3], Bennacer [4]. However, in several 

applications the porous materials present macroscopically 

heterogeneity or anisotropy. Natural convection in such 

heterogeneous porous media has received relatively little 

attention despite its broad range of applications. Castinel 

and Cambarnous [5] have considered the variable 

permeability for the study the flow through a porous 

medium. Both experimental and theoretical results were 

reported by those authors for the case of a layer with 

impermeable boundaries. The same configuration was 

considered by McKibbin [6], Nilsen and Storesletten [7], 

for various boundary conditions.  

The study of such effect on the mixed convection in semi 

infinite porous medium bounded by horizontal surfaces has 

been considered by Hassanien [8]. It was found that a 

variable permeability tends to increase the heat transfer 

rate. The effect on an anisotropic permeability of arbitrary 

orientation on the convective heat transfer in a vertical 

cavity heated isothermally from the sides was investigated 

numerically by Zhang [9]. The same configuration was 

considered by Degan [10] for the case of constant applied 

heat fluxes on the vertical walls of the enclosure. The 

results indicate that a maximum (minimum) heat transfer 

occurs when the porous matrix is oriented with its principal 

axis with higher permeability parallel (perpendicular) to the 

vertical direction. 

The main purpose of this work is to study the natural 

convection in a porous layer incorporating the permeability 

variation especially the increase close to the horizontal 

surfaces. The horizontal and vertical walls are maintained 

at different mass and heat conditions. The parallel flow 

approximation was applied and validated numerically 

using finite-volume approach. 

 

 MATHEMATICAL MODEL 
 
Consider a fluid-saturated, porous layer enclosed in a 

rectangular cavity of length L and height H as illustrated 

on Fig.1. The origin of the coordinate system is located at 

the center of the cavity. The two horizontal walls of the 

cavity are exposed to uniform heat (q) and solute (j) 

fluxes. The vertical walls are subjected to uniform heat 

flux (a x q), where a is constant values. All the boundaries 

are impermeable. It is assumed that the flow is 

incompressible laminar and the fluid is Newtonian.  

 

Figure 1: Geometry of the problem 

The problem is considered as two-dimensional. The 

Boussinesq approximation is assumed to be valid. The 

thermo physical properties of the fluid are assumed to be 

constant, except the density  of the mixture is related to 

the temperature and solute concentration by a linear 

equation of state: 

 

   (1) 

where T and S are the thermal and solutal relative 

density variation respectively and r  is the reference 

density computed at 
' ' ' '

0 0andT T S S  . 

The porous matrix is assumed to be rigid and in thermal 

equilibrium with the fluid.  

The dimensionless equations describing conservation of 

momentum, energy and concentration are given 

respectively by: 

                    (2) 

                     (3) 
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      (5)

   

In the present study it is assumed that the permeability of 

the porous medium changes with the depth, increasing from 

the bulk to the horizontal surfaces of the layer in the 

following way Fig.2: 

              (6)      
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Figure 2: Permeability of the porous media versus the 

depth for different b values. 

 

       

The above equations were obtained using the following 

dimensionless quantities  

     (7) 

 where    (8) 

 where     (9)   

       (10)

     

where  is the fluid mixture thermal diffusivity,  heat 

capacity ratio,  the thermal conductivity, q and  j are 

respectively the constant heat and mass fluxes applied on 

the system. K’ is permeability of the porous medium,  

the reference resistivity at the center of the layer and  the 

porosity of the porous medium. 

The stream function  is defined by:  and 

, such that the conservation of mass is 

satisfied.  

The dimensionless parameters that characterize the 

problem in the equations (4)-(6) are: 

, , ,                       (2a) 

  where    and               (11b) 

where Rt, N, A and Le are the thermal Darcy-Rayleigh 

number, the solutal to thermal buoyancy ratio, the domain 

aspect ratio and the Lewis number, respectively. 

The dimensionless boundary conditions on the vertical 

walls and horizontal surfaces are as follows: 

              and                           (3a) 

 

        and                           (12b)                            

The Nusselt and Sherwood numbers are evaluated by: 

                (4a) 

               (13b) 

where  and 

  are, the average 

temperature and concentration difference between the two 

horizontal surfaces, respectively. 

 

NUMERICAL MODEL 
The governing equations (2) to (5) were solved by using 

the control volume finite difference method described by 

Patankar [11]. SIMPLER algorithm is employed to solve 

the equations in primitive variables. 

Non uniform grids are used in the program, allowing fine 

grid spacing near the boundaries. Calculations were 

necessary to check the accuracy. Convergence with mesh 

size was verified by employing coarser and finer grids on 

selected test problems. The typical grid points in the 

present study were (101 x 51).  

The convergence criterion was based on the average 

residue of the continuity equation and the average 

quadratic residues of each governing equation 

evaluated on the whole computational domain. It 

was assumed that convergence was reached when 

the maximum error was within machine error (10-9).  

The computer code was validated with the result 

available in literature. The comparison was observed 

to be very good  
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ANALYTICAL SOLUTION 
In this section, an analytical solution is developed for the 

case of A>>1, by using the parallel flow approximation. 

For this situation, we have: 

 
        (5) 

       (6) 

      (7)   

where  and  are unknown constant temperature and 

concentration gradients, in x-direction, and  and 
 
are 

the temperature and concentration profiles in the vertical 

direction, respectively. 

Substituting Eqs. (14-16) into Eqs. (3-5) yields the 

following set of equations: 

    (8)  

 

      (9)

     

      (10)

    

where      (11) 

 

RESULTS AND DISCUSSION 
The distribution of velocity component (u), temperature (T) 

and concentration (S) profiles in the vertical mid-plane of 

the cavity for different values of heterogeneous resistivity 

parameter b and for Rt=15, N=0.1, Le=10, a=0.05 are 

represented on Fig.3. The numerical results are represented 

by dotted symbols on the other hand the analytical results 

by solid lines. The results show that two results (analytical 

and numerical) are in excellent agreement. These profiles 

are anti-symmetrical for all values of b (Eqt.5). The 

homogeneous cases (b=0) correspond to a porous layer 

with a constant permeability for which the velocity, 

temperature and concentration profiles varies linearly with 

y with respect to the center of the layer. Such linear 

velocity behavior is a consequence slip boundary condition 

and Darcy flow.  As the values of  b is increased, the flow 

resistance is lower in the top and bottom part of the layer 

the flow intensity is promoted in this region Fig.3a. As a 

result, Fig.3b-c indicates that both the temperature and 

concentration increase at the top and the bottom of the 

layer. 
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Figure 3: Profiles of Horizontal velocity component (a), 

Temperature(b) and   Concentration(c) in the vertical mid-

plan for different values of b (Rt = 15). 

 

Fig. 5 illustrates the effect of the Rayleigh number Rt and 

b on Nu and Sh for a=0.05, Le=10 and N=0.1.  

For Fig.5a, and for Rt<0, the heat and mass effect are 

cooperating, and they are in the same direction as the 

forces of gravity, so the fluid is at rest state with 

corresponding diffusive heat and mass transfer like shows 
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it the isotherm and isoconcentration in top graphs. When 

Rt>0, the heat and mass effect are cooperating, and they 

are in the opposite direction as the forces of gravity, the 

flow is destabilizing. 
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Figure 3: Effect of Rt
 
and b on the Nusselt Number Nu (a) 

and Sherwood number Sh (b) for N=0.1 

 

Fig6 illustrates the effect of the Rayleigh number Rt and b 

on Nu and Sh for a=0.05, Le=10 and N=-0.1.  

The mass and heat effect are acting in opposite direction. 

For Rt<0, the heat transfer and the forces of gravity are in 

the same direction, so the heat transfer is stabilizing, what 

corresponds to a diffusive transfer (see the isotherm in top 

graphs), on the other hand the mass transfer is 

destabilizing. When Rt>0, the heat transfer and the forces 

of gravity are in the opposite direction, so the heat transfer 

is destabilizing, on the other hand the mass transfer and 

the forces of gravity are in the same direction, so the mass 

transfer is stabilizing 

The influence of parameter b on the heat and mass 

transfer rates is observed to be significant. Thus, it‘s 

observed that the increase of b from 0 to 0.1. All the 

curves indicate that the mass transfer tend asymptotically 

toward constant values that depend upon the variable 

permeability parameter b. 
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Figure 6: Effect of Rt
 
and b on the Nusselt Number Nu 

(a) and Sherwood number Sh (b) for N=-0.1 

 

 

CONCLUSIONS 
In this paper, the effect of the hydraulic heterogeneity on 

natural convection in a rectangular cavity is investigated. 

The two horizontal walls of the cavity are exposed to 

uniform heat and solute fluxes. The vertical walls are 
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subjected to uniform heat flux. The analytical result shows 

a good agreement with a numerical result. The influence of 

the Rayleigh number, inhomogeneity b and the buoyancy 

ratio N on the Nusselt number (Nu) and Sherwood number 

(Sh) are also analyzed numerically and analytically. It’s 

found that the heat and mass transfer are doubled while 

passing from the homogeneous case (b=0) to the 

heterogeneous case (b=0.05, b=0.1).  
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ABSTRACT 
The effect of a buoyancy ratio on the double-diffusive natural convective flow in a vertical, open ended, porous cylinder 

has been investigated numerically. The medium is the seat of a chemical reaction formulated by reducing the Arrhenius law 

to a linear approach. Two types of boundary conditions have imposed on lateral wall of enclosure, namely a constant 

temperature and a sinusoidal time variation temperature. The numerical results show that the flow behavior strongly depend 

on the buoyancy ratio values. Three types of flows take place, chimney flow with and without fluid recirculation and top 

aspiration flow. Further, the effect of buoyancy ratio (N) at which the different flow types occur is significantly influenced 

by the thermal Rayleigh number (Ra), aspect ratio (A), reaction rate (Ak), and dimensionless temperature amplitudes (XA). 

The relative heat transfer enhancement between sinusoidal and constant wall temperature depend on the controlling 

parameters and it is particularly sensitive to the buoyancy ratio. The relative heat transfer enhancement between sinusoidal 

and constant wall temperature is profoundly affected by the buoyancy ratio, thermal Rayleigh number and dimensionless 

amplitude. 

Keywords: Double-diffusive convection, porous medium, open-ended channel. 

 

NOMENCLATURE 
A Aspect ratio, A=R/H 

Ak Scaled lumped effective reaction rate 

BiT Heat transfer Biot number 

Bim Mass transfer Biot number 

Cp Specific heat at constant pressure 

C Dimensionless concentration 

D Species diffusivity, m2 s-1 

h Heat transfer coefficient at the cylinder exit,  

H Cylinder height, m 

k Thermal conductivity 

K Porous medium permeability 

Le Lewis number, efff /DαLe  

Nu Nusselt number 

N Buoyancy ratio 

P Dimensionless pressure 

 

R     Dimensionless radial coordinate 

Ra    Thermal Rayleigh number 

Rac      Solutal Rayleigh number 

Rk     Conductivity ratio, feff k/kRk   

T      Dimensionless temperature 

T      Dimensionless time 

U     Dimensionless longitudinal velocity 

V     Dimensionless radial velocity 

X     Dimensionless axial coordinate 

XA   Dimensionless amplitude 

Greek letters 

Α      Thermal diffusivity, m2 s-1 

µ       Dynamic viscosity, kg m-1s-1 

ρ       Fluid density, kg m-3 

σ       Heat capacity ratio,  
 

fP

effP

ρC

ρC  

ε       Porosity 

       Dimensionless period 

 

INTRODUCTION 
Double-diffusive convection in porous media is 

encountered in many geophysical and engineering 

applications. Many studies have been carried out on 

natural convection heat and mass transfer 

experimentally and numerically in enclosures. Nield 

[1] was the first to investigate double diffusive 
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convection in a porous medium using linear stability 

theory for various thermal and solutal boundary 

conditions. An extension of the analysis of Nield was 

carried by Taunton et al. [2] in order to more 

completely characterize the onset of convection in an 

infinite horizontal porous medium stratified by 

temperature and concentration. Shipp et al. [3,4] 

performed a detailed analysis on double-diffusive 

convection in a vertical annulus. The effects of 

thermal Rayleigh number, Lewis number and 

buoyancy ratio are investigated on flow transition 

and flow reversal for fixed values of radius ratio, 

aspect ratio and Prandtl number. Bennacer et al. [5] 

numerically investigated the double-diffusive natural 

convection in a vertical enclosure filled with a 

saturated anisotropic porous medium. They found 

that the anisotropic properties of the porous medium 

considerably modify the heat and mass transfer rates 

from that expected under isotropic conditions. The 

influence of other factors such as thermal 

stratification effect Ratish et al. [6], anisotropy 

Bennacer et al. [7] and a non-Newtonian power law 

fluid Ching-Yang [8] on double diffusive natural 

convection in porous enclosures have also been 

investigated. In the literature, few studies were 

interested to the double diffusive natural convection 

in porous open geometry. This problem is particularly 

difficult to solve numerically. In fact, the flow rate of 

the fluid in the channel is imposed indirectly by the 

intensity of the heated wall. The effect of two types 

of the limit conditions in the external wall of the 

vertical open ended and porous cylinder has been 

investigated by Himrane et al. [9]. The aim of the 

present work is to investigate numerically the 

problem of unsteady double diffusive natural 

covection in vertical enclosure opened at both ends 

and filled with a saturated porous medium. 

 

Mathematical formulation 
The physical domain of the flow through the 

vertical open ended, and porous cylinder is given in 
figure 1. 

           

Figure 1  Geometrical configuration 

 

It is assumed that the flow in the cylinder is axis-
symmetric, allowing a two-dimensional approach. 
The porous medium is considered to be 
homogeneous, isotropic and saturated with a single 
phase fluid, which is in thermal equilibrium with the 
solid matrix. The Boussinesq’s approximation is 
used to formulate the density distortions in the 
domain. The thermal/concentration dependency of 
the density ρ is given by the relation: 

 )
amb

CC()
amb

TT(1
0
ρ)C,Tρ( 

C
β

T
β         (1) 

The chemical reaction is formulated, by reducing 
the Arrhenius law to a linear approach under the 
assumption that the thermal maximum gradient is 
low [10]. The Darcy flow model is assumed to be 
valid. The analysis is performed in terms of non-
dimensional parameters. To this end, the non-
dimensionalization of the governing equations and 
boundary conditions is carried out using the 
following scaling: 

H
ref
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
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The dimensionless quantities are : 
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 
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The resulting dimensionless continuity, 

concentration and energy equations are as follows: 
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The dimensionless initial and boundary conditions 

are then given by 

Initially (at t=0) : 

  0r,0x,P  ,   0r,0x,T  ,   1r,0x,C                  (9) 

At t>0 : 

    0tr,1,Ptr,0,P                                         (10) 

Owing to the symmetry requirement at the centerline 

(r=0) and the impermeable lateral surface of the 

cylinder, it follows that: 
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The lateral wall temperature can be described by a 

sinusoidal time variation, such that: 
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To consider the interaction between the natural 

convection through the porous domain and the 

external ambient fluid, we use the following 

conditions: 

For the top surface (exit): 

If U>0 (outgoing flow):  

 

 tr,1,T -
x

T
T

tr,1,

Βi


 ;   
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x

C

tr,1,

mΒi


    (14a) 

If U<0 (ingoing flow):  

  0tr,1,T  ;     1tr,1,C                                 (14b) 

For the bottom surface (entry): 

If U>0 (ingoing flow):  

  0tr,0,T  ;     1tr,0,C                                (15a) 

If U<0 (outgoing flow):  

 

 tr,0,T 
x

T

tr,0,

T
Βi


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 

 tr,0,C 
x

C

tr,0,

m
Βi



  

(15b) 

Heat transfer rate: 

Heat transfer through the system is represented in 

term of local Nusselt number defined as: 

 

Arr

tr,x,T
t)(x,




Nu                                          

(16) 

The space averaged Nusselt number along the 

cylinder which is defined as: 

 
1

0

dxt)Nu(x,Nu(t)Nu                               

(17) 

and the time averaged total Nusselt number is given 

by 

 



1

0

1
dtNu(t)NuNu

m
                                

(18) 

Validation of the numerical method 

The governing equations with the associated 

initial and boundary conditions were solved 

numerically using the finite volumes method 

described by Patankar [11]. Note the results reported 

in this work are obtained using at least 81×81 

irregular grid distribution. The numerical model is 

verified adopting the classical Darcy natural 

convection problem in a square porous cavity with 

isothermal vertical walls and adiabatic horizontal 

walls, for Ra= 102 and Ra= 103. 

  

Présent résults H. Hadim [2006] 

Ra=10+2 
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Présent résults Baytas et Pop [2002] 

Ra=10+3 

Figure 2. Streamlines function 

 
A good agreement between the obtained and reported 

results was observed. 

 

RESULTS AND DISCUSSION 
The numerical results are presented in this section 

with the main objective of investigating the effect of 

a buoyancy ratio on the double-diffusive natural 

convective flow in a vertical, open ended, porous 

cylinder. 

Effect of buoyancy ratio in the constant wall 

temperature case XA=0: 

 

Figure 3 gives a final diagram summarizing the flow 

behavior with the controlling parameters (N, Ra, A 

and Ak). One of the first findings is that the reaction 

existence extends the area of appearance of the 

phenomenon of recirculation for the range of the 

considered thermal Rayleigh number. It should be 

mentioned that for pure heat convection, when the 

buoyancy ratio is null, (N=0), the reaction existence 

does not affect the limit between the chimney natural 

convection and the perturbed fluid circulation.  
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Figure 3 diagram of the onset of the different flow 

types for constant wall temperature (Ra –A) for 

different value of N and Ak. 
 

This limit can be approximated by a power law 

expression like: A=f(Ra-0.49). The same linear trend 

(of various tilt) could be observed in the low values 

of a and high values of ak in the aiding double 

diffusive flow case (N = 1), contrary to the opposing 

double diffusive flow case (N = -1) where this linear 

limit is observed in the low values of Ak. 

In order to present the influence of various 

control parameters over the heat transfer, we present 

the Figure 4 which illustrates the evolution of the 

average heat transfer (Num) for the three values of N 

= 0, 1 and -1 over considered thermal Rayleigh 

range.  
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Figure 4 Average Nusselt number (Num) versus Ra, 

for different value of Ak and N. 
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We found that there is competition between 

thermal and mass buoyancy forces. For low thermal 

Rayleigh values (Ra) the obtained results give the 

bearings with a constant Nusselt. Once the Ra 

exceeds a critical value, a exponential variation 

regime of Num has installed. This variation depends 

on the value of the chemical reaction rate (Ak). Note 

that the mass buoyancy forces dominate the 

buoyancy forces due to heat transfer in the case of 

the opposing double diffusive flow (N = -1) and a 

high value of the chemical reaction rate in the 

considered thermal Rayleigh range. 

 

Effect of buoyancy ratio in the sinusoidal wall 

temperature case: 

Figure 5 shows the temporal evolution of the average 

Nusselt number for high dimensionless amplitude 

(XA = 0.9) compared to the constant temperature 

case XA = 0 for various values of thermal Rayleigh 

number Ra, in the case of pure thermal convection 

flow (N = 0), a buoyancy ratio N = 1 and N = -1. 

Note that the time steps (1, 2, 3 and 4) shown in this 

figure correspond respectively to the temporal 

position over the sinusoidal wall temperature (t0, 

t0+τ/4, t0+τ/2 and t0+3τ/4).  
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Figure 5. The space averaged Nusselt number 

evolution for different buoyancy ratio, N (Ra=10+3, 

XA=0.9, Ak=0, A=1) 
 

The obtained results shows that the heat transfer 

follow a periodic evolution in the same period as the 

wall heating around the stationary heating case (XA 

= 0). The aiding double diffusive flow case (N = 1) is 

more favorable for better heat transfer. We obtained a 

dissymmetry of periodic evolution compared to the 

case of constant wall temperature for different 

values of buoyancy ratio. It is clear that this 

dissymmetry is in favor of the heating phase. It is 

probably due to the oscillations increasing which 

gives peaks in heat transfer due to the agitation of 

the fluid. Note that a phase difference is obtained 

between the heat transfer and the wall temperature 

for the three considered cases (N = -1, 0 and 1) and 

it is more pronounced in the opposing double 

diffusive flow case (N = -1). 

 

 Figure 6 illustrates the effect of buoyancy forces 

ratio on the relative heat transfer enhancement 

statstatT NuNuNu /)(   (the average Nusselt number 

over the period compared to the case of heat transfer 

with constant wall temperature) for different 

dimensionless amplitude values. It is found that 

increasing the value of the thermal Rayleigh number 

increases the relative difference in the case of pure 

thermal convection flow (N = 0) and The aiding 

double diffusive flow (N = 1). Conversely to the 

case N = -1 (the opposing double diffusive flow 

case), the increasing of thermal Rayleigh number 

(Ra) decreases the difference (68% and 16% for Ra 

values respectively, 0 and 10+2). Note that for a high 

value of thermal Rayleigh number (Ra = 10+3) and 

the dimensionless amplitude the relative difference 

becomes to the favor of the stationary case which 

gives negative values. 
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Figure 6 Influence of buoyancy ratio and 

temperature oscillation on the relative heat transfer 
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CONCLUSIONS 
 In this paper, we have numerically investigated 

the unsteady double diffusive natural convection of 

porous medium in vertical open-ended cylinder. Two 

types of boundary conditions have imposed on lateral 

wall of enclosure, namely a constant temperature and 

a sinusoidal time variation temperature. Due to the 

great number of control parameters involved in the 

present problem, only the main controlling 

parameters, such as buoyancy ration, thermal 

Rayleigh number, reaction rate, dimensionless 

amplitude and aspect ratio were investigated in order 

to gain new insights into the flow patterns and the 

heat transfer enhancement. Three types of flows take 

place, chimney flow with/without fluid recirculation 

and top aspiration flow. However, the flow behavior 

and the heat transfer are strongly depends on the 

controlling parameters. Increasing the value of the 

thermal Rayleigh number increases the relative 

difference in the case of pure thermal convection 

flow (N = 0) and The aiding double diffusive flow (N 

= 1). Conversely to the case N = -1 (the opposing 

double diffusive flow case), the increasing of thermal 

Rayleigh number (Ra) decreases the difference. Note 

that for a high value of thermal Rayleigh number the 

relative difference becomes to the favor of the 

stationary case which gives negative values. 

 

REFERENCES 
 

 1.Nield, D.A, 1968, Onset of thermohaline 

convection in a porous medium. Water Resource 

Research 11 pp. 553-560. 
2.Taunton, J., Lightfoot, E., Green, T, 1972, Thermohaline 

instability and salt fingers in a Porous medium, Physics 

of Fluids 15 pp. 748-753. 

3.Shipp, P.W,  Shoukri, M, Carver, M.B, 1993, 

Double diffusive natural convection in a closed 

annulus, Numerical Heat Transfer, Part A: 

Application 24 pp. 339–356. 

4.Shipp, P.W,  Shoukri, M, Carver, M.B, 1993, Effect 

of thermal Rayleigh and Lewis numbers on double 

diffusive natural convection in closed annulus, 

Numerical Heat Transfer, Part A: Application 24  

451–465. 

5.Bennacer, R, Tobbal, A, Beji, H, Vasseur, P, 2001, 

Double diffusive convection in a vertical 

enclosure filled with anisotropic porous media, 

Int. J. Thermal Science  40 pp. 30–41. 

6.Rathish Kumar, B. V,  Singh, P, Bansod, V. J, 

2002, Effect of thermal stratification ondouble-

diffusive natural convection in a vertical porous 

enclosure, Numerical Heat Transfer. Part A: 

Application 41 pp. 421-447. 

7.Bennacer, R,  Mohamad, A. A,  EL Ganaoui, M, 

2005, Analytical and numerical investigation of 

double diffusion in thermally anisotropy 

multilayer porous medium, Int. J. Heat and mass 

transfer 41 pp. 298-305.  

8.Ching-Yang, C, 2006, Natural convection heat and 

mass transfer of non-newtonian power law fluids 

with yield stress in porous media from a vertical 

plate with variable wall heat and mass fluxes, 

International Communications in Heat and Mass 

Transfer 33 pp. 1156–1164. 

9.Himrane, N, Ameziani, D. E, Bouhadef, K, 

Bennacer, R, 2014, Storage silos self ventilation: 

Interlinked heat and mass transfer phenomenon, 

Numerical Heat Transfer. Part A: Application 66 

pp. 379-401. 

10.Jupp, T. E and, Woods, A. W, 2003, Thermally 

driven reaction fronts in porous media, Journal of 

Fluid Mechanics 484 pp. 329-346. 

11.Patankar, S.V, 1980, Numerical Heat Transfer 

and Fluid Flow. Hemisphere/McGraw-Hill, New 

York. 

 

 

 

http://www.tandfonline.com/author/Kumar%2C+B+V+R
http://www.tandfonline.com/author/Singh%2C+P
http://www.tandfonline.com/author/Bansod%2C+V+J


17 – 20 May, 2016, La Rochelle, France 

 

Sahraoui et al.  593 

 

 

 

MIXED CONVECTION IN HORIZONTAL DUCT WITH DOUBLE POPULATION 

LATTICE BOLTZMANN METHOD 

 

 
N. Mahfoud SAHRAOUI, Samir HOUAT 

Laboratory of MNEPM , MSMPT group, 
 University of Abdelhamid Ibn Badis of Mostaganem,  

Bp300, 27000 Mostaganem, Algeria 

sabd.08@hotmail.com , sa_houat@yahoo.fr  
 

ABSTRACT  

In the present work, a study of mixed convection in a horizontal duct heated from below is 

numerically investigated for Pr = 0.71, Rayleigh numbers of Ra =  and Reynolds 

numbers of Re = 10–100. The thermal lattice Boltzmann method (TLBM) is used with a 

combination of D2Q9 and D2Q5 lattice models for the dynamic field and the thermal field 

respectively. A comparison of our results with the existing data is presented for an aspect ratio B = 

L/H = 20, a Reynolds number Re = 10, Rayleigh Ra =  and Peclet number Pe = 20/3. The 

streamlines and isotherms are presented for different Reynolds numbers, Reynolds effect and 

Rayleigh effect are discussed. 
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INTRODUCTION  
Mixed convection in a horizontal rectangular channel 

heated form below is motivated by its wide several 

areas of engineering, such as: chemical vapor 

deposition (CVD), the cooling of electronic 

equipments, heat exchangers ….ect. 

This physical phenomenon results from the 

superposition of two convective sources: a gradient 

of pressure (driving of the forced convection) and a 

vertical gradient of the temperature (driving of 

natural convection). 

Several work has been done in this field both 

experimentally and numerically, H.Ben Hamed et al 

[1] studied the stability of the Poiseuille Benard fow 

within a rectangular duct, they demonstrated that the 

critical Rayleigh number depends on the Peclet 

number and the length of the domain. L. Boutina et al 

[2] carried out a numerical simulation of mixed 

convection air cooling of electronic equipments 

mounted in an inclined channel where they showed 

the effect of the Reynolds number, the inclination 

angle of the channel, the dimension of the heat 

source and the spacing between them on the 

improvement of the heat transfer. 

Evans and Paolucci [3] presented a two dimensional 

computation investigation of mixed convection 

channel heated from below, were the isotherms, the 

vortices and the streamlines where plotted Re = 10, 

Ra = , B = L/H = 20 and a Pe = 20/3, a 

benchmark solution was also proposed for open 

boundary flows. A numerical investigation of forced 

convection in a plane channel with a build-in 

triangular prism was presented by Abassi et al [4], 

they also simulated the Poiseuille Benard flow case 

and compared it with benchmark solutions. 

The lattice Boltzmann method (LBM), originated 

from the lattice gas automata [5]-[6], is a powerful 

technique for simulating fluid flows and associated 

transport phenomena. Various numerical simulations 

have been performed [7]-[8], using different models 

to investigate thermal systems [9]. The LBM 

method is a mesoscopic approach that solves the 

Boltzmann equation (BE) with the BGK 

mailto:sa_houat@yahoo.fr
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(Bhatnagar–Gross–Krook) approximation [10]. In 

comparison with the conventional numerical 

schemes, the advantages of LBM lie mainly in the 

simplicity of the calculation procedure as well as the 

implementation of boundary conditions and others. 

The approach used in this work is the double 

distribution function formulation (double population 

lattice Boltzmann method) [11]; it uses two different 

distribution functions; one for the flow field (velocity 

and density) and the other for the temperature field, 

this model is usually used to simulate thermal fluid 

flow [12]. 

The objective of this numerical study is to simulate 

laminar two-dimensional mixed convection in a 

rectangular horizontal channel heated form below 

using the TLBM method with double population 

method by comparing our data with those of the 

literature, the Rayleigh and Reynolds effects are 

discussed and streamlines, isotherms, vortices and 

velocity profiles are plotted for Reynolds numbers of 

50 and 100. 

 

 

 

 

 

 

 

 

Figure 1 

Physical configuration 

 

Thermal lattice Boltzmann method (TLBM): 
A thermal lattice Boltzmann double population 

method is considered [13], two sets of independent 

distribution functions are used, f and g, for the flow 

and the temperature fields respectively. 

The time evolution equation for the mass and 

momentum conservations can be written as follows:  

 

 
The time evolution equation for energy conservation 

is given by: 

 

 
 

Where  are the discrete particle velocity vectors, 

 is the lattice step time witch is set to unity.  

and  are the relaxation time for the flow and 

temperature respectively, δF is the buoyancy force 

term applied with The Boussinesq approximation, 

 and   are the local equilibrium distribution 

functions for the flow field and the temperature field 

respectively.       

The two-dimensional nine velocities model (D2Q9) 

for the flow, and D2Q5 for the temperature are 

considered. 

For the D2Q9 model: 

 

 

 

 

 

 

For the D2Q5 model: 

 

The kinematic viscosity ν and the thermal diffusivity 

α are respectively related to the relaxation time by: 

 

,        

Where:  is the lattice speed of sound.  

The macroscopic density ρ, the velocity and the 

temperature can be calculated in terms of these 

variables by: 

 

 

 
 

 

VALIDATION 

A code based on the thermal lattice Boltzmann 

method was developed in order to validate the  

Poiseuille Rayleigh Benard flow Fig.1, in case of an 
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aspect ratio of  B = 20, a Peclet number Pe = 20/3, a 

Reynolds number Re = 10 and a Rayleigh number 

. 

A grid dependence was carried out to determine the 

sufficient mesh for our case, where the mesh sizes 

used range from 41x801 up to 91x1801 as shown in 

Fig.2.  

The mesh 17x1401 was adopted for the current 

computation.  

The comparison of our results with other references 

shown in table I, demonstrate good accuracy of our 

numerical code, were the errors in the space and time 

average Nusselt number are 0.56% for Abassi et al 

[4], 0.30% for Evans et al [3] and 0.92% for Comini 

et al [14]. 

It should be pointed out that results reported on table 

I are referred to a domain twice as long as that shown 

in the figures.   

 

 
Table 1 

Poiseuille Rayleigh Benard flow: Re = 10, Pe = 20/3 

and Ra =  

 

Reference Present  Abassi et 

al [4] 

Evans et 

al  [3] 

Comini et 

al [14] 

< > 2.5503  2.536 2.558 2.574 

 

 

a) 

 
 

 

b)  

 

 

 

Figure 2 

Solution fields at t=  for Re = 10: 

 a) streamlines, b) Temperature. 

 

 

a) 

 
 

 

b)  

 

 

Figure 3 

Solution fields at t=  for Re = 50: 

    a) Streamlines, b) Temperature. 

  

a) 

 

 

 

b) 

 

 

Figure 4 

Solution fields at t=  for Re = 100: 

a) Streamlines, b) Temperature. 

 

RESULTS AND DISCUSSION 
 

Fields plots of streamline, temperature contours, 

over the first half of the computed domain for a 

Reynolds number Re = 10, are shown in Fig.2, 

at a time  which correspond to a minimum in 

the temperature at the position x = 5.0, y = 0.5. 

This moment is chosen arbitrarily [3]. 

At this value of time are obtained, the rest of the 

results for Streamline and temperature contours 

corresponded at Re = 50 and Re = 100 as shown 

in Fig.3 and Fig.4 respectively, it is clear that 

the nature of the flow is periodic. 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 5 

         Rayleigh effect, Ra =  
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Figure 6 

Reynolds effect, Re = 10 - 100  

 

We studied the effect of Rayleigh number on the 

heat transfer in this type of flow (Figure 5) and 

the influence of the variation of Reynolds 

number between 10 and 100 (Figure 6). It is 

noted that the transfer of heat increases when the 

rayleigh number increases and the Reynolds is 

fixed. And that the heat transfer decreases with 

the increase of Reynolds number. 
 

CONCLUSIONS 

In this paper, a numerical investigation of the 

mixed convection in a horizontal channel 

uniformly heated from below was presented. 

The thermal lattice Boltzmann method was used. 

The results obtained during the validation have 

demonstrated the accuracy and reliability of the 

TLBM method, and the good agreement between 

the results obtained with those found in the 

literature. This shows the ability of the thermal 

lattice Boltzmann method TLBM to reproduce 

this type of flow, including good numerical 

stability and the ability to handle convection heat 

transfer problems. 
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ABSTRACT  
This paper reports a numerical study with three-dimensional flows, in an enclosure domain partially filled with 

a central cubic porous media. The right and left vertical walls are considered at different temperature, the other 

walls are adiabatic.  The study found that the fluid flow and heat transfer are governed by the dimensionless 

thickness of the porous layer, and the thermal conductivity ratio of the porous media to that of the fluid . The 

complex obtained flow structure and corresponding heat and mass transfer (velocity, temperature profiles) are 

discussed at unsteady state. The numerical results are reported in terms of stream trace, isotherms and averaged 

Nusselt number. 

KEYWORDS Natural convection, three-dimensional, porous media, out thermal equilibrium. 

NOMENCLATURE 
Da Darcy number, 

 g  Gravitational acceleration,
 
 

L  Length of the enclosure,  

k Thermal conductivity 

K Permeability of the porous medium 

Nu Average Nusselt number. 

P’ Dimensional pressure  

P Dimensionless pressure,  

Pr Prandtl number,   

Ra Rayleigh number,  

T Dimensionless temperature,  

T’ Dimensional temperature, 
 

 t Dimensional time, 
 

(u’,v’,w’)Dimensional components of the velocity  

(u,v,w) Dimensionless components of the velocity,  

(x’,y’,z’) Dimensional coordinate system  

(x,y,z) Dimensionless coordinate system,  

Greek Symbols 

 ; Effective thermal diffusivity,  

T ;  Coefficient of thermal expansion,  

  Thermal conductivity ratio,  

  Kinematics viscosity,  

  Fluid density,  

  Porosity 

e  Dimensional size of porous media  

  Dimensionless size of porous media, 
 

∆T Temperature difference  

Subscripts 

Eq Equivalent 

C Cold  

H Hot  

S Solid 

F Fluid 

0 Refers to a reference state 

 

INTRODUCTION  
Fluid flow and heat transfer in saturated porous 

media has received a considerable attention and has 

been the subject of much intensive research 

numerically, mathematically and experimentally. 

This interest is due to the fact that this kind of 

structure is encountered in various engineering and 

geophysical problems, such as oceanography, 

geophysics, design of heat exchangers, hydrology, 

biology and chemical processes (see, for instance 

[1-2]). In particular these problems where heat 

transfer takes place in a confined enclosure partially 

filled with porous medium have many applications, 

such as: thermal insulation, solar collectors with a 

porous absorber, thermal energy storage system [3]. 

Despite the rise in power of means of study, there 

are still of gaps, in terms of acquaintance 

fundamental and understanding of phenomena of 

heat transfer in systems include porous media. Most 
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of the published studies on natural convection in 

composite systems deal with cases in two 

dimensional and the buoyancy forces are due to the 

variations of temperature (for thermally driven flow). 

A good match was found with experimental and 

numerical results with the work of [4]. They showed 

that the condition on the separating interface has a 

significant effect on the flow field and heat transfer 

in such composite enclosure.Many researchers 

analyzed the heat transfer in multilayer geometrical, 

horizontal saturated porous layer and an overlying 

fluid layer has been investigated using the Darcy-

Brinkman flow [5]. Natural convection in vertical 

enclosures containing simultaneously a fluid and a 

porous layer was investigated [6]. The numerical 

results show good agreement with experiments 

conducted utilizing various glass beads, fluids and 

test-cell sizes. The effect of fluid layer thicknesses on 

the Nusselt number has been numerically 

investigated for various Rayleigh and Darcy 

numbers.  

Validation the results of numerical study based on the 

single-domain approach for the dynamic balance at 

the interface between the fluid filled regions and 

porous media, have been investigated by comparison 

of their results with those existing in the other 

publications, a good match was found. Recent 

numerical study has been conducted to investigate 

three-dimensional, steady, conjugate heat transfer of 

natural convection and conduction in a vertical cubic 

enclosure within which a centered, cubic, heat-

conducting body generates heat [7]. The numerical 

results are presented and analyzed in terms of 

streamlines, isotherms, lines and average Nusselt 

number. 

This paper presents a study of three dimensions 

numerical studies on natural convection partially 

filled with central porous layer. Moreover we have 

examined the effect of the third direction on the flow, 

heat transfer in comparison with the simplified   

approach. A parametric variation effect of the 

thickness of the porous layer and the thermal 

conductivity ratio (porous media/fluid) on the 

structure flow and the rate of heat transfer are 

presented. The obtained results are discussed based 

on the stream traces, isotherms, and average heat 

transfer. 

 

MATHEMATICAL FORMULATION  
A schematic of the system considered in this paper is 

shown in Fig. 1. The system consists of a cube with sides of 

length L, within which another cubic porous with sides of 

length e
 
is centered. The left and right side walls are 

isothermal at respective temperatures of Th and Tc, 

whereas the other walls are adiabatic. The thermo physical 

properties of the incompressible fluid are taken to be 

constant except for the density variation in the buoyancy 

terms, where the Boussinesq approximation applies as:  

   0 01 1T T P
T with T            

 
 

Th 

Adiabatic 

z 

Tc 

x 
y 

Vertical 

median plane 

Adiabatic 

Porous 
media 

e 

H’ 

 
Figure 1 

Physical domain model and coordinates system 
 

In the present study a one-domain approach has been 

retained, with a unique momentum conservation equation.  

To solve the conservation governing equations, of 

continuity, momentum and energy in dimensionless form, 

respectively separately for each layer, the equations are 

combined into one set by introducing the following binary 

parameter:    1,0 / ,a porous media fluid media  

 

. 0V 

      

(1) 

      

 2

1 ² 1 .

Pr . . .

a a V t a a V V

P aV Da Ra V RaT k

        

        

(2) 

   . 1 1
T

V T a T
t

 


     


  (3) 

With  ; 1eq f eq s f         

    

 

The boundary conditions for the governing equations are 

the non-slip condition on the solid surfaces and the 

impermeability there of as well as all the walls of the 

cavity are assumed adiabatic ( 0 0V and T n    ), 

except the vertical walls are subjected to uniform 

conditions of temperature:  

1,0 0,1 ; 0 1 , 0 1

0 0,1 ;0 1 , 0 1

0 0,1 ; 0 1 , 0 1

T at x y z

T y at y x z

T z at z x y

      


        
        

     
(4) 

At the interface between the two layers (porous-fluid), we 

used the fluxes continuity conditions. 
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 
1 1

, ,
2 2

, ( ) ( )mp f mp f

x y z and
 

 

   
   
  

     


                          (5) 

Where  may correspond to P, u, v, w, T and φ  could be 

the heat flux.  The results for the total heat transfer rate 

across the enclosure given by Nusselt number defined as:  

   1
0

0

. 1
1 1 .

A

x
orf
x

h L T
Nu p dydz

A x


 




    

              (6) 

NUMERICAL METHOD 
 
The differential equations (1)–(3) governing the natural 
convection in the physical model are transformed into a 
system of algebraic equations with the use of the control 
volume approach. The SIMPLE algorithm [10] is used to 
couple momentum and continuity equations. The QUICK 
scheme is considered for the assessment of convective 
terms. The system of algebraic equations is solved 
iteratively by means of the Thomas algorithm. 
Convergence is controlled in terms of the relative error 
for the variables P, u, v, w and T   on each control volume. 
We used the technical multigrid of 823 nodes to 
accelerate numerical computing, was selected on the 
basis of grid sensitivity.  
 

RESULTS AND DISCUSSION 
 

Interestingly initially to examine the intervals of the 

governing dimensionless parameters Rayleigh (Ra), Darcy 

(Da), and thermal conductivity ration (  ) used in the 

works. To conserve laminar flow, the calculation was 

performed in all the work for Ra=105 and Da=10-6 

respectively. The dimensionless thickness of the porous 

layer () was varied from 0% to 100%, where the limit of 

0% compatible with pure natural convection situation, 

while 100% represents pure conduction in the porous 

media, with the Nusselt number equal to 1. The focus is 

placed on results for a thermal conductivity ratio (porous 

media/fluid)  varies from 1 to 100. The effect of 

parameters variation, cited below, on the average heat 

transfer and the flow structure are analyzed and discussed. 

Effect of thickness of the porous layer  

Streamlines and Isotherms: Streamlines and isotherms 

are displayed in Figure 2. These contour plots are displays 

to explain the flow and heat transfer characteristics and to 

help the results of the average Nusselt numbers in 

explaining the physical phenomena (show the next section). 

In all cases, the stream traces show a cell rotating 

clockwise about the porous layer, their intensity decreases 

with increase of the thickness of the porous layer. 
Isotherms Velocity Streamtrace 
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Figure 2 

Isotherm, velocity and streamtrace plots for =20%  

in the (x-z) plane 
 

For =20% a comparison with case without a porous 

media (not shown here) reveals that the bloc porous has 

relatively little influence on the flow. Indeed: in pure 

natural convection at this Rayleigh number, the central 

core of the fluid region is almost stagnant. This stagnant 

region approximately coincides with bloc porous. As a 

result, the Nusselt numbers for this case almost identical   

from the corresponding pure natural convection value. In 

this case, the isotherms in the porous media are almost 

horizontal, indicates that heat is conducted vertically 

through the bloc porous, from the higher temperature fluid 

in the upper flow to the lower temperature fluid in the 

lower flow. 

For a situation with a large thickness of the porous layer 

value of , a significant flow obstruction in the porous 

layer is awesome, and the flow is mainly diffusion in the 

porous layer. For this purpose, the fluid circulation is 

more favorable, and the natural convection is more 

pronounced in the fluid layer. It can be seen in figure 3. 

The figures revel that the flow preserves symmetry for all 

values of  investigated, the flow started to bifurcate and 

complex flow patterns were predicted, they found that the 

spiral flow is sensitive to the lateral boundary conditions. 

 

Figure 4 illustrates the temperature profiles at the vertical 

median plane z=0.5 for, 1   and for different 

thicknesses of the porous layer (), confirms the thermal 

property described above. Accordingly, for the low 

thickness of the porous layer, the temperature gradients 
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are well pronounced on the profiles, which reveal a totally 

convective situation with stratification in the cavity core. 

Indeed for =50% profile show a strong gradient thermal 

so that for =75%  show a diffusive profile. 
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Figure 3 

Isotherm, velocity and streamtrace plots for =90%  

in the (x-z) plane 

 

 

 
Figure 4 

Temperature profile at mid height plane of the 

enclosure vs different values of  in he (x-z) plane 

 
This is well illustrated by the profiles of vertical and 

horizontal profiles of velocity in transverse plan (x-z), 

Figure 5. Each profile presents two peaks at the vicinity of 

the vertical wall that increase by approaching the middle of 

the cavity, and decrease near the vertical wall. The profiles 

show that the flow does not circulate in the core of the 

cavity which explains the importance of the edge effect. 

The velocity profile in the porous region is almost linear. 

 

 
(a) 

 
(b) 

Figure 5 

Dimensionless velocity components (u,w)in (x-z) 

plane for =20% (a) and =90% (b). 
 

Moreover, the velocity profiles illustrate the symmetric 

propriety; each profile presents two maximums that 

decrease with increase in the thickness of the porous layer. 

For =90% of totally porous cavity, the velocity profiles 

are almost linear, which indicates that the flow tends 

toward purely conductive situations. 

 

Nusselt Numbers: Nusselt numbers as a function of the 

dimensionless thickness of the porous media are shown in 

Figure 6. Results are presented for 1  . 

Therefore, the Nusselt numbers tends into a single value 

when, the thickness of the porous layer approaches zero, 

corresponding to pure natural convection. Similarly, as the 

thickness of the porous media approaches unity, the flow 

tends toward a purely conductive situation through the 

body. As discussed earlier, the porous media block has 

low influence on the natural convection flow, when their 

size approaches the size from the almost stagnant central 

core, present in natural convection in an enclosure without 

porous media. Indeed, the porous media has only a small 

effect on average Nusselt number up to almost =70%. 

Above that value of , the decrease is steeper and is 

predominantly due to the suppression of the natural 

convection flow. 

 

This figure shows three distinct zones: a first zone is 

purely diffusive indicates a very low flow is illustrated by 

the isotherms which are almost parallel, a third zone with 

convective flow in major part indicates that the heat 

transfer is very important and an intermediate zone is 
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characterized by a strong increase in Nusselt number 

according to the thermal conductivity ratio
 

 law in the 

following form: 
0.3151.64Nu    

 
Figure 6 

The evolution of the average Nusselt number (Nu)  

versus various values of  
 

Influence Thermal Conductivity Ratio 
 

Streamlines and Isotherms: The effect of the thermal 

conductivity ratio  , where it’s varied from1 to 100 for 

thickness of the porous layer =80%,  on the isotherms and 

stream trace are displayed in figures 7. 

Due to the large size of the porous media, the natural 

convection flow is much weaker than in <80%. The 

different thermal conductivities, an important influence on 

the isotherms in the fluid and the porous layer.  

For  =10, the isotherm indicate that heat transfer is almost 

one-dimensional across the enclosure. Due to the high 

thermal conductivity of the porous media, the fluid at each 

position in the horizontal passages has almost the same 

temperature as the porous media. 

The low thermal conductivity of the fluid in the vertical 

flow acts as a thermal barrier for the heat transfer across 

the enclosure. The latter clearly seen from, the different 

spacing of the isotherms in the porous media and the 

vertically flowing fluid. This is illustrated by the 

temperatures profiles in the vertical mid-plane y=0.5 and 

=80%,  Figure 8. 

 

Nusselt Numbers: The effect of  on the Nusselt number 

is shown in Figure 9. As discussed earlier, the thickness of 

the porous layer has relatively little influence on the natural 

convection flow, as long as it is not much larger than the 

almost stagnant central core present during natural 

convection in a cubic enclosure without a porous media.   
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Figure 7 

Isotherm, velocity and streamtrace plots for =80%  

and 10    in the (x-z) plane 

 

 
Figure 8 

Temperature profile at mid height plane of the 

enclosure vs different values of   in the (x-z) plane 
 

But for >80%, the Nusselt number first increases a 

meaningful way above to the pure natural convection 

value, and then slightly low, until attains its maximum. 

Whereas most of the change takes place between thermal 

conductivity ratios of  =0.1 and  =100.  

The figure revel that the Nusselt number, which 

characterizes the heat transfer, increase with increasing of  

the thermal conductivity ratio(  ) in when the thickness of 

the porous media is great then 70%. In fact the interaction 
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between the solid matrix of the porous media and the fluid 

it’s more significant for a large porous media core    

induced a very low flow and decline the convective flow in 

major. 

. 

 
Figure 9 

The evolution of the average Nusselt number (Nu)  

versus   and different values of  

 

CONCLUSIONS 
The current investigation is a numerical study which 

conducted to investigate the steady, three-dimensional heat 

transfer and fluid flow characteristics in a cubic enclosure 

containing a centered cubic porous media heat conducting. 

After a detailed study, of the heat and fluid flow 

phenomena revealed by the numerical experiments, the 

following major conclusions can be tired: 

- A Numerical code was developed to simulate the three-

dimensional conjugate heat transfer and fluid flow 

problem of natural convection in a thermal non-

equilibrium approach.  

- The stream traces, which traduce the fluid flow, and 

isotherm distributions illustrate a very complicated three-

dimensional patterns, due to the existence of a conducting 

heat transfer and flow from the centered cubic porous 

media.  

- The Nusselt number is not significantly different from the 

one for pure convection without a block porous at the 

same Rayleigh and Darcy Numbers, up to a thickness of 

the porous layer that coincided with the stagnant fluid 

core present in an enclosure without a porous media. 

- The variation of Nusselt number with body size is 

significantly influenced by the ratio of the thermal 

conductivity of the porous media to that of the fluid.  
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ABSTRACT  
In order to minimize the high energy demand in building sector, the first Moroccan Thermal Regulation of 

Construction (MTRC) has been officially mandatory. Therefore, for the buildings energy design and 

performance, thermal properties of building components (wall, roofs, windows …) must be known.  

In this work, dry samples made from several Moroccan and imported wood species, widely used in wood-

based materials (window, door …), were tested in order to estimate their volumetric capacity and thermal 

conductivity. The simultaneous numerical inverse estimation of these two thermophysical properties has 

been performed using the flash method and introducing a new approach based on several numerical global 

minimization procedures. It should be noticed that for the samples studied a comparison was made between 

thermal conductivities estimated values and standard ones. 

Keywords: Thermal Diffusivity, Thermal Conductivity, Volumetric Capacity,   Thermophysical 

Characterization, Construction Materials. 

 

NOMENCLATURE 
λ  The thermal conductivity, 

[W/mK] 

a  The thermal diffusivity, [m²/s] 

h1 and h2 The global heat exchange 

coefficients on both sides of the 

sample, [W/m².K] 

Q0.f(t)  The finite pulse with duration td 

and Q0 is the finite amount of 

heat brought to the front 

boundary (x=0). 

f(t)   The time dependence of the heat 

generation. (For all 

measurements td is kept equal to 

2s), [s] 

e   The thickness of the sample, [m]  

bi1 and bi2 The Biot numbers  

ρ  The density, [Kg/m3] 

c  The thermal capacity, [J/Kg.K] 

p   Laplace transform 

MTRC  Moroccan Thermal Regulation of 

Construction 

Tma Adiabatic Limit temperature, [K] 

S The surface of the sample, [m²] 

 

INTRODUCTION  
For the sake of making the new Moroccan 

buildings in accordance with the MTRC, 

calculations and simulations are done to estimate  

 

 

 

 

the real energy consumption using software 

programs based on standard data. 

However, as there are so many materials that are 

specific to the Moroccan context, it is still 

difficult to estimate the effective behavior of 

buildings. While there is no thermal properties 

database available of the Moroccan construction 

materials currently, the aim of this research is to 

dress a detailed characterization of one Moroccan 

material in order to make thermal studies in 

buildings more significant. Related studies were 

investigated such as in [1] who performed 

experimental measurements of thermal 

conductivity using the heat flow meter and 

transient plane source technique, or in [2] who 

measured all of the thermal diffusivity, specific 

heat, and thermal conductivity of 13 species of 

wood using the laser flash, also [3] measured 

thermal conductivity for ash, oak, silver wattle, 

poplar, and beech, and managed to determine 

their corresponding coefficients. Reference [4] 

presented and discussed data sets of wood 

thermal properties differing in their complexity, 

the predicted temperatures were then compared to 

the experimental data obtained for European 

beech and Scots pine wood, and finally [5] 

performed transient simultaneous measurements 

of thermal conductivity and diffusivity of 

Swedish wood with the plane source technique. 

Consequently, in this article, the thermophysical 

properties of two Moroccan species Cedar and 

Walnut and two imported ones Oak and Red Deal 
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are investigated. Their diffusivities were 

measured using the flash experimental method 

and their thermal  conductivities  and 

volumetric  capacitieswere estimated using a 

specific numerical approach. 

 

MATERIALS AND METHOD 

Samples description: The samples studied are 

square pieces of Moroccan Cedar and Walnut and 

imported Oak and Red Deal wood as showed in 

fig 1. 

 

 
Figure 1 

The different wood samples studied (a) 

Oak(b)Walnut (c)Red Deal(d) Cedar. 

 

Standard thermal conductivities of wood samples 

studied taken from [6, 7] are given in Table 1. 

Further in this article, these values will be 

compared with the thermal conductivities 

measured experimentally. 

 

                             Table 1  

Thermal conductivity of basic materials 

Material Thermal 

conductivityWm-1K-1 

Cedar 0.12 

Walnut 0.13 

Oak 

Red Deal 

0.23 

0.12 

 

Method description: To determine the thermal 

diffusivity of the samples studied, the 

experimental method used in our approach is the 

flash method. It consists on the emission of a 

thermal flow generated by high temperature 

lamps. When the steady regime is established, 

this radiation is applied on the front face of the 

sample for a short time. In order to visualize the 

evolution of the rear face temperature, a 

thermocouple connected to an acquisition system 

is stuck on it. The temperature profile is then 

recorded by specific software. This setup is 

reproduced several times in order to obtain three 

satisfying curves. 

The figure 2 shows the principle of the flash 

method. 
 

 

 
Figure 2 

The schematic of the flash method 

 

Samples preparation: The important 

condition which has to be satisfied in the flash 

method is the complete absorption of the thermal 

flow by the sample studied. Therefore, we have 

covered the samples by a black thin painting in 

order to avoid the flow penetration. 

Moreover, the sample must be in dry state, that’s 

why the samples were introduced into a stove for 

several days in order to remove their humidity. To 

verify that all the moisture present in the sample 

is totally extracted, many separate measures of 

masses have been made. Then, the samples have 

been kept in plastic bags, once their mass became 

constant, to avoid any humidity absorption until 

the measurements time. 

 

THEORITICAL HYPOTHESIS 
In order to minimize the lateral losses, the 

samples lateral parts were insulated using 

expanded polystyrene. Consequently, the only 

thermal exchanges the samples are confronted to 

were the convective ones with the front and the 

rear face. In addition to that, the thermal 

impulsion will be assimilated to a square function 

due to the flash duration applied to all measures 

which is equal to 2s. Finally, the thermal 

conductivity is considered independent of the 

temperature variation because the temperature on 

the rear face has a low elevation. 

 

MATHEMATICAL ANALYSIS 
After the flash is applied, the thermal flow passes 

throw the wood sample and the rear face 

temperature starts increasing until attending its 

maximum. Thus, and according to the hypothesis 

considered in this paper, the sample studied 

corresponding to a thermal balance could be 

descripted by the following system: 
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The Laplace transform of (1) allows expressing 
the solution of the temperature in the Laplace 
space as: 

(2) 
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F(p) is  the Laplace transform of (1): 
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 

As the objective of the study is to determine the 

thermophysical properties of the samples studied, 

we have proceeded to a numerical estimation of 

thermal diffusivity, volumetric capacity and 

thermal conductivity based on several numerical 

global minimization procedures. 

In fact, considering (1), in adiabatic conditions 

when losses are neglected, it is admitted that the 

thermal flow transferred to the sample is 

corresponding to the flow which enables the 

sample to reach its maximum temperature, which 

is the limit adiabatic temperature Tma. The script 

developed on Mathematica allows: 

 

 Obtaining the time dependence f(t) of the 

temperature on the rear face by inversing 

numerically (1). For this purpose, the 

numerical method Gaver–Stehfest [8] was 

chosen for its swiftness and its easier 

numerical implementation.
 

 Determining simultaneously the 

parameters related to the theoretical model 

predicting Tth namely Tma (6), the 

diffusivity a and the Biot numbers bi1 and 

bi2 by minimizing the quadratic  distance 

(7) between the theoretical model 

stemming from the numerical inversion 

and the experimental thermogram. 

(6) 0
ma

Q
T

cSe



 

(7) 
N

2

exp i th ma i1 i2 i

(i 1)

T (t ) T (e,T ,a,b ,b , t )


     

 

 And finally estimating the thermal 

conductivity and volumetric capacity by 

evaluating Q0. For this purpose, an iron 

sample with known thermophysical 

properties was used. 

 

RESULTS AND DISCUSSION 

Density: The apparent density was easily 

deduced from the samples dimensions and dry 

masses, all these parameters are presented in the 

following table: 

 

Table 2: Measured density of wood samples 

studied 

 

 

It is clear from Table 2 that the lighter wood type 

is Cedar, followed by Red Deal and Walnut 

respectively, by contrast, Oak is the heaviest one 

with density equal to 641 Kg/m3. 

 

Thermal diffusivity: Table 3 represents the 

calculated diffusivities using the known Parker 

and Dgiovanni models, in addition, a third 

diffusivity value was returned using Mathematica 

script. 

 

Table 3: Thermal diffusivity of the samples 

studied 

Sample Estimated diffusivity a 

10-7 (m2.s-1) 

Sample 

 

Oak 

thickness 

(cm) 

Dimensions 

(mm3) 

Mass 

(g) 

Density 

(Kg/m3) 

2.05 101x097x020 128.8 641.3 

Cedar 2.05 101x097x020 097.1 483.4 

Walnut 2.20 101x097x022 119.4 553.9 

Red 

Deal 

1.80 101x097x018 090.7 514.3 
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Dgiovanni 

method 

Parker 

method 

Present 

study 

Cedar 1.6 2 1.6 

Oak 1.74 1.95 1.67 

Walnut 2.14 2.37 2.65 

Red 

Deal 

1.62 2 1.56 

 
It is noticed that the thermal diffusivity values 
estimated from the Global minimization method 
are closer to those obtained using the Dgiovanni 
model which take into consideration lateral losses. 
 

Estimated volumetric capacity, thermal 

conductivity and adiabatic temperature: 
According to the previous models, the table 4 

summarizes the results of the estimated limit 

adiabatic temperature, thermal conductivity and 

volumetric capacity of the different specimens 

studied.  

 

Table 4: Estimated thermal properties of the 

samples studied 

 

Sampl

e 
 

 

 

 

 

Cedar 

Estimated 

adiabatic 

limit 

temperatur

e 

(°C) 

Estimated 

volumetri

c capacity 

jm-3K-1 

(106) 

Estimated 

thermal 

conductivit

y Wm-1K-1 

2 0.69 0.11 

Oak 1.58 0.88 0.15 

Walnut 2 0.65 0.17 

Red 

Deal 

1.35 1.16 0.18 

 

From Table 4, it is obvious that Red Deal has the 

greatest volumetric capacity and thermal 

conductivity, in return, Cedar disposes of the 

lowest ones. Also, we observe that the estimated 

thermal conductivities are close to the standard 

ones presented earlier in Table 1, which proves 

the validity of the adopted mathematical 

procedure, the slight difference between the two 

parameters is related to the variety of the 

experimental and numerical methods adopted.  

 

CONCLUSION: 
This paper has presented an experimental 

thermophysical characterization of four wood 

species using the flash method. For this purpose, 

five thermophysical properties were evaluated, 

the density was directly computed knowing the 

samples dimensions and dry masses, the thermal 

diffusivity was performed according to three 

different mathematical numerical models and the 

adiabatic limit temperature, the thermal 

conductivity and the volumetric capacity were 

estimated using a specific Mathematica script. 

The validity of the introduced numerical 

approach, based on the global minimization, was 

confirmed through a comparison between 

thermal conductivities estimated values and 

standard ones. Moreover, this approach proved to 

be faster than usual known experimental methods 

such as hot plate and guarded hot plate, which 

generally take a considerable time to reach steady 

state. Nevertheless, this study needs to include 

furthermore an additional experimental method to 

be applied on the same studied samples in order 

to compare the derived thermophysical properties 

from both numerical and experimental studies. 
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ABSTRACT  
The aim of this work is to analyze the natural convection phenomena and entropy generation of water-based 

Al 2O3 nanofluids in square enclosure. The simulated domain corresponds to a square cavity heated from 

below and cooled from the top. The left and right walls are heated up to a height H= (3/4W) and are adiabatic 

in the remaining part (1-H). Numerical investigations on have been carried out based on coupled partial 

differential equations of momentum and energy which are solved using finite volume method . The effective 

thermal conductivity of the nanofluid was expressed by the Maxwell-Garnetts model however the dynamic 

viscosity was calculated according to the Brinkman formula. The obtained results were presented by average 

Nusselt number, streamlines, isotherms and entropy generation with various pertinent parameters, namely, 

Rayleigh number (
0 610 10Ra  ) , volumetric fraction of nano-particles (1% 4%  ).It was found that 

the heat transfer increases with the increase of Rayleigh number and volume fraction. The choice of these 

parameters is important to obtain maximum enhancement of heat transfer with minimum entropy generation. 

KEY WORDS: Natural convection, Nanofluids, Entropy generation, volumetric fraction.

NOMENCLATURE 
 

Latin Symbols 

 

Be Bejan number 

CFD Computational  fluid dynamics 

Cp Specific heat 

g gravitational acceleration  

h Heat transfer coefficient 

H Dimensionless heating heigt 

k Thermal conductivity  

L Dimension of cavity in x direction 

Nu Nusselt number 

P Pressure 

Pr Prandtl number 

Ra Rayleigh number 

 

LHFS  

 

local entropy generation due to heat 

transfer 

LFFS  local entropy generation due to fluid 

friction 

TS   

 

Total entropy generation due to heat 

transfer and fluid friction 

T
 

Temperature 

U Axial velocity 

V Radial velocity 

W Dimension of cavity in y direction 

 

Greek Symbols 

 
  Thermal diffusivity 

           thermal expansion coefficient 

  volume fraction of particles 

μ dynamic viscosity 
  Density 

 

  

dimensionless temperature, 

 

 
r

h c

T T

T T




 

    

    Subscripts 

c Cold wall 

f Base fluid 

h hot wall 

nf Nanofluid 

p Particles  

INTRODUCTION 

 

Free convection fluid flow and heat transfer is 

an important phenomenon. Its apply in different 

applications such as heat exchangers, cooling of 

electronics equipments, crystal growth, solar 

collector, ventilation, heating and cooling of rooms.  

Usual fluids, such as water, engine oil and 

ethylene glycol are used generally as heat transfer 

fluids, the mixture of metallic or non metallic 

nanoparticles with traditional fluids in order to 

augment the heat transfer efficiency, called 

nanofluids, The efficiency of heat transfer by using 

the nanofluids is increased since the thermal 

conductivity of the metallic nanoparticles is superior 
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than that of the traditional fluids. Conventional heat 

transfer fluids exhibit poor heat transfer 

performance due to their low convection of 

nanofluid thermal conductivities. Many research 

activities have been carried out in the past to 

improve the thermal properties of these fluids by 

seeding a small quantity of highly thermally 

conductive solid in it [1]. The study of natural 

convection heat transfer within systems using 

nanofluids has been carried out in differentially 

heated enclosures. Khanafer et al. [2] numerically 

investigated the natural convection heat transfer of 

a copper–water nanofluid in a differentially heated 

square cavity. They found that the heat transfer rate 

increases with an increase in the nanoparticle 

volume fraction at any given Rayleigh number in 

their study 

Nanofluid is used as the medium as a 

replacement for base fluid, step by step, researchers 

began to experimentally and numerically investigate 

the natural it has been more than 100 years that the 

thermal conductivity enhancement of conventional 

fluids by the suspension of solid particles, in size of 

millimeter and micrometer, has been well known 

[3]. Ho et al [4] found that Enhancement in the 

dynamic viscosity, counteracting that in the thermal 

conductivity, of the nanofluid can thus play as a 

crucial factor and should be taken into account when 

accessing its heat transfer efficacy for natural 

convection in enclosures. Kefayati [5,6] studied 

natural and mixed convection of nanofluids in a 

differentially heated cavity. He concluded that, by 

increasing the nanoparticle concentration the 

average Nusselt enhances. Moreover, he found that 

the effects of nanoparticles on the average Nusselt 

number drop as power-law index enhances in 

different Rayleigh and Hartmann numbers. 

Massimo Corcione [7, 8] investigated the effects of 

diameter and type of the nanoparticles on the heat 

transfer rate. He found that, the heat transfer 

enhancement increases when increasing the 

nanoparticle volume fraction up to an optimal 

particle loading at which the amount of heat 

transferred across the enclosure has a peak. In 

addition, his results indicated that, the heat transfer 

enhancement at the optimal particle loading 

increases as the average temperature of the 

nanofluid increases and the size of the suspended 

nanoparticles decreases. Similar observation was 

reported by Garoosi et al. [9] who numerically 

investigated laminar natural convection of nanofluid 

in a square cavity. Studies on entropy generation of 

heat transfer in nanofluid filled energy systems are 

extremely limited. In this context, Shahi et al. [10] 

performed a numerical study on entropy generation 

due to natural convection of a nanofluid that consists 

of water and Cu in a cavity with a protruded heat 

source. They used finite volume method and solved 

the equations for different Rayleigh numbers, solid 

concentration and heat source location. Their results 

showed that the maximum value of Nusselt number 

and minimum entropy generation are obtained when 

heat source mountains in the bottom horizontal wall. 

Singh et al. [11] present a theoretical investigation 

of the entropy generation analysis due to flow and 

heat transfer in nanofluids. They considered the 

most common alumina–water nanofluids as the 

model fluid. They observed that at lower tube 

diameter, flow friction irreversibility is more 

significant and at higher tube diameter thermal 

irreversibility is more. For both laminar and 

turbulent flow, there is an optimum diameter at 

which the entropy generation rate is the minimum 

for a given nanofluid.  

 

The main objective of the present work is to 

numerically explore the fundamental fluid flow and 

heat transfer characteristics for natural convection 

of the water–Al2O3 nanofluids in square enclosure. 

 

MATHEMATICAL MODEL 
 

Fig 1 shows the geometrical configuration 

under consideration. This studied enclosure is very 

important because used as a simplified model for 

crystal growth problems (known as Bridgman 

configuration) [12, 13, 14, 15]. It is a two-

dimensional square cavity heated from below and 

cooled from the top. For the side walls ¾ are 

maintained at a hot temperature and the ¼ of the side 

walls is adiabatic model. The temperature driven 

flow in this work is considered as laminar and 

results are carried out by employing single method.  

 
Figure 1 

Geometrical configuration of the two-dimensional 

square cavity. 

 

The equations governing steady state laminar 

natural convection fluid flow and heat transfer are 

described below in terms of primitive variables. The 

set of equations was written in dimensionless form 

as follows: 
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GOVERNING EQUATIONS 

  

Continuity equation: 

0       
U V

X Y

 
 

 
 

   (1) 

             

                                                           

 

Momentum equation: 
2 2

2 2
Pr  

U U P U U
U V

X Y X X Y

     
     

     

 
   

(2

) 
2 2

2 2
Pr  + RaPr

V V P V V
U V

X Y Y X Y


     
     

     

 

 

(3

) 

 

Energy equation 

 
2 2

2 2
       U V

X Y X Y

       
   

    

 

    

(4) 

Where the Rayleigh number Ra, and the Prandtl 

number Pr, are: 

 

  3

fg
Ra=     ,      Pr   

fh c

f f f

T T W 

  




 

(5) 

  

   

The boundary conditions for equations (1)-(4) are 

specified as follows: 

 0, 1Y   

   0, 1, 1Y Y     for   0 Y H   

   0, 1,

0
Y YX X

  
 

 
      for    1H Y   

 ,1 0X   

The effective thermo-physical properties of the 

nanofluids are estimated by different formulas 

available in the literature. The formulas chosen for 

the thermo-physical properties of the nanofluid in 

this work are as follow. 

 

Density:   

 1nf f p       (6) 

 

 

Thermal expansion coefficient: 

 1nf f p       
 

(7) 
 

Specific heat: 

 
1

1nf f f p p

nf

Cp Cp Cp  


      
 

(8) 

Thermal conductivity:  

 

In order to approximate the effective thermal 

conductivity of nanofluid; the Maxwell-Garnett 

formula is chosen as follows: 

 
 

* *

* *

2 2 1

2 1

pf pf

nf f

pf pf

k k
k k

k k





   
 

    

 

 

(9) 

 

      

With   

* p

pf

f

k
k

k
  

 

(10) 

 

Dynamic viscosity:  

The Brinkman’s formula [16] is used to calculated 

the dynamic viscosity  

 
2.5

1nf f  


   
(11) 

 

The thermo-physical properties of base fluid and 

nanoparticles are resumed in table I.  

 
Table1 

 Thermo-physical properties of base fluid and 

nanoparticles 

The local heat transfer coefficient (
,h nfNu ) at the 

hot wall of the cavity is presented as:  

,

nf

h nf

nf

h L
Nu

k
  

 

(12) 

 

 
ENTROPY GENERATION RATE 

 

According to the dimensionless parameters defined 

above and local thermodynamic equilibrium of the 

linear transport theory, the dimensionless local 

entropy generation due to heat transfer and the fluid 

friction ( LHTS  and LFFS  respectively) for a two-

dimensional heat and fluid flow in the cartesian 

coordinates in explicit form can be written as: 

Property Base fluid 

(water) 

Nanoparticle 

(Al2O3) 

Density (kg/m3) 997.1 3600 

Specific heat (J/kg 

k) 

4179 765 

Thermal 

conductivity (W/mk) 

0.605 46 

Dynamic viscosity 

(kg/ms) 

8.91*10-4 ----- 

Thermal expansion 

coefficient (k-1) 

2.1*10-4 6.3*10-6 
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2 2

LHTS
X Y

     
    

    
 

 

(13) 

 
22 2

2LFF

U V U V
S

X Y Y X

               

             
               

 

 

(14) 

 

The total local entropy generation is the summation 

of  LHTS and LFFS . 

2 2

22 2

2

L LHT LFFS S S
X Y

U V U V

X Y Y X

 



    
       

    

               
            

               

 

 

 

(15) 

 

Where  is the parameter determining the 

contributions of heat transfer and friction 

contributions to the entropy generation namely the 

irreversibility distribution ratio : 

S
LFF

S
LHT

   
 

(16) 

 

 

The total entropy generation due to heat transfer and 

fluid friction ( THTS and TEFS , respectively) are 

obtained by integrating the local entropy generation 

over the system volume: 

; ;THT TFF

T THT TFF

S S dV S S dVLHT LFF
V V

S S S

 

 

 
 

 

  (17) 

 

The local Bejan number indicates the strength of the 

entropy generation due to heat transfer 

irreversibility: 

LHT

L

S
Be

S
  

(18) 

 

At 21Be , the irreversibility due to heat transfer 

dominates; at 21Be , the irreversibility due to 

viscous effects dominates; finally, at 21Be , the 

heat transfer and fluid friction irreversibilities are 

equal. The heat transfer irreversibility is the only 

origin of the entropy generation at Be = 1 ; at Be = 

0, the fluid friction irreversibility is the only origin 

of the entropy generation. 

 

COMPUTATIONAL AND CALCULATIONS 

TOOLS 

GRID INDEPENDENCE 
 

The geometry and the grid were generated using 

preprocessor called Gambit. It is an integrated 

preprocessor for CFD analysis. The mesh file was 

further exported to Fluent. In this work, the grid 

independence study was carried out with four 

different grid sizes (48*48, 70*70, 90*90 and 

121*121). These studies are performed for pure 

water. The results are compared in terms of Nusselt 

number which is in a good agreement with the Ho et 

al [3] work. So the grid 120*120 is chosen for 

further computations. 

 

Table2 

Validation of the Grid 

 

Grid Nu  

48 48 4.52 

70 70 4.59 

90 × 90 4.518 

120 × 120 4.706 

Ho et al [3] 4.605 

VALIDATION 
 

Table3 

Comparison of Nusselt numbers 

 

 
Figure 2 

Representation of the Nusselt number as a function 

of the volume fraction of Al2O3 for different 

Rayleigh number. 

The numerical code was validated by 

comparison with the numerical results for the 

benchmark results [4, 18, 19, and 20] at different 

Rayleigh numbers as shown in Table 3. As seen 





0 1 2 3 4
0

2

4

6

8

10

 présent taravail

 C.J. Ho et al

Ra = 10
6

Ra = 10
3

Ra = 10
4

Ra = 10
5

Nu



Ra Present  

Work 

Ho et 

al     

[4] 

Lai 

et al 

[16] 

 Yu  

et al 

  [17] 

Tanmay    

et al 

[18] 

103 1.113 1.161 1.154 -------

- 

1.103 

104 2.265 2.021 2.330 2.244 2.287 

105 4.706 4.605 4.728 4.439 4.867 

106 9.194 9.051 9.118 8.024 -------- 
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there is a good agreement between the benchmark 

solutions for the averaged Nusselt number and the 

present work. Also an excellent accord is apparently 

displayed between the present results and Ho et al 

[4] for the averaged Nusselt number at the hot wall 

of the enclosure for different volume fractions 

(figure 2).  

 

RESULTS AND DISCUSSION 

Streamlines and isotherms 
 

In the present work, we investigate the effects 

of the thermal Rayleigh number (Ra), nanoparticle 

volume fraction on natural convection heat transfer 

in square cavity of water-Al2O3 nanofluid , due to 

the several cases studied, the work was carried out 

in this section only for the square enclosure AR = 1, 

with Ra =102,104 and 106 and for volumetric fraction 

ϕ = 0% and 3%.Numerical simulation has been 

carried out. In this study the results indicate that the 

heat transfer feature of a nanofluid increases 

remarkably with the volume fraction of 

nanoparticles. 

Figures 4 and 5 illustrate comparison of the 

streamlines and isotherms contours between the 

nanofluid (ϕ = 3%) and the base fluid (ϕ = 0%) at 

different values of Ra =102,104 and 106, 

respectively. 

 

As the volume fraction increases, the velocity 

components of nanofluid increase as a result of an 

increase in the energy transport through the fluid. 

The effect of the volume fraction on the streamlines 

and isotherms of nanofluid for various Rayleigh 

numbers is shown in Figs. 3(a) and 4(a). In the 

absence of nanoparticles (ϕ = 0%), The flow 

consists of two vortex counter-rotating as a 

dominant characteristic of the fluid flow inside the 

cavity, As the Rayleigh number increases, as shown 

in Figs. 3a and 4a and (ϕ = 0%), the vortex counter-

rotating tends to becomes elliptic for (Ra = 104) and 

(Ra = 106). As the volume fraction increases, the 

velocities at the center of the cavity increase as a 

result of higher solid– fluid transportation of heat.  

The isotherms in Fig. 4 show that for (Ra = 106) 

isotherms breaks up into two contra-rotating the 

isotherms breaks down with an increase in the 

volume fraction for higher Rayleigh numbers. As 

the volume fraction increases, the velocities at the 

center of the cavity increase as a result of higher 

solid– fluid transportation of heat. 

 

For (Ra =102   and ϕ = 0 %) 
 

 

For (Ra =104   and ϕ = 0 %) 
 

 

For (Ra =106   and ϕ = 0 %) 
 

 
 

(a) ϕ = 0% (base fluid) 

For (Ra =102   and ϕ = 3 %) 
 

 

For (Ra =104   and ϕ = 3 %) 
 

 

For (Ra =106   and ϕ = 3 %) 
 

 
 

(b) ϕ = 3 % (nanofluids) 

 

Figure 3 

Temperature contours for ϕ = 0% (base fluid) and ϕ = 3 % (nanofluids) at different values of Ra (102, 

104  and 106 ) . 
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Nusselt number 
 

     The averaged Nusselt number at the bottom wall 

Nup,b and upper wall Nup,h are illustrated  in Fig. 5 

for the different volume fraction  of the 

nanoparticles at different Rayleigh numbers. 

In general, the results show that the average 

Nusselt number increases as the Rayleigh number 

increases due to the strengthened buoyant flow. The 

averaged Nusselt number exhibits a monotonic 

variation with the volumetric fraction of 

nanoparticles. 

 

Entropy generation  

 
      The distribution of local entropy generation due 

to heat transfer and fluid friction irreversibility for 

pure fluid as well as nanofluid is shown in Figures 

7,8 for different volume fraction nanoparticles and 

Rayleigh number. Our result shows that with the 

increase of Rayleigh number the heat entropy 

generation increases due to the increase in  

 

buoyancy effect for which the irreversibility due to 

heat transfer increases, with the increase of 

nanoparticle volume fraction, the effective thermal 

conductivity also increases. This implies that an 

increase in volume fraction produces an increment 

in irreversibility due to heat transfer; it is interesting 

to note that the entropy generation decreases 

linearly with the increase of nanoparticle. 

The Variation of entropy generation with Rayleigh 

number for different volume friction in the case of 

heat entropy which has the lowest value of entropy 

generation in Ra =104. As mentioned before, the 

heat entropy generation increases with increasing 

Ra number due to more heat transferred into flow 

and consequently higher temperature gradient. In 

other words, the temperature gradient and entropy 

generation due to heat transfer concentrates along 

the walls. The presence of nanoparticles plays a 

more significant role in reducing entropy at Ra 

number equal to104. 

For (Ra =102   and ϕ = 0 %) 
 

 

For (Ra =104   and ϕ = 0 %) 
 

 

For (Ra =106   and ϕ = 0 %) 
 

 
(a) ϕ = 0% (base fluid) 

 

For (Ra =102   and ϕ = 3 %) 
 

 

 

For (Ra =104   and ϕ = 3 %) 
 

 

 

For (Ra =106   and ϕ = 3 %) 
 

 
(b) ϕ = 3 % (nanofluids) 

 

Figure 4  

Streamlines contours for ϕ = 0% (base fluid) and ϕ = 3 % (nanofluids) at different values of Ra (102 , 104  

and 106 ) . 
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       (a) 

 
        (b) 

Figure 5 

Variation of averaged Nusselt number with 

volumetric fraction for different Rayleigh number 

(a) bottom wall (b) upper wall. 

 
        (a) 

 
         (b) 

Figure 6 

 Variation of averaged Nusselt number with 

Rayleigh number for different volume friction (a) 

bottom wall (b) upper wall. 

Entropy generation  
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Figure 7 

Variation of entropy generation with volumetric 

fraction for different Rayleigh number (a) heat 

entropy (b) viscous entropy. 
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Variation of entropy generation with Rayleigh 

number for different volume friction (a) heat 

entropy (b) viscous entropy. 
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CONCLUSION 

 

In this paper, natural convection heat transfer 

performance and entropy generation of 

Al2O3/water nanofluid in a two-dimensional 

enclosure is studied numerically in single- phase 

way by open source CFD simulations via Fluent for 

a range of Rayleigh number and volume fractions. 

Results show that the average Nusselt number 

increases with the increase of Rayleigh number and 

the volumetric fraction Compared to pure water, 

Al2O3/water nanofluid is found to have upper 

average Nusselt number along the heating wall 

because the increased conductivity is playing 

dominant role to increase heat convection by 

impeding the nanofluid flow. 

 Also the influence of adding nanoparticles to pure 

fluid, different volume fractions of nanoparticle, 

entropy generation is studied. The main results can 

be expressed as follows: 

By adding nanoparticle into pure fluid, the 

entropy generation decreases. 

 The role of adding nanoparticle in reducing 

entropy generation is more pronounced at higher Ra 

numbers (104) 

Increasing Ra number results in increase in 

average Nu number and entropy generation. 

 The results have shown that for the Rayleigh 

numbers considered in this study (Ra = 100 ˷ 106), 

the mean Nusselt number increases and the total 

entropy generation decreases with an increasing 

volume fraction of nanoparticles. 
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ABSTRACT  
Flow through porous media occurs in various engineering applications such as heat exchangers, cooling of gas 

turbine. Therefore, the heat transfer phenomenon through the porous medium is also interesting for many 

engineering applications. In this paper, a two-dimensional laminar flow around and through a porous square 

cylinder is studied numerically. The transfers in the channel and the porous medium are respectively described 

by the classic equations of forced convection and the Darcy-Brinkman-Forcheimer model. After the code 

validation, we have studied the effects of the Darcy and Reynolds numbers on several hydrodynamics 

parameters such as wake structure and streamlines.

KEYWORDS 
 

. 

 

NOMENCLATURE 
CF Forchheimer coefficient CF =1.75/(150 Ԑ2) 

Da   Darcy number = K /h2 

h  height of the cylinder 

LD  distance between rear face of the cylinder 

 and the outflow boundary (m) 

Nu local Nusselt number 

K permeability (m2) 

LR  length of recirculation region (m) 

Pr Prandt number 

Re Reynolds number = ρUoh/μ 

T dimensionless temperature 

U,W velocity (m s-1) 

 

Greek symbols 

μ dynamic viscosity (kg m-1 s-1) 

ρ density (kg m−3) 

Ԑ porosity 

X, Z dimensionless coordinates 

 aspect ratio, = h/H 

 

INTRODUCTION  
The flow through porous media frequently occurs in 

various technological system such as cooling system 

for LED backlight module, heat exchanger, cooling 

system for electronic component, thermal insulation, 

nuclear reactors, drying processes... Many numerical 

and experimental works are devoted to the flows 

around a fixed square cylinder. The flow around a 

square cylinder generates the apparition of Von 

Karman vortices from Rec = 60. This value was 

found by Breuer et al. [1] and Korichi et al. [2]. A. 

K. Dhiman et al. [3] have simulated the two-

dimensional mixed convection of an air flow in a 

horizontal channel. The isotherms and the 

streamlines were obtained for different values of 

Reynolds, Prandtl and Richardson numbers. They 

notice a coincidence between drag and lift 

coefficient profiles. The vortex shedding behind a 

porous square cylinder was studied by Jue [4]. His 

results have revealed that the vortex shedding is 

delayed with an increase of the Darcy number. 

Another research work concerning the flow around 

and through a porous square cylinder has been 

realized by Dhinakaran and Ponmozhi [5]. They 

have also investigated numerically the fluid flow 

and the heat transfer around and through a porous 

square cylinder. They show that the drag coefficient 

and wake length, for porous square cylinder, 

approaches the corresponding case of a solid square 
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cylinder for very low Darcy numbers, typically at 

values around 10-6. 

The objective of the present work is, therefore, to 

study, in detail, the flow and thermal field around and 

through a porous square cylinder and to estimate the 

effects of the Reynolds and Darcy numbers on 

different physical parameters such as the Nusselt 

number, the wake structure, the velocity distribution 

and the streamlines. Moreover, those parameters are 

compared with those obtained for a solid square 

cylinder.   

PROBLEM FORMULATION  

Equations 
The square cylinder, of height, h, is symmetrically 

placed on the channel axis as indicated in Fig. 1. The 

upstream face of the square cylinder is located at a 

distance Lu = 5h from the inlet. The distance between 

the porous medium and the outlet is equal to LD = 

29h. The values of Lu and LD are those recommended 

by S. Dhinakaran et al. [5]. 

 

 
Figure 1 

 Schematic diagram of the problem 

 

In this study we have considered a two-dimensional 

incompressible and laminar flow. Also, we have 

supposed that the porous cylinder is homogeneous 

and isotropic. The dimensionless equations can be 

written in the following form:  
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The dimensionless variables are defined as follows: 
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Boundary conditions 
The boundary conditions must be specified to solve 

the equations. The velocity over the cross-section at 

the inlet has an uniform profile (U0), whereas at the 

outlet section the flow is considered as fully 

developed. Thus, the dimensionless boundary 

conditions can be written as follows: 

At the inlet section: 1, 0, 0U W T    

At the outlet section : 0, 0, 0
U W T

X Z X

  
  

  
 

At the walls: 0, 0, 0  
T

U W
Z


  

  
 

Numerical resolution 
The equations are integrated by a finite-volume 

method and then solved by using the projection 

method. We use a second-order Adams-Bashforth  

implicit scheme for the time term. The convective 

and diffusive terms are discretized using QUICK 

and central differencing schemes, respectively. 

Fig.2. shows the grids. A non-uniform structured 

mesh of 258x178 is used with a refinement near the 

walls to capture the strong gradients of temperature 

and velocity. The choice of step time was imposed 

by the precision and the numerical stability (Δτ = 

2.10-3). 

 

 
Figure 2 

Non-uniform mesh distribution in the computational 

domain. 

 
 

RESULTS AND DISCUSSION 
 

Validation 

To validate our numerical code, we have compared 

our results with the results of Dhinakaran and 
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Ponmozhi [5] who have studied the heat transfers 

from a porous square cylinder to a flowing fluid. The 

figure 3 shows the wake length after the porous 

cylinder as a function of the Reynolds number. We 

can see, on this figure, that our results are in good 

agreement with those of Dhinakaran and Ponmozhi. 

 

  

Figure 3: Variation of the wake length as a function 

of Reynolds number for the porous square cylinder at 

Da = 10−3. 

 

We have also validated our numerical code by 

comparing the local Nusselt numbers obtained in this 

work and those obtained by the previous authors. 

This comparison is presented on Fig. 4 where AB 

represents the frontal face and CD the rear face. We 

can see a good agreement for the Nusselt numbers on 

all the cylinder faces. 
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 Figure 4: Time-averaged local Nusselt number 

around the square cylinder. 

Results 

The effects of the Darcy number on the flow 

structure are illustrated on the Fig. 5 for a Reynolds 

number equal to 10. 

For a Darcy number equal to 10-2 (Fig. 5 a), the flow 

penetrates the porous cylinder with a low resistance. 

Like that, the streamlines are weakly deformed and 

there is not recirculation zone after the porous 

cylinder. With a diminution of the Darcy number 

(Fig. 5 b and c) the streamlines are separated in two 

zones located on the top and below of the porous 

cylinder. Just after the cylinder, there is a 

recirculation zone and then a reattachment of the 

flow.  

 

(a) 

 
 

(b) 

 
 

(c) 

 
  

Figure 5: streamlines through and around the porous 

square cylinder for different Darcy numbers (a=10-2 

; b=10-4 ; c=10-6) at Re=10 
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Fig. 6 shows the distribution of the time-averaged 

local Nusselt number Nu around the square cylinder 

with time for different aspect ratios (1/11, 1/8/, 1/5) 

and for Re=40. On the front face (A-B), the values of 

the Nusselt number are maximum, because the 

temperature gradients are more important in the inlet 

zone of the channel. Along the upper (B-C) and the 

lower (D-A) face, the Nusselt number decreases, 

because the air temperature increases and the 

temperature gradient between the porous surface and 

the air flow, in its vicinity, decreases. On the rear 

face, the nusselt number takes a low and constant 

value. This is due to the fact that the rear face is just 

before the recirculation zone. The aspect ratio has a 

slightly effect on the local Nusselt number (Figure 6). 

This influence can be better seen on the figure 7, 

which represents the average Nusselt number as a 

function of the aspect ratio. In fact, the Nusselt 

number increases slightly with the aspect ratio 

because an augmentation of the aspect ratio 

corresponds to a diminution of the height of the 

channel and then the porous medium is more 

enclosed. 
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 Figure 6: Time-averaged local Nusselt number 

around the square cylinder for different aspect ratios. 
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Figure 7: Variation of average nusselt number for 

different aspect ratios at Da = 10−4. 

On the figure 8, we have represented the average 

Nusselt number as a function of the Reynolds 

number for a fixed value of the Darcy number equal 

to 10-4. As we can see, the Nusselt number increases 

linearly with the Reynolds number. This result was 

expected because an augmentation of the Reynolds 

number corresponds to an augmentation of the 

convection transfers between the surface of the 

porous medium and the air flow in its vicinity.  
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Figure 8: Variation of average Nusselt number as a 

function of the Reynolds number for the porous 

square cylinder at Da = 10−4. 
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 Figure 9: Variation of average Nusselt number for 

different Darcy numbers at Re = 40. 

 

On the figure 9, we have represented the average 

Nusselt number as a function of the Darcy number. 

We can see that the average Nusselt number is very 

influence by a change of the Darcy number. The 

average Nusselt number increases with an 

augmentation of the Darcy number. In fact, with an 

augmentation of the Darcy number, the flow passes 

around and through the porous medium. Furthermore, 

the exchange surface with a porous medium is more 

important than for a solid medium and so the heat 

transfers also. 

 

CONCLUSION 
The flow structure and the heat transfers in a channel 

with a porous square cylinder are numerically 

investigated. The effects of the Darcy number, the 

Reynolds number and the aspect ratio are explored. 

The results show principally that: 

- For a low Darcy number, there is a recirculation 

zone after the porous medium. 

- The heat transfers are slightly influenced by the 

aspect ratio. 

- There is an increase of the heat transfers with an 

increase of the Reynolds number. 
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ABSTRACT  
The internal natural convection occurs in various engineering process as evaporator, surfaces cooling .... Due 

to the importance of this phenomenon in various industrial sections much attention has been paid by 

researchers on the heat and mass transfers by natural convection in a vertical channel with plane walls. 

This paper deals with a numerical study of heat and mass transfers by natural convection occurring during 

water evaporation in a corrugated vertical channel. This channel is asymmetrically (or symmetrically) heated 

with a uniform heat flux density. The unsteady equations in two dimensional of Navier-Stokes, energy and 

species are integrated by a finite volume approach and then solved using the projections method. The aim of 

this work is to conduct a detailed numerical study to analyze the effects of physical parameters such as the flux 

density imposed at the wall and the relative humidity. The numerical results show the distributions of the axial 

velocity, of the temperature and of the concentration. We also represent the Nusselt and Sherwood numbers.

KEYWORDS 
 

Corrugated vertical channel, protuberances, natural convection, Nusselt number, heat and mass transfers, 

numerical simulation, evaporation, liquid film. 

 

NOMENCLATURE 
A       protuberance length (m)      

a        protuberance width (m) 

L       channel length (m) 

b channel width (m) 

C       water vapor mass fraction   

Cp      specific heat (J kg-1K-1) 

D       mass diffusivity (m2s-1) 

g gravitational acceleration (m s-2 ) 

Gr      Grashof number 

Hr       relative humidity 

M       mass flow rate 

Lv      latent heat of evaporation (J kg) 

Ma      molecular weight of air (kg mol-1) 

NuL    latent Nusselt number 

Nus     sensible Nusselt number 

p        pressure, (Pa)  

Pr  Prandtl number 

q  heat flux density, (w/s2) 

Ra  Rayleigh number 

Sc       Schmidt number 

Sh       Sherwood number  

T      temperature 

u, w    velocity components along x, z, (ms-1) 

Mv      molar mass of vapor (kg mol-1) 

Nu  Nusselt number 

X*, Z* dimensionless cartesian coordinates 

Greeks symbols 

βT coefficient of thermal expansion (K-1) 

βM        coefficient of mass expansion (K-1) 

α  thermal diffusivity (m2s-1) 

λ  thermal conductivity (W m-1 K-1) 

µ dynamic viscosity (Kg m-1 s-1) 

ν  kinematic viscosity, µ/ρ (m2s-1) 

ρ density (kg/m3) 

x, z      cartesian coordinates,( m) 

Indices 

mailto:olfaamechergui@gmail.com
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* dimensionless temperature 

ref referency   

w wall 

INTRODUCTION  
The evaporation of liquids driven by the thermal and 

mass free convection is frequently encountered in 

engineering processes and natural environment. 

The steady natural convection flows, induced by the 

buoyancy forces in vertical ducts have been 

extensively investigated [1-4]. Aung and Worku [1] 

have studied the flow reversal in a vertical channel 

with walls asymmetrically heated. It has been shown 

[2] that when the wall temperatures are unequal, a 

flow reversal occurs if the magnitude of the 

buoyancy force (parameter Gr/Re) exceeds a certain 

threshold value. 

The effects of mass diffusion on thermal and mass 

natural convection flow have been widely 

investigated for the flat plates positioned vertically 

and more recently for the inclined position [5-8]. Yan 

and Soong [7] have studied numerically the 

evaporation of water along an inclined plate. The 

influences of the inclined angle, of the heat flux 

density applied to the wall, of the inlet film thickness 

and of the velocity, on the transfers, have been 

clarified. Mammou et al. [8] have presented a 

numerical study of heat and mass transfers, in 

laminar regime, from an inclined flat plate with a dry 

zone inserted between two wetted zones. They have 

concluded that the inclination angle has a small 

influence on the local Nusselt and Sherwood 

numbers. On the other hand, the profiles of the 

velocity, of the temperature and of the water vapor 

concentration are highly affected by the length of the 

dry zone. A detailed numerical analysis of the heat 

and mass transfers in an air flow over a falling liquid 

film, with some experimental measurement, was 

performed by Tsay et al.[9]. Their results show that 

the cooling of liquid film mainly caused by latent 

heat transfer is connected with the vaporization of the 

liquid film. They mentioned that a flow reversal is 

possible when the inlet temperature of the liquid is 

much higher than the ambient temperature. 

To enhance the performances of the transfers in a 

heated vertical channel, several modified 

configurations have been proposed. Some authors 

have added straight adiabatic extensions at the 

upstream and downstream of the channel [10-11]. 

Others have placed internal objects like auxiliary 

plates [12-13] or obstructions [14-15]. One of the 

most attractive  techniques used to enhance 

convective heat transfers in a channel is to use wavy 

walls. The corrugation interrupts the hydrodynamics 

and thermal boundary layers and forms a 

recirculation zone between the corrugations; at the 

reattachment point the velocity is more important 

and consequently generates an increase of the 

convective heat transfers. Experimental and 

numerical studies about heat and mass transfers by 

forced convection in an  asymmetric convergent- 

divergent channel with wavy walls have been made. 

The results show that mass transfer rate is enhanced 

by a combination of flow separation and flow 

oscillation which contribute to mix the fluid [16, 

17]. 

In the present study a detailed numerical study was 

performed to investigate the heat and mass transfers 

in natural convection by using finite-volume 

method. The effects of heat flux density, of the 

relative humidity and of the size of protuberance are 

analysed. 

The working fluid is air, with a Prandtl number      

Pr = 0.71. The aspect ratio of the channel was kept 

constant    (L/b =10). 

ANALYSIS AND MODELLING 
The aim of this paper is to study numerically the 

natural convection in an asymmetrically or 

symmetrically heated vertical corrugated channel. 

Figure 1 schematically shows the two-dimensional 

physical system. The studied configuration is 

composed of two parallel plates forming a vertical 

channel in which the air can circulate. The left wall  

contains a rectangular protuberance (length A, width 

a) and heated at a uniform heat flux density q. The 

right wall is thermally insulated. The height of the 

channel plates is L whereas the distance between 

them is b. All the thermo physical properties are 

assumed to be constant. 

 

Figure 1. Geometrical configuration 
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To study the mass diffusion effects in natural 

convection, the liquid film on the wetted wall is 

assumed to be extremely thin, so that, it can be 

regarded like the boundary conditions for heat and 

mass transfers. The results from the present analysis 

are only valid for the limiting condition of extremely 

thin liquid films. By introducing the Boussinesq 

approximation, the laminar natural convection can be 

described by the Navier-Stokes equations in two 

dimensions written, in dimensionless form, as 

follows: 
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The dimensionless variables are defined as follows: 
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The governing dimensionless parameters appearing 

in the above equations are the Schmidt number, the 

Prandtl number and the thermal and mass Grashof 

number: 



pc
Pr ,

2

3
0 )()(



 réfT

T

bg
Gr


 , )/()( 0  qb

D
Sc


 ,

2

3
0 )()(



 réfM

M

bCg
Gr


 , )/()( 0 DLqbC v          

The Navier stokes equations are solved with the 

following boundary conditions: 

 At the inlet and the outlet : 
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With   is the length of the outlet section where the 

air is incoming into the channel. 

 At the channel wall: 
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With *
eV : Estimated water evaporation velocity by 

Lee et al. (1977): This velocity has been deduced for 

a permanent flow regime with a small variation in 

the thickness of the liquid film along the plate. 

 On the side faces of the protuberance: 
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The heat transfers between the wetted wall and the 

humid air decomposes in two flux: the sensible and  

latent heat fluxes. 
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Therefore, the sensible and latent Nusselt numbers 

are: 
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We define also the Sherwood number who 

characterizes the mass transfers: 
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RESULTS AND DISCUSSION 

1- VALIDATION OF THE RESULTS 

To achieve the objectives, it is necessary to define a 

well appropriate methodology to establish a valid 

digital program that can simulate all phenomena 

involved. The prior validation of the computer code 

by comparing our results with those of literature is 
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needed to assess its accuracy and verify its ability to 

study this problem. 

In the present study, the computer code was validated 

with the results available from the literature [Nicolas 

Galanis, 2012] for thermal and mass transfers 

developing in mixed convection.  

In addition, good agreement was found between our 

calculations and those from the numerical study 

Nicolas Galanis et al. 2012 for heat and mass 

transfers in mixed convection. Finally, Figure 2 

shows a comparison of the latent Nusselt number 

profiles calculated by Nicolas Galanis et al. and our 

results. The difference between corresponding results 

is less than 4%. All these comparisons validate the 

model including the Boussinesq approximation and 

the numerical procedure used for its solution. 
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Figure 2.  Comparison between our results and those 

from Nicolas Galanis et al., 2012 

for KTin 15.303 , KTP 15.298  and %30rH  . 

2- RESULTS 

We present, in this paper, the effect of the heat flux 

density applied to a single wetted protuberance on 

one of the walls of a vertical channel, constituted of 

two parallel plates. One of the plates is adiabatic 

while the other presents a wetted protuberance of 

length A=L/2 and a width equal to a=b/10 and heated 

by a heat flux density. After and before this 

protuberance, the channel wall is considered not 

wetted and adiabatic. The results are obtained for a 

temperature and humidity at the inlet of  T=25°C and 

Hr= 30 %. 

The figure 3 represents the evolution of the axial 

velocity profile along the channel for a heat flux 

density equal to 200 Wm-2 . Before the protuberance, 

the velocity profile is symmetric and parabolic. 

Along and after the protuberance, the flow is 

accelerated on the side of the channel where there is 

the protuberance. This acceleration is due to the 

increase of the thermal and mass buoyancy forces. 

This acceleration on one side generates a flow 

deviation which gives way to a reversed flow, with 

negative velocity and incoming by the outlet. This 

analysis is confirmed on the figure 4 which 

represents the streamlines inside the channel. We 

can see the vertical streamlines from the inlet 

channel until the beginning of the protuberance. 

After, the streamlines move away from the adiabatic 

wall and give way to a reverse flow. 

The figure 3b shows the temperature profile at 

different height in the channel, for a heat flux 

density equal to q=200Wm-2. Before the 

protuberance, the temperature in the channel does 

not increased because the right and left walls are 

adiabatic. Along the protuberance, the fluid 

temperature increases only in the vicinity of the 

protuberance because the heat flux density is not 

enough to heat the total width of the channel. The 

reversed flow is due to this dissymmetry of the 

temperature. 

The figures 5 and 6 represent respectively the 

temperature and the mass fraction along the 

protuberance surface. As expected,, the temperature 

increases along the surface and with the heat flux 

density. This augmentation of the temperature 

generates an augmentation of the buoyancy forces 

and it follows an increase of the velocity in the 

vicinity of the surface. The mass fraction, at the 

surface of the protuberance, has the same evolution 

that the temperature because at the surface, the fluid 

is considerate as saturated. 
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Figure 3a.  Axial profiles of the vertical component velocity 

with q=200Wm-2 
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Figure 3b.  Axial profiles of the temperature with q=200Wm-2  
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Figure 4. Streamlines and vertical velocity field   for 

q=200Wm-2 
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Figure 5.  Variation of the temperature along the wetted plate 

for different heat flux densities  
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Figure 6.  Variation of the mass fraction along the wetted 

plate for different heat flux densities  
On the figure 7, we have represented the 

evaporation velocity, along the protuberance 

surface, for a heat flux density equal to 200 Wm-2. 

We can see that this evaporation velocity increases 

along the protuberance. This evolution is due to the 

fact that, at the surface, the fluid is considered as 

saturated and it follows that the concentration at the 

surface increases along the protuberance. In order to 

analyze the influence of the inlet humidity, we have 

represented, on this figure, the evaporation velocity 

for three inlet humidity. We can see, that an increase 

of the humidity generates a decrease of the 

evaporation velocity. This is due to the fact that the 

mass fraction gradient between the protuberance 

surface and the fluid in its vicinity is less important. 

That means that, for a same heat flux density, an 

increase of the inlet humidity generates a decrease 

of the heat transfers by latent mode and also an 

increase of the transfers by sensible mode.    
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Figure 7.  Evolution of the evaporation velocity along the 

protuberance 



 

630  Mechergui  et. al 

17-18 May 2016, La Rochelle, France 

 

2,5 3,0 3,5 4,0 4,5 5,0 5,5 6,0 6,5 7,0 7,5

5

10

15

20

25

30

35

N
u
 s

Z 
*

 q=200Wm
-2

 q=400Wm
-2

 q=600Wm
-2

 q=800Wm
-2

 
Figure 8.  Variation of the sensible Nusselt number for 

different heat flux densities 

On the figures 8 and 9, we present the evolutions of 

the Sherwood number and of the sensible Nusselt 

number, for different heat flux densities. We can see 

that the Sherwood and Nusselt numbers have the 

same evolution along the protuberance and increase 

with an augmentation of the heat flux density. An 

augmentation of the heat flux generates an increase 

of the temperature and the mass fraction at the 

surface, it follows an increase of the heat and mass 

transfers and then of the Nusselt and Sherwood 

numbers. 

We also note that, the maximum value for Nusselt 

and Sherwood numbers is obtained at the beginning 

of the protuberance. This is due to the fact that, at the 

beginning of the protuberance, the temperature and 

mass fraction gradients between the surface and the 

fluid, in its vicinity, are the most important. 

 

CONCLUSIONS 
We have numerically investigated the heat and mass 

transfers by natural convection in a channel with a 

wetted and heated protuberance. The results show, 

principally, the influence of the heat flux density, 

apply to the protuberance surface, on the heat and 

mass transfers represented by the Nusselt and 

Sherwood numbers. We have also analyzed the flow 

structure and the mass fraction and temperature 

profiles.   
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Figure 9.  Variation of the Sherwood number for different 

heat flux densities 
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ABSTRACT  
The growing need for the reduction of energy consumption in the building has prompted scientist and 

engineers to find materials with low cost and low energy consumption for their production, and during their 

service. Therefore, a large number of materials based on natural fibers and various matrices (polymers, cement, 

soil…) are utilized for different applications. This work present a focus on the development of natural fiber 

mortar with the aim to exploit abundant plant wastes in mountainous regions in Algeria. In this context, we 

choose to investigate on the laboratory, the effect of the addition of xerophytic fibers of two plants: Doum 

(dwarf palm) (Chamaeropshumilis) and Diss (dis grass) (Ampelodesmosmauritanicus) on the thermal 

properties of Portland cement mortars prepared with different fiber-binder ratio. Thermal conductivity 

measurement is performed after curing period of 28 days for different degree of saturation using hot wire 

method. Thermogravimetric (TG) analyzer coupled with differential scanning calorimetry (DSC) was used to 

study the thermal degradation and combustion characteristics of the materials. The results show a significant 

effect of the fibers addition on thermal conductivity of the composites. Therefore, increasing the content of 

vegetable fibers in mortars resulted in an increase of their weight loss at high temperatures. Similarly, the 

addition of the fiber promotes the absorption of heat by the composite and affects its combustion process. 

KEYWORDS: Cementitious materials, Fibers, Doum, Diss, Thermal properties 

INTRODUCTION  
 

The use of new building materials based on natural 

fibers is one of different actions developed these last 

years both for the low environmental impact and the 

low energy consumption. It is known that for most 

countries, the building sector is accountable for a 

largest part of global energy consumption, a large 

part of waste and greenhouse gas emissions [1,2]. 

Among several solutions proposed to reduce the 

energy consumption and environmental impact, 

special attention is focused on the development of 

insulation building materials with low thermal 

conductivity, low GHG emission, and low waste 

generation. Thermal performance materials  

significantly increase the energetic efficiency of 

buildings. The manufacture of bio-composites with 

local lost natural fibers participates to reducing 

another part of energy consumption and GHG 

emission [3]. Natural fibers are usually agricultural 

residue or lost natural plants present several 

advantages such as low density, high porosity, low 

cost. In addition, these natural fibers are recyclable 

and biodegradable for a better waste management. 

They become the best candidates for this mission of 

insulating material.  

In Algeria, there are resources for this type of fibers 

in the forestry sector that are not currently used and 

they can be promoted for the development of 

building materials.  

The main objective of this work is the investigation 

of the behavior of the composite based on two 

plants; Doum (Chamaerops humilis) et Diss 

(Ampelodesma mauritanicum) available in 

mountainous regions in Algeria for their promotion 

in building sector [4]. These fibers have been 

already studied and used for reinforcing polymer 

matrix [5]. The composites are manufactured with 

different mass fraction for the study of the effect of 

the fibers addition on their thermal conductivity and 

their thermal degradation. Thermal conductivity 

measurements have been performed for different 
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drying times to evaluate the effect of water content 

on thermal properties. Thermogravimetric tests 

coupled with scanning differential calorimetry are 

also performed to study the effect of the fibers 

addition on the degradation and mass loss of the 

composites at high temperature. DSC tests can also 

quantify the heat absorbed or emitted during thermal 

degradation process. 

 

 

MATERIALS AND METHODS 
 

Materials: The composites studied in this 

investigation are based on the Doum, Diss fibers and 

classical cement mortars.  

Diss fiber: (Ampelodesmosmauritanicus, Poaceae) is 

a natural plant grows in the north of Africa, in Greece 

and Spain [6]. This is a very fibrous wild plant. The 

Diss fiber has a tensile strength about 100 MPa, and 

Young Modulus of   2.17 GPa. The density of this 

fiber is about 0.85 with a prickly structure which 

offer a better adhesion between the fibers and the 

cement binder [6, 7].  

Doum fiber : is extracted from the dwarf palms 

(Chamaerops humilis, Arecaceae), grow naturally in 

the Mediterranean countries.  The leaves of this fiber 

are used for making hats, brooms, ropes. The Doum 

fiber shows the better mechanical properties, with the 

tensile strength of 140 MPa and Young Modulus of   

6 GPa [8, 9].  

Composite Manufacture: the samples used for the 

laboratory tests of this investigation are prepared 

with different ratio fiber/binder (here are presented 

the results for only 0, 0.5, 1, 1.5, 2, 3 and 4 %). With 

higher percentage, the fibers agglomerate and the 

mixture becomes difficult. In order to improve the 

fiber durability and the adhesion, the Diss fibers are 

treated with 3% of NaOH solution against 1% only 

for the Doum fibers. The choice of these amount of 

NaOH has been examined in a previous study[ 

10,11and12] .  The mortar used like reference is a 

classical normalized mortar noted MT. The mixture 

proportions of the mortar according to the standard 

(EN 196-1) with (450 ± 2 g of cement; 1350± 5g of 

sand and 225g of water). 

The size of the fibers used for the mixture is 1 cm for 

the two types of fibers Doum and Diss. This size is 

used to improve the mixture and the homogenization 

of the fibers in the cementitious matrix. The 

thickness of the fibers is 1.5 mm for the Diss fibers 

and 0.4 mm for the Doum fibers. The composite is 

manufactured according to the mixture procedure 

given by Kriker and al. [13] to facilitate fiber 

dispersion in the cementitious matrix. First, the 

fibers are immersed in 10 % of global water volume 

for 5 minutes. Then, the sand is mixed with 30 % of 

water for 30 seconds. The wet fibers are added with 

30 % of water and mixed for three (03) minutes. 

Finally, the cement is added with the remaining 

water quantity and mixed for 150 seconds. A series 

of 40 mm x 40 mm x 160 mm are cast for four 

composites (mortar based on Diss fibers : MDISSP 

15 and MDISSP40; mortar based on Doum fibers: 

MDOUMP15 and MDOUM40). Samples are left to 

cure in water for  28 days before the tests) 

Thermal conductivity measurement: In order 

to examine the effect of the water content on the 

thermal conductivity of the composites, all samples 

are saturated according the AFPC-AFREM 

procedure [14]. Thermal conductivity is measured 

after the total saturation and after different drying 

period in an oven at 60 °C. The test is performed 

with NEOTIM FPC2 conductivimeter according the 

standard (ASTM D5930-97).  

TG-DSC measurement: in the objective to study 

the thermal degradation and the combustion of the 

produced composite, thermogravimetric analysis 

coupled with the scanning differential calorimetry is 

performed by using the apparatus (LINSEIS STA PT 

1000). Samples are heated to a temperature of    

1000 °C with a rate of 5 °C/min. The DSC analysis 

will quantify the heat exchange and identify the 

nature of the decomposition reaction.  

 

 

RESULTS AND DISCUSSION 
 

 The change in  thermal conductivity as a function of 

mass fraction of fibers after 192 hours of drying is 

presented in figure 1. The results show that the 

greater degree of inclusion of these plant fibers in 

the studied mortars and thermal conductivity of 

composites decrease. Indeed, the loss of thermal 

conductivity mortar reinforced with 4% of DISS and 

DOUM fibers is 40% and 33% respectively 

compared to the control mortar. These results are in 

agreement with the literature [15, 16]. This is due to 

the increased porosity of the cured mortar related to 

the high capacity of water absorption of vegetable 

fibers which have a swelling character in contact 

with water, which reduces the conductivity. 
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Figure 1 

Evolution of thermal conductivity of the composites 

as a function of mass fraction of fibers after           

192 hours of drying 

 

 

The evolution of thermal conductivity as a function 

of water content is present in figure 2. We can see 

that the thermal conductivity decrease with 

increasing duration of drying mortar product. Thus, 

the thermal conductivity of mortars with 4% of the 

fibers of DISS and DOUM to decrease by about 33% 

and 31%, respectively, after the last drying compared 

the first value (saturation). This is shown that the 

content is an important role on the thermal 

conductivity. These results are consistent with 

literature [15]. 

 

 
Figure 2 

Evolution of thermal conductivity of the composites 

vs the water content for different composites 

 

Thermogravimetric analyzes were performed in 

order to study the changes (weight loss) introduced 

by high temperatures on the chemical constituents 

of the study material. The TGA results were derived 

to identify the decomposed components. We can 

observe in figure 3, that all the samples compared to 

the literature [17, 18 and 19] have  a first peak 

corresponding to a first loss of mass, located 

between 108 and 131°C due to the evaporation of 

water molecules and dehydration of C-S-H and 

ettringite. The mortars with fibers show a second 

peak which does not appear in the control mortar 

curve. This peak located between 280 and 290°C 

due of a thermal decomposition of pectin and 

hemicelluloses of fiber component that was used to 

produce fiber mortars [15]. A third peak between 

450 and 470 °C due of the decomposition 

Portlandite. A fourth major peak is from about 830 

°C due to the decomposition of calcite present in the 

aggregates as well as in carbonated Portlandite. 

 

 

 
 

Figure 3 

Evolutions of TG and DTG as function of 

temperature for different composite 

 

 

To study the characteristics of the combustion of 

materials analysis that is to say the measurement of 

the amount of heat absorbed or can to be freed 

during the reaction, analysis by differential scanning 

calorimetry were used. The results, presented in 

table 1, represent the maximum peak of temperature 

and the enthalpy in curves of differential scanning 
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calorimeter. It can be seen from table 1 that the 

control mortar showed two peak (1 and 2) with a 

value of negative enthalpy -52.34 J/g and -33.38J/g, 

which means that this chemical reaction is an 

exothermic reaction which releases heat. 

However, the fibers based mortar MDISSP40 and 

MDOUMP40 showed peak with values of the 

positive enthalpy which mean that the chemical 

reaction is an endothermic reaction that absorbs heat. 

These results shows that the addition of the fiber 

promotes the absorption of heat by the composite 

which has a beneficial effect on the reduction of the 

combustion process when fire.  

 

 

Table 1 

Comparison between the maximum peak of 

temperature and the enthalpy in curves of differential 

scanning calorimeter 

 

Peak 

Number 

MT      MDISSP40 

 

       MDOUMP40 

     

1       T(°C) 148.6 294.9    294.7 

     Entaphy  

       (J /g) 

2      T (°C) 

     Entaphy 

       (J /g) 

3       T(°C) 

     Entaphy 

       (J/g) 

-52.34      

 

470.4 

-33.83   

 

822.5 

38.49 

220.37 

 

448.6 

337.45 

 

817.6 

64.60 

 

 

 

218.87 

 

438.0 

142.68 

 

 818.3 

 59.34 

 

 

     CONCLUSIONS 
 

From the experimental results, we can draw the 

following conclusions : 

The incorporation of plant fibers is very beneficial to 

reduce the thermal conductivity of the composite 

product with a decrease that reached 40% for the 

composite with Diss fibers relative to the reference 

mortar, which allows obtaining a material with 

insulating properties closer than that of insulator. 

 

The water content plays a very important effect on 

thermal conductivity. Analysis TGA is an effective 

medium to determine the behavior of the composite 

overlooked  to high temperatures , the first mass loss 

of composites is produced  at temperature between  

108 and 131 °C while the great mass loss of materials 

is produced when the temperature reaches 830 °C. 

 

The differential scanning calorimetry analyses 

(DSC) showed that the addition of fibers has a 

favorable influence on the heat absorption what 

which reduces the combustion process when fire. 
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ABSTRACT  
This paper presents a dynamic simulation of the low-energy building using TRNSYS software. Heating, 

Ventilation and Air Conditioning (HVAC) needs evaluation has been conducted for an eco-cottage prototype 

(within wood-based material) situated in the region of Lorraine (France). Afterward, an analysis is carried out 

based on different materials of construction and in different climatic zones in order to improve the building 

performances. The results show that our model saves about 50% of the total energy needs in the cottage. 

Further the moisture barriers can improve considerably the thermal comfort properties.  

KEYWORDS Low-energy building, TRNSYS software, wood-based material, dynamic simulation 

INTRODUCTION 
Residential buildings account for about 40% of  total 

energy use. There is therefore great interest in 

improving building performance [1]. In this context 

an eco-cottage is being built in Longwy University 

Institute of Technology (IUT). A first steps in 

research process for energy efficiency field. The goal 

is to create an eco village for a full-scale study. This 

first construction was created by a partnership 

between IUT and IsolHABITAT Belgian Company 

based in Liège. The cottage is built with IzoLox 

system, insulating shuttering blocks composed by 

polystyrene part and another wood chips (90%), 

concrete (9%) and liquid glass (1%).  

 

kuznik et al [2] developed a new TRNSYS Type to 

model the thermal behavior of an external wall with 

PCM. Asadi et al [3] investigated a multi-objective 

optimization scheme (a combination of TRNSYS, 

GenOpt and MATLAB) to optimize the retrofit cost, 

energy savings and thermal comfort of a residential 

building. 

In this work, a study has been achieved to compare 

thermal performances on building materials. Our 

paper is organized as fellow: the first paragraph 

represents a methodology to optimize and calculate 

the thermal loads within dyanamic constraints and for 

different insulations types. The second part, a 

developed model has been used to study the different 

cases and finally results have also been analysed and 

discussed.  

METHODOLOGY 

Geometrical description: The eco-cottage area is 

24.75m², it’s composed by a single room with a door 

on the north side of 1.5m² (double glazed) and three 

windows with the same area (0.42m²), the first at the 

east and two at the south side, the roof is slanted by 

5 ° to south for the evacuation of waters rain 

Figure.1. The eco-cottage is located in  Longwy city 

(Lorraine, north east of France) the altitude of the 

city is 300 m. The latitude and longitude of Longwy 

are 49.52 °N and 5.769° E.  

 

The monthly average temperature ranges from 0.1°C 

in January to 17.5 °C in July. The average 

temperature during the year is 9.3°C [4]. Data of  

minimum and maximum temperature presented in 

Figure.2. 
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Figure. 1  

The eco-cottage geometry. 
 

In Table 1, the description of construction 

materials is given for floor, external walls, and 

roof. 

Table 1 

Description of the construction materials 

 
 Layer type Density   

[Kg/m3] 

Thermal 

conductivity 

[kJ/h m K] 

Heat 

capacity 

kJ/kg.K 

R
o

o
f 

OSB panel 620 0.468 2.1 

Wood wool 50 0.1404 2.1 

Air gap 1 0.325 1.227  

Plasterboard 790 1.155 0.801 

E
x

te
rn

al
 

W
al

ls
 

ISB panel 675 0.396 2.45 

Neopor 15 0.1224 1.4 

Concrete 2300 6.318 0.92 

ISB panel 675 0.396 2.45 

F
lo

o
r 

Concrete slab 2300 6.318 0.92 

EPS 

polystyrene 

25 0.142 1.38 

Floor tile 2300 6.137 0.7 

 

TRNSYS [5] is a transient system simulation 

program used to simulate the behavior of transient 

systems. In this study the following data is entered 

in the simulation program structure: 

 

o Air Flows: The infiltration rate is fixed at 0.6 

air changes per hour during all the times.  

o Gains: in this study we don’t take into account 

gains from people and lights.  

o Heating: The room is maintained at 20 degrees 

Celsius during occupied hours and at 15 

degrees other times. The storage area is 

unheated. 

o Cooling: the air conditioner is which turns on if 

the temperature rises above 26 degrees Celsius.  

o Ground temperature: the Type 77 is used to 

calculate the mean ground surface temperature 

for the year. 

o The Typical Meteorological Year (TMY2) file 

type has been generated with Meteonorm (7 

version) [6] and used in TRNSYS 

computations. 

 
 

 

 
Figure. 2  

Data of the minimum and maximum temperature in 

Longwy city as generated with Meteonorm. 

 

CASE STUDIES  

 
The seven investigated cases were the same 

dimensions as the reference case except it differ in 

external wall composition, thermal insulation and 

window glazing. The cases are represented as 

follows: 

o Case1: In the external Walls, the Neopor is 

replaced by an air gap of 5 cm. 

o Case2: In the external Walls, the Concrete is 

replaced by hollow brick of 15 cm. 
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o Case3: In the external Walls, the Neopor is 

replaced by a Wood wool insulation of 15 

cm. 

o Case4: Single glazing is used for all window 

and door. The external walls are composed 

by the same materials as the reference case. 

Case5: double glazing is used for all window 

and door. The external walls are composed 

by the same materials as the reference case. 

o Case6: On the floor, EPS polystyrene is 

replaced by a mortar layer (2 cm). The 

external walls are composed by the same 

materials as the reference case. 

 

RESULTS AND DISCUSSION 

 
For All cases, yearly energy requirements are 

calculated by dividing the sum of the heating and 

cooling monthly loads by the total surface area of the 

eco-cottage. The results are reported in Figure.4. For 

the reference case. The total heating and cooling 

achieve 1842 kWh per year correspond to 74kWh/m². 

We can regroup the seven studied cases into two 

main categories.  

 

 
 

Figure. 3  

Total energy requirements for all Case studies 

 
The first one represents all cases that are close to the 

reference case. While the second one regroups the 

cases that have low building envelop performances 

and it represents high energy demands relatively to 

the reference case. For the first category that contains 

four cases (2, 3, 5 and 6). Case 2 can reduce 

significantly the construction costs  by replacing  

concrete wall by hollow brick. While case 3 shows 

less improvements by using Wood wool insulation 

(2.6%). Further it have a suitable environmental 

impact regarding Neopor material insulation. On the 

other hand the use of double glazing is sufficient to 

limit heat losses despite the triple glazing is the best 

one, but it is more expensive that’s why case 5 is 

preferable than the sixth case. 

The second category contains case 1, 4 and 7. Case 

1 represents 41% of the energy demands increasing 

without Insulation. The fourth case has 22% of 

supplement energy demands regarding the referring 

cases.  The seventh case represent floor without 

insulation and caused 44% of energy demands.  

 

 
Figure. 4  

Monthly cooling loa 

 

We can observe that the first category for both 

figures 4 and 5 that almost cases could be beneficial 

in winter as approved in figure 3, but they could not 

be a suitable scenario in summer season. While the 

second category shows the inverse behavior of the 

first one. These results can be explained as the 

following reasons:  

.   

 
Figure. 5  

Monthly heating load  
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The floor insulation has a good effect in winter while 

in summer could not be preferred because it limits 

the ground freezing effect. 

The wall insulation could reduce heat losses to 

environment in winter season. But it limits heat 

evacuation in the summer according to high thermal 

inertia. The same effect can be observed in the 

windows when it comes to double and triple glazing. 

 

CONCLUSIONS 
 

In this paper, a dynamic simulation of a simple 

cottage building based on wood wall has been carried 

out using TRNsys software. Different cases have 

been investigated in matter of eco-construction 

materials. However, the insulation reduces 

significantly total energy demand, but it doesn’t lead 

heat evacuation in summer season. Thus from this 

study it can be concluded that a natural ventilation 

mechanism is recommended in order to enhance 

energy efficiency in the building. Furthermore, 

towards a low material costs we conclude that double 

glazing window should be more reliable than triple 

glass and using hallow brick instead concrete wall. In 

other side wood wool is recommended to be used 

rather than neopore that can contribute to 

environmental damages. 
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ABSTRACT  
The development of new lightweight concrete based on the valorisation of local materials and waste in 

construction is an environmental and sustainable approach. In this context, the composite studied is a sand 

concrete (dunes and alluvial) lightened by lignocellulosic materials to improve its thermo-physical properties. 

The objective of this study is to investigate the effect of the orientation of an exterior wall made with this 

material in an arid environment on the thermal inertia of properties, namely the time lag (Φ) and the decrement 

factor (f). 

The first part of the experimental study has focused on the determination of the optimum composition of sand 

concrete using lignocellulosic materials. The content of lignocellulosic materials was 35 kg/m3 (30 kg/m3 wood 

shavings and 5 kg/m3 barley straws). This composition was chosen to achieve an acceptable level of 

compaction  and workability. The second part of the study was to determine the thermal properties of the sand 

concrete without lignocellulosic materials (SC-W-LM) and sand concrete containing lignocellulosic materials 

(SC-LM). Finally, a numerical simulation using the EnergyPlus software was made to study the effect of wall 

orientation designed in the town of Laghouat (south of Algeria). 

The results obtained show that the addition of lignocellulosic materials has improved the thermal properties of 

sand concrete namely: thermal conductivity, specific heat and thermal diffusivity. The results of numerical 

simulation are consistent with the literature. The favorable orientations are the east and the south and the 

unfavorable orientations are the north and the west. However, the east orientation has the longest time lag. The 

advantage of these results is comparable with concrete having improved thermophysical properties. 

KEYWORDS: Lightweight sand concrete, Wall orientation, Thermal inertia, Time lag, Decrement factor. 

NOMENCLATURE 
   

ρ 

k 

cp 

a 

Te 

To  

Φ 

f 

t 

Density (kg/m3). 

Thermal conductivity (W/mK). 

Specific heat (J/kgK). 

Thermal diffusivity (m²/s) 

Temperature of outside wall surface (°C). 

Temperature of inside wall surface (°C). 

Time lag (h). 

Decrement factor.  

Time (h). 

 

1. INTRODUCTION  
Sustainable building design requires the 

improvement of thermal comfort and reducing energy 

consumption. The most important design parameters 

that affect thermal comfort and energy conservation 

in the building are: the thermophysical properties of 

the construction material of the envelope built, the 

site, orientation of the building, distance between 

buildings and forms [1]. 

It should be noted that the construction material of 

the exterior wall of the building is characterized by 

a complex issue that depends on various criteria 

such as thermophysical properties of materials and 

construction technique of the wall in an arid 

environment. 

In this context, the development of eco-materials in 

construction is an environmental and sustainable 

approach, whose stakes are: in terms of climate 

change (reduction of greenhouse gases), in terms of 

saving natural resources, in terms health and 

comfort [2]. However, among the objectives of the 

incorporation of lignocellulosic materials in the 

cement matrix composites is to get a lightweight 

concrete which is an important research topic 
because of its insulating properties [3]. 
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The composite is then studied a sand concrete 

lightened by addition lignocellulosic materials to 

improve its thermophysical properties.   

The importance of the first experimental part of this 

work is limited to the search for the optimal 

composition of an eco-sand concrete lightened by 

lignocellulosic materials which is the best 

compromise between the consistence of fresh 

concrete and density. However, two types of 

concretes were studied, namely: the sand concrete 

without lignocellulosic materials (SC-W-LM), which 

represents the reference concrete and the optimum 

composition of sand concrete with lignocellulosic 

materials (SC-LM) which lignocellulosic materials 

content is from 35 kg/m3 [4].  

The objective of this work is to study the effect of the 

wall orientation (case of double wall) realized by the 

two studied concrete on thermal inertia properties in 

an arid region that is the town of Laghouat, south of 

Algeria. This region is characterized by a hot and dry 

climate in summer with large daily temperature 

variations. For this, a numerical simulation study was 

conducted to determine the two properties of the 

thermal inertia, that is, thermophysical properties of 

the wall, namely the time lag (Φ) and the decrement 

factor (f). Note that in hot, dry climates, a long time 

lag or the dephasing (Φ) and a low decrement factor 

(f) provide thermal comfort for occupants when the 

outside temperature is hot [5]. 

 

2. EXPERIMENTAL  
2.1. Materials:  
The two types of sand used are local dune sands (DS) 

that cover a very large part of southern Algeria and 

the alluvial sand (AS) is extracted from M’zi river 

crossing Laghouat region. The sands are used in 

admixture in a weight ratio determined by correcting 

the granulometric curve of alluvial sand, in the thin 

part, by adding sand dune. The mass ratio AS/DS = 

1.7 [6], where AS: is the alluvial sand with a 

maximum diameter (5 mm) and DS: is the dune sand 

with a maximum diameter (0.63 mm). 

For sustainable building solutions, cement commonly 

used is the Portland limestone cement (CPC) type 

CPJ CEM/II AL 42.5 R. The CPC is a new efficient 

cement class energy and provides a similar 

performance that of conventional Portland cement 

with CO2 to manufacture up to 10% less.  

The choice of mineral additions used in this study 

was inspired by the literature and is based on 

economic and environmental considerations. The 

objective is to reduce the use of cement and 

consequently reduce CO2 emissions. The content of 

mineral additions is 10% by weight of cement (1/3 

limestone, 1/3 natural pozzolan and 1/3 hydraulic 

lime). Limestone fillers are also used in the concrete 

composition. 

The adjuvant used is MEDAPLAST-type SP 40, 

complies with EN 934-2. This is a superplasticizer 

high range water reducer for obtaining high quality 

concretes and mortars. 

Barley straw used is an environmentally friendly 

material, renewable and available in large quantities. 

The straw (stubble) used comprises about 70% of 

flaws in tubular form and 30% straw into fibers and 

straw blankets Figure1(a,b). This mixture represents 

the composition of the natural mixture of straw.  

As regards the wood shavings have woodworking 

wastes Figure 1 (c) found in large quantities and can 

constitute an environmental discomfort to the extent 

where they are burned CO2. The water absorption 

coefficient of the lignocellulosic materials is 330%. 
 

   
a) Tubular straw      b) Fiber straw   c) Wood shavings 

Figure 1 

 General aspect of lignocellulosic materials 
 

2.2. Composition of concretes: 
In this study, the addition of lignocellulosic 

materials is performed by substitution with sand. 

The value of the ratio sand/lignocellulosic materials 

is determined by the formula of absolute volumes. 

The content for lignocellulosic materials is limited 

to a content of 35 kg/m3, given its favorable effect 

on workability with a slump of 6 cm Abrams cone. 

In summary the different values of the materials 

used for the manufacture of the studied concretes 

are summarized in Table 1. 

Table 1 

Compositions of the studied concretes [4] 

Types studied concretes           SC-W-LM      SC-LM 

Sand (kg/m3)                                    1316             1150 

Cement (kg/m3)                                 315               315 

Additions minerals (kg/m3)                35                 35 

Limestone filler (kg/m3)                    135               135 

Total  water (l/m3)                             210               255 

Lignocellulosic materials (kg/m3)       0                  35 

SP * (%)                                              2                   2 

* Percentage based on weight of cement and mineral 

additions. 
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3. NUMERICAL SIMULATION  

3.1. Time lag and decrement factor: 
In this study, the heat flux through the wall is 

assumed in one direction (x) and depends on the time 

(t). For this problem, the equation of heat transfer by 

conduction is, therefore, a function of (T, t, x), it is 

written as follows [5]: 

                       
where (k) is the thermal conductivity, (ρ) is the 

density and (cp) is the specific heat of the material 

constituting the wall. To solve this problem, two 

boundary conditions and an initial condition are  

required [5]: 
 

 
where hi is the coefficient of heat transfer by 

convection to the inside wall surface, ho is the 

coefficient of heat transfer by convection from the 

outside wall surface, Tx = 0 is the temperature of the 

inside wall surface, Tx = L is the temperature of the 

outside wall surface, Ti is the temperature of the 

chamber and Tsa (t) is the sol-air temperature. 

The time lag (Φ) and the decrement factor (f) are two 

very important factors of the wall, which determine 

the thermal storage capacity for materials. They are 

shown schematically in Figure 2.  

 

Figure 2 

 Schematic representation time lag (Φ) and 

decrement factor (f) [5] 
 

The time it takes the heat flux to propagate to the 

outside surface to the inside surface, is named "time 

lag" or "dephasing". It is calculated by the following 

equation [5,7]: 
 

 

 
 

with (Φ):  time lag in hours; 

tTemax: Time when the temperature of outside surface 

of the wall is maximum;  

tTomax: Time when the temperature of inside wall 

surface is maximum. 

During the propagation of the flow of heat from the 

outside wall surface to the inside wall surface for a 

period P (24 hours), its amplitude will decrease 

according to the thermophysical properties of 

materials. This means that when the flow reaches 

the inside surface of the wall, it will have 

considerably lower amplitude than the amplitude of 

the external surface of the wall [5,7]. The decrement 

factor (f) is determined by the following equation: 

 
Where are the amplitudes of the heat flow in the 

surfaces, inside and outside of the wall. It should be 

noted that the heat flux on the outside wall surface, 

includes the temperature of the outside air combined 

periodically with solar radiation and convection 

between the air of the exterior wall surface and the 

outside air. 
 

3.2. Simulation Software:  
In this study, the simulation was made for a day of 

summer 2013 in which the maximum and minimum 

outdoor temperature are respectively 42.5°C and 

25.2°C, for a supposed wall located in the town of 

Laghouat, in southern Algeria (Latitude 33.80°N, 

Longitude 2.87°E and Altitude 765 m). This study is 

made for two types of wall designed with the 

studied concretes.  

The thickness envisaged for the double wall without 

coatings is 25 cm (10 cm concrete + 5 cm air-gap + 

10 cm concrete) and the double wall with coatings 

(27 cm) [8]. By using the EnergyPlus software 

(Version 1.2.2.030), we can get through time, in 

hours of the day, the temperature of the outside wall 

surface, the temperature of the inside wall surface 

and the temperature of the indoor air of cell "test 

Chamber" whose dimensions are (2x2x2,5 m). The 

envelope of the cell has a dimension door (0.60 x 

1.70 m) in the wall oriented to the south. 

 

 

                 (1) 

                 (2) 

                 (4) 

                 (3) 
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4. RESULTS AND DISCUSSION 

4.1. Physical and Mechanical Properties: 
The results of the physico-mechanical properties of 

the studied concretes are shown in Table 2.  

Since the studied concretes are intended for the 

construction of the housing built in arid 

environments, the main thermal interpretation of 

results will focus on the values of the thermal 

diffusivity. This thermal property characterizes the 

concept of thermal inertia, the value of which is 

interesting for the concrete (SC-LM) with a 35.46% 

reduction compared to concrete base (SC-W-LM). 

Furthermore, and as expected, when the density 

decreases, the compressive strength also decreases. 

Table 2 

Physical and mechanical properties  

of the studied concretes 

Concrete type                             SC-W-LM     SC-LM 

Thermal conductivity (W/mK)         1.40           1.00 
Specific heat (J/kgK)                       1209           1821 
Thermal diffusivity 10-6 (m2/s)        0.578          0.373 
Dry density (kg/m3)                        2003           1470 
Compressive strength (MPa)            21.58           8.88 

 

4.2. Effect of orientation of the wall: 
In arid environments, the advantage is in favor of the 

double wall due to the reduced values of the 

decrement factor in different orientations [8]. The 

study of the effect of wall orientation was made for 

double wall without coatings. The simulation results 

shown in Figures 3-6 and equations (3 and 4) are 

used to calculate the time lag (Φ) and the decrement 

factor (f) of the various walls (SC-LM). Summary the 

results of the simulation are reported in Table 3 with 

the various improvements. 
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Figure 3  

Temperature of outside and inside wall surface 

by (SC-LM) of south orientation 
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Figure 4 

 Temperature of outside and inside wall surface 

by (SC-LM) of east orientation  
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Figure 5 

 Temperature of outside and inside wall surface 

by (SC-LM) of north orientation  
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Figure 6 

 Temperature of outside and inside wall surface 

by (SC-LM) of west orientation 
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Table 3 

Time lag and decrement factor for different 

orientations of the double wall without coatings 

Wall                     SC-W-LM      SC-LM      Improvement 

South 

Wall 

Ф (h)             8                   9                 +1(h) 

f                0.177           0.131           -25.98% 

East 

Wall 

Ф (h)           12                  13                +1(h) 

f                0.146           0.108            -26.02% 

North 

Wall 

Ф (h)            6                    6                     - 

f                0.188           0.139            -26.06% 

West 

Wall 

Ф (h)           5                     6                 +1(h) 

f                0.146           0.106            -27.39% 

 

The best compromise between the time lag and the 

decrement factor for the double wall without coatings 

for the two studied concrete are the south orientation 

and the east orientation, when considering the time 

lag that is ≥ 8 hours according to the climatic zone 

[9]. However, the unfavorable orientations are the 

north and the west. The advantage of the results is in 

favor of concrete with improved thermophysical 

properties. Note that the long time lag is the benefit 

of the orientation east, which is consistent with the 

literature [8,10,11]. 

 

4.3. Effect of the addition of the coatings: 
The addition of the exterior and interior coating 

thickness of 1 cm each increases the thickness of the 

double wall from 25 to 27 cm. Thermophysical 

properties of cement mortar as the exterior coating (k 

= 1.4 W/mK, cp = 1200 J/kg.K and ρ = 2100 kg/m3) 

and the plaster as the interior coating (k= 0.05 

W/mK, cp=1000 J/kg.K and ρ = 1300 kg/m3). 

According to the simulation results summarized in 

Table 4 with various improvements, the favorable 

orientations that represent the best compromise 

between the time lag and the decrement factor for 

double wall with exterior and interior coatings are the 

south, the east and the north orientation for (SC-LM).  

Table 4 

Time lag and decrement factor for different 

orientations of double wall with coatings 

Wall                     SC-W-LM      SC-LM      Improvement 

South 

Wall 

Ф (h)              9                  9                    - 

f                  0.157          0,114          -27.38% 

East 

Wall 

Ф (h)             12                13                +1(h) 

f                  0.134          0,100           -25.37% 

North 

Wall 

Ф (h)              6                  8                 +2(h) 

f                  0.168          0,121           -27.97% 

West 

Wall 

Ф (h)              6                  7                 +1(h) 

f                  0.128          0,091           -28.90% 

 

This explains the beneficial effect of the interior and 

exterior coatings for concrete having improved 

thermophysical properties. These results are better 

than the results of an exterior wall of barley straw 

sand concrete [8], because the time lag (ф) ≥ 8 h for 

all orientations except the orientation west with (ф) 

= 7 h, but the time lag remains, nevertheless, 

acceptable because it is very close to the 

recommended time.  

 

4.4. Analysis of results: 

4.4.1. Climate zoning: For better thermal comfort 

with reduced energy consumption, so you have the 

spaces according to their energy needs, that is to say, 

the need to develop a "climate zoning" by 

combining the habitable spaces following the south 

orientation and the east. However the service areas 

(buffer zones) of the north orientation and west. 
Moreover, this finding on the preferred orientation 

is consistent with the recommendation of the 

literature [8,9]. 

 

 
 

Figure 7 

Climate zoning [9] 

 

4.4.2. Advatange and focus of the lightweight 

sand  concrete: The development of a new eco-

sand concrete based on lignocellulosic materials, 

which is considered as an insulating-bearer 

lightweight sand concrete, may led to many benefits, 

such as the use of local materials that are available 

in large quantities and at low cost, reuse of 

industrial waste, the reduction of CO2 emissions, 

durability of building materials and finally reducing 

the energy consumption during the production phase 

and operating through the development of a material 

constituting the exterior wall of a building 

possessing a long time lag and a low decrement 

factor.  

Indeed, in arid environments, this type of 

lightweight concrete allows to minimize the impact 

South 

North 
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of external climate factors and thus contribute to 

improve the level of thermal comfort with reduced 

energy consumption. Note that the materials 

developed are interesting by their thermal behavior. 

Their mechanical characteristics also allow a 

compatible design with modern constructions. 

 

CONCLUSIONS 
The results presented herein show that the 

addition of lignocellulosic materials (with the 

studied proportion) considerably improves the 

thermophysical properties of the sand concrete. 

The thermal conductivity and the thermal 

diffusivity were reduced by 28.57% and 35.46% 

while the specific was increased by 50.62%.  

Based on numerical simulation, one can conclude 

that the determination of the two thermal 

properties, ie, the time lag and the decrement 

factor is very important to know, because they 

determine the thermal inertia of the exterior wall. 

The results of numerical simulation are consistent 

with the literature. The advantage of these results 

is in favor of the concrete with improved thermo-

physical properties (light material), from where 

the material can face the vagaries of adverse 

weather conditions. 

However, the requirements of a durable 

construction is to minimize the external climatic 

effects and therefore minimize energy 

consumption, it is therefore necessary to provide 

eco-materials having reduced thermal 

conductivity and high specific heat in order to 

have a high thermal inertia. 

Finally, it should be noted that the results are 

encouraging, promising in the eco-design option 

and are widely incentives to promote this type of 

lightweight sand concrete, as it is possible to 

design passive houses using the two basic 

principles of bioclimatic architecture: thermal 

inertia and orientation. This approach that we can 

qualify as eco-architectural, contributes favorably 

to improve the level of thermal comfort and the 

economy of energy in houses in arid environments 

such as the south of Algeria. 
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ABSTRACT  
In this work, an energetic and exergetic investigations of an upgraded frigorific system, operating with a novel 

organic pair R245fa/DMAC (1,1,1,3,3-Pentafluoropropane/N,N’dimethylacetamide) are performed. Working 

fluids are selected due to their low GWP. Results relative to the new couple are compared with those relative to 

the classical water/ammonia working fluids. Investigated parameters are the COP, the irreversibility and the 

exergetic efficiency. Results show that the performance coefficient of the system working with the new fluids is 

similar to that relative to the Ammonia/Water system with an optimum value about 45%. Furthermore, the 

system using the new couple uses lower threshold temperatures, between 60°C and 80°C for optimum COP, 

which allows the use of low temperature energy sources. Results of the exergetic analysis indicate that 

irreversibility of the system working with R245fa/DMAC is lower than that of the system working with 

Ammonia/Water of about 10kW, for 3kW as refrigeration power. So is the exergetic efficiency. It is noted from 

this study that the major gain brought by this new pair is the diminution of the threshold temperatures. 

Key words: Absorption/compression, exergetic analysis, hybrid heat pump, organic absorbents. 

NOMENCLATURE 
COP  Coefficient of Performance  

P  Pressure (bar, Pa) 

T  Temperature (K, °C) 

x  mass fraction 

ExD Exergy destruction. 

𝑚̇  Mass flow rate (kg.s-1) 

𝑊̇  Work transfer rate (W) 

𝑄̇  Heat transfer rate (W) 

𝐸𝑥  Specific exergy of a stream (kJ.kg-1) 

ℎ  Specific enthalpy of a stream (kJ.kg-1) 

𝑠  Specific entropy of a stream (kJ.kg-1.K-1) 

𝑓  Specific solution circulation factor 

ηex Exergetic efficiency 

ηis  Isentropic efficiency 

 

Subscribes 

i = Component or stage i 

T = Total 

0 = Reference 

2 = intermediate  

v = Vapor 

EV  = Evaporator 

COMP = Compressor 

GE = Generator 

ECH = Solution exchanger 

AB = Absorber. 

SR = Rich solution 

SP = Weak solution 

 

INTRODUCTION  
The cooling and refrigeration cycles are mostly 

based on mechanically driven vapor compression. 

The cooling demand in countries with a hot climate 

leads to a peak in electricity consumption; 

consequently, the use of alternative technologies 

should be encouraged. One possibility consists in the 

modification of absorption cycles [1]. Their 

principal advantages compared to mechanically 

driven compression cycles are summarized to the 

following: a) no contribution to the destruction of 

the ozone layer and to the global warming effect 

because of the natural refrigerants use, b) little 

energy consumption, because the compression 

cycles are thermally driven (Herold et al., 1996; 

Ziegler, 2002) [2,3] and c) absence of moving parts 

in, some circulating pumps. Absorption cycles use a 

working couple consisting of a refrigerant and an 

absorbent. In generally being water-lithium bromide, 

(LiBr), or ammonia-water. The basic absorption 

cycle structure is the single effect, having four basic 

components: absorber, generator, evaporator and 

condenser. Absorption refrigerators are 
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commercially available and perform stable operation 

under part-load conditions, but their coefficient of 

performance (COP) values are relatively low 

compared to vapor compression refrigerators (Lee SF 

and Sherif SA, 2001) [4]. 

However, combined cycles of vapor 

compression/absorption refrigeration system can 

provide high COP. Several works on combined 

cooling system or absorption refrigerator (mainly on 

the cooling performance analysis and optimization) 

have been carried out (Lee SF and Sherif SA, 2001; 

Arora and S.C.Kaushik, 2009) [4,5]. In general, 

performance analysis of these systems is investigated 

using energy analysis method, based only on the first 

law of thermodynamics (energy balance) by means of 

the coefficient of performance (COP). Unfortunately, 

this approach is of limited use in view of the fact that 

it fails to make out the real energetic losses in a 

refrigerating system. For example, it does not identify 

any energetic losses occurring during the throttling 

process though there is a potential pressure drop and 

this can be predicted only through entropy or exergy 

analysis. Distinction between reversible and 

irreversible processes was first introduced in 

thermodynamics through the concept of ‘entropy’ 

(Dincer and Cengel, 2001) [6]. Thus, in contrast to 

energetic approach, the exergy analysis, which takes 

into account both the first and the second 

thermodynamics laws, assists the evaluation of the 

magnitude of the available energy losses in each 

component of the refrigeration system and the worth 

of energy from a thermodynamic point of view. In 

thermal design decisions, utilisation of the second 

law of thermodynamics is very well referenced 

(Bejan, 1994, 1995, 1996) [7-9]. In addition, the 

exergy analysis allows explicit presentation and 

improved comprehension of thermodynamic 

processes by quantifying the effect of irreversibility 

occurring in the system along with its location. Some 

studies have carried out exergy analysis (Lee SF and 

Sherif, 1999; .Ravikumar et al., 1998) [10,11] 

pertaining to single, double and multiple-effect 

absorption refrigerating systems that usie LiBr/H2O 

or NH3/H2O (Anand and Kumar, 1987) [12], in these 

three last references was carried out irreversibility 

analysis of single and double-effect systems under the 

following conditions: condenser and absorber 

temperatures 37.81 °C, evaporator temperature 7.21 

°C and generator temperature 87.81 °C for the single 

effect and 140.61 °C for the double-effect system. In 

these studies, there was neither computed the 

optimum generator temperature nor calculated the 

exergetic efficiency for the operation of series flow 

double-effect system. (Lee and Sherif, 1999) [10], 

have presented the second law analysis of various 

double-effect lithium bromide water absorption 

chillers and computed the COP and the exergetic 

efficiency as well. It is obvious from literature that 

exergy investigation as regards 

compression/absorption heat pumps has not been 

carried out. This motivates the present investigation. 

The aim of this work is to present a theorical 

energetic and exergetic analysis of an 

absorption/compression frigorific system, operating 

with a novel organic couple R245fa/DMAC 

(1,1,1,3,3-Pentafluoropropane/N,N’dimethylacetami 

-de). All energetic and exergetic results are 

compared to NH3/H2O hybrid machine. The effects 

of the compressor discharge pressure and the 

generator temperature on system performances are 

examined. Exergy loss of the heat pump was 

evaluated for several working conditions. It is hoped 

that these results could serve as a source of reference 

for designing and selecting new absorption 

refrigeration systems, developing new working fluid 

pairs and optimizing suitable operating conditions. 

 

HEAT PUMP PRESENTATION 
The heat pump, subject of this study, is a 

combination between the conventional absorption one 

and the compression one. A compressor is injected 

into the cycle, upstream the absorption part, in order to 

ameliorate the absorption process (figure1). 

The system operates at three pressure levels; the 

refrigerant vapor leaving the evaporator (1) is at the 

lower pressure (PEV). It is compressed by an 

isentropic transformation (2) to an intermediate 

pressure (P2) and finally, injected into the absorber. 

The rich solution going from the absorber (3) is heated 

by the poor one coming from the bottom of the 

generator (5) by a solution heat exchanger. The 

condenser and the generator operate at the third level 

of pressure (PCD) which is the condensation pressure. 
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Figure 1 

  One stage hybrid cycle 

 

ANALYSIS AND MODELLING 
Numerical analysis of the system was performed 

using the Aspen plus software. Thermodynamic 

properties of the binary mixture were determined 

using the Van Laar equation of state for the liquid 

phase and the Virial equation of state for the vapor 

one where the second virial coefficient is determined 

by the Hayden and O’Connell method. This method 

was used in a previous work for similar working 

refrigerant/absorbent couple [13]. It have been 

established that this method is efficient for 

determining thermodynamic properties for this type 

of refrigeration mixtures. 

 

Energy and mass model: The mass balances in this 

cycle governing the three present substances: weak 

solution, rich solution and refrigerant gas are given by: 

ṁSR = f. ṁNH3         (1) 

ṁSp = (f − 1). ṁNH3       (2) 

Where f is the specific solution circulation factor for 

the cycle: 

f =
xV−xSP

xSR−xSP
        (3) 

ṁSR, ṁSp and ṁNH3 are consecutively the rich 

solution, the weak solution and the gas mass flow rates. 

Installation contains five principle components: 

Condenser, evaporator, generator, absorber and 

compressor. 

Energy balance for each installation component is 

presented by the following equation: 

𝑄̇𝑖 = ∑(𝑚̇. ℎ)𝑜𝑢𝑡𝑝𝑢𝑡 − ∑(𝑚̇. ℎ)𝑖𝑛𝑝𝑢𝑡      (4) 

The compressor duty is determined by the equations 

below: 

𝑊̇𝑟𝑒𝑎𝑙 =
𝑊̇𝑖𝑠

𝜂𝑖𝑠
⁄          

(5) 

Ẇreal = ṁNH3 (h3 − h2)                            

(6) 

 

So, we can conclude from “Eq (4)” and ”Eq (5)”, the 

value of the steam enthalpy at the compressor outlet. 

Were the isentropic efficiencyηis is given by [14, 15]: 

ηis = 0.874 − 0.0135. τ                   (7) 

τ =
Pcomp−out

Pcomp−in
⁄        (8) 

Coefficient of performance is deduced from the 

following expression, [16-19]: 

COP =
Q̇EV

(Q̇GE + Ẇreal)
⁄                           (9) 

Exergy model: The exergy balance is based on 

exergy destruction method, were it is calculated for 

each component as follow [20]: 

ExDi  = ∑(𝑚̇𝐸𝑥)𝑖𝑛-∑(𝑚̇𝐸𝑥)𝑜𝑢𝑡±∑(𝐸𝑥𝑄̇)±∑𝑊̇     

(10) 

The first two terms on the right-hand side represent the 

exergy of streams entering and leaving the control 

volume. Both third and fourth terms are the exergy 

associated with heat transfer 𝑄̇ from the source 

maintained at a constant temperature T and is equal to 

the work obtained by the Carnot engine operating 

between T and 𝑇0, and is therefore equal to maximum 

reversible work that can be obtained from heat energy 

𝑄̇. The last term is the mechanical work transferred to 

or from the control volume. 

𝐸𝑥𝑄̇ is the thermal exergy and expressed as follow 

[21]: 

𝐸𝑥𝑄̇ =  𝑄̇(1 −
𝑇0

𝑇⁄ )      (11) 

We can also express the exergy loss in terms of 

exergetic efficiency; it is the rate between the inlet 

exergy and the outlet one [23]: 

𝜂𝑒𝑥 =
𝑜𝑢𝑡𝑙𝑒𝑡 𝑠𝑦𝑠𝑡𝑒𝑚 𝑒𝑥𝑒𝑟𝑔𝑦

𝑖𝑛𝑡𝑙𝑒𝑡𝑠𝑦𝑠𝑡è𝑚𝑒𝑒𝑥𝑒𝑟𝑔𝑦
    (12) 

Third level heading: Several assumptions were 

taken into account in the exergetic study: 

- Kinetic and Potential exergy are neglected. 

- All transformations are in a steady state. 

- Pressure and heat losses in the system 

component are neglected. 

- The exchange temperature is the input and the 

output logarithmic mean temperature. 
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- The reference temperature and pressure P0 and 

T0 are 1atm and 25°C, respectively. 

 

RESULTS AND DISCUSSION 
In the present study simulation of the 

absorption/compression cycle was done by Aspen 

Plus flow sheet simulator like shown before in 

Figure1.  

A comparative study between two working mixtures 

is carried out; simulation was done for a refrigeration 

capacity of about 3kW for both systems. 

In figure 2 is shown the COP evolution versus the 

generator temperature. Different condensation 

temperatures are used for the R245fa/DMAC system, 

while the COP of the NH3/H2O system is presented 

only for a temperature of 30°C. The results are given 

for the same compression ratio of about 3.  
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Figure 2 

COP evolution versus TGE for 

various TCD for the two mixtures 

 
COP of this hybrid one stage system is about 42% 

when working with NH3/H2O and it can achieve the 

same value with the new proposed mixture 

R245fa/DMAC for a lower generator temperature. In 

fact, the maximal COP for the classic couple is 

achieved for a generator temperature of 140°C when 

that of the proposed couple is achieved for only 80°C.  

 

Figure 3 presents the irreversibility of the system for 

the two working mixtures and for the same conditions 

as figure 2. The first remarked result, is that 

irreversibility of the system working with the 

proposed couple is lower than that caused by the 

classic one of about 10kW. Irreversibility is reduced 

when the condensation temperature decreases and 

when increasing the generator temperature. Its 

optimum values are obtained between 70°C and 

110°C as generator temperature.  

In figure 4 is presented the exergetic efficiency of 

the whole hybrid system working with the proposed 

mixture at the previous same working conditions. 
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Figure 3 

Irreversibility evolution versus TGE for 

various TCD for the two mixtures 

 

Results show that optimal exergetic efficiency value 

of the system is achieved for a condensation 

temperature of 30°C and at 70°C only as generator 

temperature. For the worse working conditions 

(TCD=45°C) the optimum value is obtained at 100°C. 

From the figure 4, it is clear that the exergetic 

efficiency of the system decreases for the high 

generator temperature unlike the COP behavior.  
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Figure 4 

Exergetic efficiency evolution versus TGE for 

various TCD for R245fa/DMAC 
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Figure 5 

Part of irreversibility for each  

Component of the system 

 

Figure 5 presents the part of each component in the 

total irreversibility of the system. Results are 

generated for a generator temperature of 80°C and a 

condensation temperature of 30°C.  

From figure 5, the great part of the system 

irreversibility is caused by the generator, about 

5,2kW from 7,5kW as total irreversibility. This result 

is predicted because of the high working pressures 

and temperatures of this component. 

Some efforts have to be provided to decrease the 

irreversibility of the generator. 

In the next part, the effect of the compression ratio on 

the system performances is studied. 

Figure 6 presents both of the COP and the exergetic 

efficiency versus the compressor discharge pressure 

(PINT)for a condensation temperature of 30°C and 

80°C as generator one. 
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 Figure 6 

COP and 𝜂𝑒𝑥 versus PINT 

 

The COP of the system increases when the 

compressor discharge pressure increases. It can 

achieve 52% as optimum value from a pressure of 

about 400kPA, knowing that it is for a generator 

temperature of 80°C which is a low temperature next 

to those used in classic absorption systems using 

ammonia/water.  

Even exergetic efficiency is ameliorated for a higher 

intermediate pressure (compressor discharge one). 

Its optimum value (25%) is obtained for PINT= 

350kPA, after this pressure it decreases again unlike 

the COP behavior which stabilizes for the high 

pressures. 
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Figure 7 

Total irreversibility of the system versus PINT 

 

In figure 7 is presented the total irreversibility 

evolution versus the intermediate pressure. It is clear 

from this figure that the irreversibility decreases 

significantly with the increase of this pressure. The 

minimum irreversibility is achieved from an 

intermediate pressure of 400kPA. 

 

CONCLUSIONS 
In this work, simulation of a hybrid 

compression/absorption one stage refrigeration 

system has been elaborated with two couples by 

Aspen Tech software, the classical one: 

water/ammonia and DMAC/R245fa(1,1,1,3,3-

Pentafluoropropane /N, N’ dimethylacetamide) and 

exergetic analysis was developed to evaluate the 

possibility of using this new couple. Conclusions of 

this study are drawn below: 

- Energetic performances of the system are 

conserved with the new couple R245fa/DMAC 

while providing lower generator temperatures for 

the system (from 50°C to 75°C), optimum 

functioning states are obtained for generator 

temperatures varying from 80°C to 110°C with 

given COP of 52%, which makes this couple a 

good option for solar source use.  
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- Working with the proposed mixture allows 

working in lower pressures (from 300kPA to 

1800kPA for Ammonia/water and from 100kPA to 

600kPA for R245fa/DMAC) which can make the 

machine safer and easily realizable. 

- The new proposed couple is reducing 

irreversibility of the system, exery loss is reduced 

from 16kW with ammonia/water system to 7.5 kW 

with the R245fa/DMAC one for a refrigeration 

power of 3kW. 

- The proposed new working mixture, not only can 

solve the toxicity problem of the ammonia use, but 

also adapt the system to low temperatures sources 

thanks to its low generator temperatures. 
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ABSTRACT 
The aim of this paper is to optimize and improve the wind turbine blade material properties using carbon 

nanotubes (CNTs), arranged in the form of continuous fibres and embedded in a polymer matrix. The main 

choice of these nano-materials is believed to be related to the ultra-high-performance indices in terms of 

specific stiffness and specific strength and other physicochemical properties such as thermal and electrical 

conductivity. These competitive advantages make CNTs attractive candidate for the reinforcement of 

composite wind turbine blades. With this great innovation, modern wind industries are strongly interested in 

the development of this technology for building offshore wind turbines that are capable to produce ultra-mega 

sources of clean energy. In addition, CNTs have the potential to be used as sensors for monitoring the internal 

health of the blade structure. 

Key words: CNTs; wind energy; composite blades; innovative design; sustainable development 

INTRODUCTION 
Given that wind energy is a key solution responding 

to the sustainable development challenges through 

tackling air pollution, greenhouse gas emissions and 

various industrial wastes, the technological interest to 

develop bigger and more powerful machines is 

becoming nowadays a major concern for worldwide 

wind turbine manufacturers [1,2]. Thereby obtaining 

a high power output depends mainly on the swept 

area of the rotating blades: the larger the size of the 

blades, the more energy is captured. However, these 

blades are considered as critical components which 

must be designed  strong enough to perform safely in 

operating conditions, withstand severe static and/or 

dynamic loadings to which they will be exposed 

throughout their service life, and survive the 

maximum resistance fatigue [3]. To achieve these 

requirements, glass and/or carbon fiber-reinforced 

composites [4,5] are used in such structural 

applications due to their good performances in terms 

of stiffness and strength coupled with minimum 

weight. Further to these notable properties, recent 

advances in nanotechnology have led to the 

development of a new class of composite materials 

based on carbon nanotubes (CNTs) in the form of 

continuous fibres [6]. These CNT-fibres are intended 

to replace the standard glass and carbon fibres due to 

their ultra-high-performance indices in terms of 

specific stiffness (E/) and specific strength (/) 

and other physicochemical properties such as 

thermal and electrical conductivity (see Fig.1). 

 
 

Fig. 1 Specific strength vs. specific stiffness for some 

composite materials [7, 8] 

 

For instance, the strength of these fibres can be 

several times higher than standard carbon fibres and 

weigh much less for an equivalent cross-section. 

All of these advantages have made CNTs attractive 

candidate for the reinforcement of future composite 

wind turbine blades. In addition, CNTs have the 

potential to be used as sensors for structural health 

monitoring and control of the blade behaviour under 
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extreme loading. 

In order to ensure ecological sustainability of this 

new generation of composite materials, further 

studies are still needed to be undertaken in this field 

before starting the qualification and certification 

processes. 

It is in the context of global efforts to fight against 

climate change for which this paper has been 

developed enabling the improvement of design 

process of future wind turbine blades; this will 

providentially offer great potential for the 

development of clean energy and will guarantee a 

new security of energy supply. Furthermore, the 

paper aims to support the EU’s triple energy target 

(320 EU’s energy objectives) that is expected to be 

achieved by 2020, namely: (i) a 20% reduction in 

greenhouse gas emissions; (ii) a 20% rise in the share 

of renewable energies; and (iii) a 20% reduction in 

energy consumption. 

CHIRALITY AND GEOMETRY OF CNTS 
CNT materials are based on graphite which is the 

stable form of carbon at ordinary temperature and 

pressure (e.g., pencil tip), where its molecular 

structure consists of an intercalated stacking of non-

compact hexagonal honeycomb sheets; each sheet is 

separated by 0.336 nm along its normal direction (see 

Fig. 2a). An isolated single sheet of graphite is 

defined as free-standing graphene whose chemical 

formula is Cn (Fig. 2b) 
 

            
   (a) Graphite          (b) Graphene 

 

Fig. 2 Graphite and graphene molecular structures 

The CNTs are obtained by rolling graphene sheets on 

themselves as illustrated in Fig. 3. 

                   
 

Fig. 3 Rolling up a graphene sheet into a CNT 

 

Depending on the cut of the graphene sheet with 

respect to the referential coordinate system (O; 
1a


, 

2a


) defined in the hexagonal lattice as illustrated in 

Fig. 4, several geometries of CNTs can be obtained 

using the chiral vector (
21 amanCk


 ). In general, 

there are three types of CNTs which are called: (i) 

armchair (when n=m), (ii) zigzag (when m=0) and 

(iii) chiral (when n m), as shown in Fig.  5. 
 

 
Fig. 4 Chirality and geometry of CNTs 

 

 
Fig. 5 Different geometric configurations of CNTs 

 

In addition, the electrical properties of CNTs can be 

classified either metallic or semiconductor in 

accordance with the indices (n, m). Consequently, 

the armchair CNTs are always metallic. Whereas, 

the zigzag and chiral CNTs may be either metallic or 

semi-conductor; they are metallic when the 

condition (n-m = 3p), where p is an integer. This 

situation is well explained and presented in Fig. 4, 

where the red solid circles represent metallic CNTs 

and yellow solid circles represent semi-conductor 

CNTs. Moreover, it should be noted that this rule of 

electrical properties remains applicable only for 

certain nanotube diameters due to the significant 



International Conference On Materials and Energy – ICOME 16 

Attaf et al;, 659 

effects generated by small curvature in small 

diameters. 

FORMULATIONS AND CONSTITUTIVE 

EQUATIONS 
Integration of CNTs in wind blades: In general, 

CNTs can be a single-walled carbon nanotube 

(SWNTs) or multi-walled carbon nanotubes 

(MWNTs) as shown in Fig. 6a. The diameter of 

CNTs is ranging from 1-80nm; whereas the length 

can reach several micrometres. With these 

nanometric dimensions, a very high aspect ratio 

(i.e., length-to-diameter) can be provided. Such 

unique characteristics contribute significantly to the 

improvement of the durability of the blade structure. 

 

 
 

Fig. 6 Application of CNT-based continuous fibres for future design of ultra-mega wind turbine blades 

 

Constitutive equations: The state of the structural 

problem is illustrated in Fig.7, where the blade 

structure (onshore or offshore) is assumed to be 

subjected to three main types of loading; these are: 

(i) mechanical loading (high wind forces, weight, ..), 

(ii) thermal loading (temperature variation) and 

(iii) hygrometric loading (moisture and seawater 

explosure) [9, 10]. 

 

 
 

Fig. 7 Resultant forces and moments for a typical blade element subjected to hygrothermomechanical loading 

When thermal and moisture effects besides 

mechanical loading are taken into consideration in 

the structural analysis, the constitutive relations for 

an unsymmetrically n-layered composite plate, 

assumed to be extracted from the blade structure, 

with transverse shear deformations can be written in 

compact matrix form as [11, 12]: 
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where: 

N is the in-plane forces vector;  

M is the bending/torsional moments vector; 

Q is the out-of-plane forces vector;  

0 is the mid-plane strains vector; 

 is the curvatures vector; 

 is the transverse shear strain vector; 

Aij is the extensional stiffness matrix; 

Bij is the coupling stiffness matrix; 

Dij is the bending stiffness matrix; 

Fij is the transverse shear stiffness matrix; 

T represents the variation of temperature; 

m represents the variation of moisture; 

kijQ )(  is the k-th ply stiffness matrix; 

ij is the transverse shear correction factor. 

Considering that the transverse shear effect is 

neglected, the variations of temperature and moisture 

are kept constant and the values of N and M at each 

point of the blade structure are known, the strains 0 

and curvatures  can be calculated using Eq.(1a). 

 

Transforming the in-plane stresses from the laminate 

coordinate system (x,y) to the ply coordinate system 

(1,2) via the transformation matrix [T] gives the 

following relationship: 

 

          zεQT
k

ij

kk
 0

)()()(

2,1   σ  
 

 (3) 

 

Difficulties inherent to transverse shear deformation, 

material anisotropy, blade geometry and boundary 

conditions constitute a complex and tedious analysis, 

which makes it impossible to provide exact values 

via a mathematical solution. To overcome these 

difficulties, numerical solutions using finite element 

method (FEM) and experimental investigations are 

the only approaches that can be employed. 

SOME RESULTS AND DISCUSSION 
The FEM is one of the numerical methods that can 

provide approximate solutions enabling optimum 

design process to be achieved at low cost. 

Numerical results on the blade structural behaviour 

show that stress concentrations occur within the 

transition zone: a zone characterised by a shift of the 

blade section geometry from “circular shape” to 

“airfoil shape”. Consequently, during stress analysis 

a particular attention must be paid on this transition 

zone with the object to assess and avoid the failure 

condition of individual plies. For this purpose, 

several criteria of ply failure have been developed 

and are available in composite materials literature, 

namely: Tsai-Hill, Tsai-Wu and Hoffman criteria. 

 

For instance, the non-failure criterion in the state of 

plane stress (i.e., 
)(

3σ
k

=
)(

13τ
k

=
)(

23τ
k

=0) of each ply 

constituting the upper and lower blade surfaces is 

checked using Tsai-Hill criterion, given by the 

following equation [11]: 
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(2) 

 

where,  
)(

1σ
k

 
is the maximum tensile (compressive) failure 

stress in the 1-direction, 
)(

2σ
k  is the maximum tensile (compressive) failure 

stress in the 2-direction and  
)(

12τ
k  is the maximum shear failure stress in the 1-2 

plane. 

 

Figure 8a illustrates a case study of a stress 

concentration within the blade transition zone. The 

numerical results correspond to the k-th ply among 

the other plies constituting the blade structure when 

this latter is subjected to static loading. Failure plies 

are those for which the failure criterion, given by 

Eq. (2) is greater than the limit value of 1 (i.e., 

100%). 
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Fig.8 Blade transition zone: (a) stress concentration for the 

k-th ply; (b) replacement of the k-th ply by a CNT ply 

 

To overcome this situation and avoid possible failure 

risk from happening, the over-stressed ply which was 

initially made of classical fibres is replaced by 

another ply of unidirectional continuous fibres made 

of single-walled carbon nanotubes, as shown in 

Fig.8b. With this alternative solution, the analysis 

deals with the case of hybrid composite blade made 

of two types of fibre reinforcements. In addition to 

that feature, the ply made of CNT fibres can play 

through its excellent electrical and thermal properties 

the role of active sensor as a means to obtain 

information about the structural blade behaviour 

when subjected to severe static and dynamic loading, 

including hygrothermal expansion and contraction. 

 

CONCLUSION 
To minimise the effect of global warming and leave a 

more stable environment for future generations, each 

country with windy areas is encouraged to play an 

active role in boosting research, innovation and 

creativity in the field of onshore and offshore wind 

energy. In this context, composite materials based on 

carbon nanotube as unidirectional continuous fibres 

are intended to occupy a predominant place in the 

modern industry of wind turbine blades. Indeed, 

these materials offer attractive advantages in terms of 

specific stiffness, specific strength and other 

physicochemical properties that are not achievable 

with classical fibres. However, besides these 

advantages, the notion of ecodesign has to be 

integrated in all design stages for sustainable and 

eco-friendly production of composite wind turbine 

blades. In fact, companies that are engaged towards 

the implementation of environmental management 

system (EMS) are encouraged to boost their activities 

on: 

 the development of clean manufacturing processes 

by reducing VOC emissions; 

 the development of new high-performance CNT-

materials with cost effective and eco-friendly; 

 the creation of specific standards for life-cycle 

assessment of blades based on CNT-composites; 

 the implementation of strong cooperative activities 

between the university, research centres and the 

industry; 

 the encouragement of innovative technology 

transfer whilst maintaining the protection of 

industrial and intellectual property; 

 the development of university-entreprise training 

partnerships (UETPs) to form more technical 

engineers in the wind energy sector. 
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ABSTRACT 
The European ISOBIO project aims to develop new bio-based building insulating materials which contribute to 

reduce environmental impacts of buildings. The developed materials shall have low embodied energy and low 

carbon footprint and shall contribute to reduce energy needs of buildings and to ensure high hygrothermal 

comfort of users. This study investigates the valuation of agro resources as bio-based aggregates and as binding 

material to produce wholly bio-based composites. The developed composites are made of hemp shiv glued with 

wheat straw. After a feasibility study which investigates several ways to use wheat straw as a gluing material 

and several hemp to wheat straw ratio, three hemp-straw composites are selected. Specimens are produced to 

characterize thermal and hygric properties of developed composites. They show interesting thermal and hygric 

properties as they have low thermal conductivity (0.071 to 0.076 W/(m.K)) and they are excellent hygric 

regulators (MBV > 2 W/(m².%RH)).

 

NOMENCLATURE 
A: open surface area (m2), 

C: constant including the thermal diffusivity of the 

material (Hot Wire), 

CV : coefficient of variation (%), 

k : thermal conductivity (W/(m.K)), 

MBV : Moisture Buffer Value (g/(m².%RH)), 

q: heat flow per meter (W/m) (Hot Wire), 

RHhigh/low: high/low relative humidity level (%), 

t: heating time (s) (Hot Wire), 

∆m: moisture uptake/release during the period (g), 

T: temperature rise (°C) (Hot Wire), 

: density (kg/m3), 

: standard deviation. 

 

INTRODUCTION 
This study is part of the European ISOBIO project 

which aims to develop new bio-based building 

insulating materials. The aim is to reduce the 

embodied energy of materials while also reducing the 

total energy needs of buildings and allowing high 

hygrothermal comfort of users. Two kinds of products 

will be developed within ISOBIO project: insulating 

panels and bio-based insulating composites to be 

implemented on-site. The project focuses on the 

valuation of agro resources as bio-based aggregates 

or as binding material. Five agro resources are 

considered in ISOBIO project: wheat, rape, hemp, 

flax and corn cob. They are available as straw, fiber, 

shiv or dust.  

This study investigates the development of bio-

based composites to be used to produce insulating 

panels. This first investigation considers only one 

kind of bio-based aggregate (hemp shiv) and one 

kind of agro resource as binding material (wheat 

straw). The aim is to attest the feasibility of such 

composites and to qualify their hygrothermal 

performances, in link with the objectives in term of 

reduction of energy needs of buildings and in term 

of hygrothermal comfort of users. 

 

MATERIALS AND METHODS 

Developed materials: This study focuses on the 

valuation of agro resources as bio-based aggregates 

and as binding material to produce a wholly bio-

based composite.  
For this first investigation, hemp shiv are used 

as aggregates and wheat straw is considered as 

gluing material. Polysaccharide is also used as 

reference gluing material.  
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Actually, hemp shiv are commonly used to 

produce hemp composites with lime based 

binders or, more recently, with PLA (Polylactic 

acid) or with starch [1] [2] [3]. The aggregates 

used to produce the composites are commercial 

hemp shiv (Chanvribat from LCDA Les 

Chanvrières de l’Aube – France). Their bulk 

density is about 100 to 110 kg/m3. Their particle 

size distribution, measured by sieving, are given 

figure 1. The mean width of shiv (D50) is 4 mm 

for Chanvribat and the width/length ratio is about 

4. 

 
Figure 1 

Particle Size Distribution of Chanvribat hemp shiv 

 

As mentioned in [4], the lignin within the straw 

and other herbaceous crops acts together with 

hemicellulose as a perfect natural adhesive for 

straw and any other cellulosic materials. Thus, 

wheat straw is expected to be convenient as 

binding material with hemp shiv. In this study, 

several ways to use wheat straw as a gluing 

material are tested, varying the hemp to wheat 

straw ratio and thermal activation step. Firstly, 

wheat straw is finely chopped and mixed with 

hemp shiv. The dry mix is then moistened and 

processed under pressure and heat. It is shown 

(figure 2) that to ensure good cohesion using the 

same thermal treatment, a minimum of 15% of 

wheat straw is required in the dry mix. Then, the 

selected mix proportioning consists in 20% of 

hemp shiv and 20% of straw powder. 

Once the gluing effect of straw powder is 

attested, complementary tests are made using a 

wheat straw infusion. For confidentiality 

reasons, no more details are given on the 

production process. After production process 

optimization, composite specimens are 

produced. Four kinds of composites are 

considered: three hemp-straw composites and 

one hemp-polysaccharide composite (table 1). 

For each composite, three specimens 10 

centimeters in diameter and about 7 cm high are 

produced (figure 3). The developed composites 

show quite low density, ranging from 166 to 188 

kg/m3 (table 2). For the same process, the 

composite with highest hemp content show 

lower density (B2 vs B1). 

 

 
Figure 2 

Cohesion versus formulation of composites hemp 

shiv-straw powder 

 
Table 1 

Formulation of composites (ratio of dry mix) 

 

 35 B1 B2 S2 

Hemp shiv 80 % 80 % 85 % 90.5 % 

Milled wheat straw 20 %    

Infused wheat straw  20 % 15 %  

Polysaccharide    9.5 % 

 

 
Figure 3 

Developed composites 

 

Table 2 

Apparent density of composites: average value (av), 

standard deviation (), coefficient of variation (CV) 
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 35 B1 B2 S2 

av (kg/m3) 179.8 187.9 165.9 181.6 

 (kg/m3) 13.2 3.6 3.4 2.8 

CV (%) 7.4 1.9 2.0 1.5 

Thermal characterization: The thermal 

characterization is based on the measurement of 

thermal conductivity after stabilization at 23°C, 

50%RH in climate chamber. In order to limit water 

migration during the test, the measurement is 

performed with a transient method: Hot Wire. This 

method is based on the analysis of the temperature 

rise versus heating time.  

∆𝑇 =
𝑞

4.𝜋.𝑘
(ln(𝑡) + 𝐶) (1) 

Where T is the temperature rise (°C), q is the heat 

flow per meter (W/m) and k is the thermal 

conductivity (W/(m.K)), t is the heating time (s) and 

C is a constant including the thermal diffusivity of the 

material. 

The measurement is performed with the sensor 

sandwiched between two specimens. The heat flow 

and heating time are chosen to reach high enough 

temperature rise (>10°C) and high correlation 

coefficient (R2) between experimental data and fitting 

curve. In this study, the commercial CT Meter device 

is equipped with a five centimeters-long hot wire. 

The power used is 142 mW and the heating time is 

120 seconds. These settings allow meeting the 

previous requirements (temperature increase higher 

than 10°C and high R² value). According to the 

manufacturer, the expected accuracy is thus better 

than 5%. For each formulation, three pairs of 

specimen are considered by combining differently the 

three specimens (A&B, A&C, and B&C). The 

thermal conductivity of a pair of specimens is the 

average of three values with a coefficient of variation 

(ratio of the standard deviation to the average value) 

lower than 5%. The thermal conductivity of a 

formulation is the average of the values of the three 

pairs of specimens. 

 

 
Figure 4 

Experimental device for the measurement of 

Thermal Conductivity. 

Hygric characterisation: The hygric 

characterization is based on the measurement of 

the moisture buffer value (MBV) of materials 

which characterizes their ability to moderate the 

variations of indoor humidity in buildings. 

The moisture buffer value is measured 

following the Nordtest protocol [5]. Specimen 

are sealed on all but one surfaces. After 

stabilization at 23°C, 50%RH, specimens are 

exposed to daily cyclic variation of ambient 

relative humidity (8 hours at 75%RH and 16 

hours at 33 %RH) in a climate chamber (Vötsch 

VC4060). The moisture buffer value is then 

calculated from their moisture uptake and 

release with: 

𝑀𝐵𝑉 =
Δ𝑚

𝐴.(𝑅𝐻ℎ𝑖𝑔ℎ−𝑅𝐻𝑙𝑜𝑤)
 (2) 

Where MBV is the moisture buffer value (g/(m². 

%RH)), ∆m is the moisture uptake/release during the 

period (g), A is the open surface area (m2), RHhigh/low 

is the high/low relative humidity level (%). 

Temperature and relative humidity are measured 

continuously with sensor SHT75 and with sensor of 

the climatic chamber; the air velocity in the 

surroundings of the specimens ranges from 0.1 to 

0.4 m/s for horizontal velocity and is lower than 0.15 

m/s for vertical one. 

The specimens are weighed out of the climatic 

chamber five times during absorption period and two 

times during desorption one. The readability of the 

balance is 0.01 g, and its linearity is 0.01 g. The 

accuracy of the moisture buffer value is thus about 

5%. 



International Conference On Materials and Energy 

666    Collet et al. 

For each formulation, the MBV is measured on the 

three specimens and the MBV of the formulation is 

the average value of the three specimens. 

 

 
Figure 5 

Experimental device for the measurement of 

Moisture Buffer Value. 

 

RESULTS 

Thermal characterization: Figure 6 gives an 

example of the increase of temperature versus 

neperian logarithm of heating time during the 

measurement with hot wire. Table 3 and figure 7 

provide the average value, the standard deviation and 

the coefficient of variation of thermal conductivity of 

studied composites. 

For all tests, the correlation coefficient between 

experimental data and fitting curve is very close to 

one, higher than 0.9997. More, for each composite, 

experimental values are very close to each other. The 

coefficient of variation is lower than 3 % between the 

nine measurements (three pairs and three 

measurements by pair). This induces great confidence 

in thermal conductivity values. 

The thermal conductivities of developed composites, 

after stabilization at 23°C, 50%RH, range from 0.071 

to 0.076 W/(m.K). As shown on figure 7, the thermal 

conductivity increases with density. Whatever the 

kind of composite (glued with straw or with 

polysaccharide), the thermal conductivity show the 

same tendency. So, the way of gluing hemp shiv 

doesn’t seem to much impact thermal conductivity.  

Compared with thermal conductivity obtained with 

hemp-lime composites, these values are lower, 

mainly thanks to lower density. Actually, for hemp-

lime composites, Collet and Prétot [6] found thermal 

conductivity of 0.093 and 0.120 W/(m.K) at 23°C, 

50%RH, with respective density of 260 and 390 

kg/m3. De Bruijn and Johansson [7] studied the 

thermal conductivity of two lime-hemp mixes at 

15%RH and 65%RH. At 65%RH, they give thermal 

conductivity values of 0.116 and 0.100 W/(m.K) 

when the densities are respectively 394.8 and 298.1 

kg/m3. For hemp-PLA composite, the thermal 

conductivity ranges from 0.085 W/(m.K) at 260 

kg/m3 to 0.120 W/(m.K) at 350 kg/m3 [2]. These 

values meet the same trend curve as developed 

composites. Moreover, the developed composites 

show thermal conductivity close to the value 

obtained by Tran le [3] on hemp-starch composite. 

Actually, at dry state, he founds a thermal 

conductivity of 0.062 W/(m.K) with a density of 176 

kg/m3. Finally, the main impacting factor on thermal 

conductivity of hemp composites is thus the density 

of composite. 

 

 
Figure 6 

Example of increase of temperature versus neperian 

logarithm of time 

 

Table 3 

Thermal Conductivity of composites: average value 

(kav), standard deviation () and coefficient of 

variation (CV) 

 

 35 B1 B2 S2 

kav 
(mW/(m.K)) 

0.0747 0.0759 0.0714 0.0736 

 
(mW/(m.K)) 

0.0016 0.0019 0.0013 0.0020 

CV (%) 2.09 2.56 1.82 2.70 
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Figure 7 

Thermal conductivity of composites (W/(m.K)) 

versus density at 23°C, 50%RH 

 

Hygric characterization Figure 8 shows the 

ambient relative humidity and temperature in the 

climate chamber during the test. The mean value of 

relative humidity (RH) is slightly lower than 75 % 

during absorption (about 72.9 %) and slightly higher 

than 33% during desorption (about 33.3%) because 

the door of the climate chamber is regularly open to 

weigh specimens (peak on the curve).  

Figure 9 gives as example the moisture uptake and 

release of specimen S2-A. For all specimens, the 

change in mass shows less than 5 % of discrepancy 

for cycles 3 to 5. The moisture buffer value is thus 

calculated from cycles 3 to 5. 

Table 4 and figure 10 summarize the Moisture Buffer 

Values obtained in absorption, desorption and on 

average for the four kinds of composites. The 

standard deviations are very low, leading to 

coefficients of variation lower than 2% (and generally 

lower than 1 %).  

The average MBV ranges from 2.20 to 2.42 

g/(m².%RH). According the Nordtest classification 

[5], all these composites are thus excellent hygric 

regulators (MBV>2 g/(m².%RH)). 

As shown on figure 10, the Moisture Buffer Value is 

not impacted by the density of composite. On the 

opposite, the three composites glued with straw have 

similar MBV while the composite made with 

polysaccharide shows slightly higher MBV. Thus, the 

kind of binder slightly impacts MBV. 

Compared with other hemp composites, the 

developed composites are in the high range of MBV. 

For hemp-lime composite MBV ranges from 1.94 to 

2.24 g/(m².%RH) [8][2], while for hemp-PLA, the 

MBV is about 1.77 g/(m².%RH) [2]. 

 

 
Figure 8 

Monitored Relative Humidity and Temperature in 

the climate chamber during MBV test 

 
Figure 9 

Moisture uptake and release for specimen S2-A 

 

Table 4 

Moisture Buffer Value of composites in absorption, 

desorption and average: average value and standard 

deviation 

 

 35 B1 B2 S2 

MBV abs 

(g/(m².%RH)) 

2.23 

 0.02 

2.17 

 0.03 

2.21 

 0.02 

2.36 

 0.01 

MBV des 

(g/(m².%RH)) 

2.30 

 0.02 

2.23 

 0.02 

2.24 

 0.01 

2.47 

 0.01 

MBV av. 

(g/(m².%RH)) 

2.27 

 0.02 

2.20 

 0.03 

2.22 

 0.02 

2.42 

 0.01 
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Figure 10 

Average Moisture Buffer Value of composites 

(g/(m².%RH)) versus density 

 

CONCLUSION This study shows that wheat straw 

can be used as gluing material to produce hemp-straw 

composites. To ensure good cohesion, the dry mix 

should include 15% at least of wheat straw (and 85 % 

of hemp shiv). The density of developed composite 

ranges from 165 to 190 kg/m3. The thermal 

properties are interesting, as the thermal conductivity 

of developed composites is quite low (0.071 to 0.076 

W/(m.K)). More, the developed composites are 

excellent hygric regulator, with MBV higher than 

2.20 g/(m².%RH). 

These results are thus encouraging. They meet the 

objectives of the project as the developed composites 

are fully bio-based and show thermal and hygric 

performances which contribute to reduce energy 

needs of building and to ensure hygrothermal comfort 

of users. 

The composite mechanical characterization will 

complete this study to show the full efficiency of the 

proposed solution. 
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ABSTRACT  
This study is a part of a work in progress on the mechanical behavior of laminate in various modified epoxy 

matrix.  we begin with a laminate six folds with fiberglass taffeta,  and epoxide matrix cross linked by 

aliphatic Amine and bear the name MEDAPOXY STR, this resin appears in the form of a kit of two elements 

to know the monomer and the hardener with the report weight of 0,67. The treatment of the results shows 

that the reticulation of monomer by these Amine is incomplete what provokes a plastic domain on the 

mechanical behavior of the matrix, concerning laminate them developed, the results show that the elastic 

domain is depend of the elasticity of fibers used and not of that of the matrix. The control by ultrasound is 

maybe considered as a way of calculate and follow-up of the parameters elastic of the elaborate laminate. 

Keywords Epoxy, aliphatic Amine, cross-linked, ultrasound, creep test, cyclic tensile test 

NOMENCLATURE 

 - Normal stress (MPa) 

 - Normal strain (%) 

E - Modulus of elasticity (GPa) 

 - Poisson ratio 

T - Temperature change (°C) 

 - Coefficient of thermal expansion (°C) 

VL- propagation velocity of the longitudinal wave 

VT- the propagation velocity of the transverse 

wave 

ρ- Density of material (kg/m3) 

t- Time of creep (min) 

Tg- Glasses temperature  

τ0, τ-crosslinking percentages for matrix 

untreated and heat treated 

 

INTRODUCTION  
The performances of composite materials are 

influenced by the properties of the matrix used; the 

latter maintains the form desired and the 

protection of the reinforcements against the 

external attacks. The epoxy resins present good 

physicochemical performances [1]. The 

reticulation of this matrix is carried out by several 

family of the acids amines, the choice of hardener 

is carried out according to several parameters 

bound by the method of working, as well as the 

field of use, consequently, viscosity, the gel time 

and the characteristics in a solid state will be 

changed[2]. In the literature, we noticed that the 

work on the characterization of laminates are 

based on types and architecture of reinforcements 

on the one hand [3], and of the epoxy matrix 

influenced by his properties of another shares [4] 

[5], in this  context,  the creep behavior  is strongly 

influenced by the viscoelastic properties of resin  

and the characteristics of fibers. In the case of the 

GFRP the creep limit is 0, 3 F U (F U = tensile 

strength), in the case of the CFRP and aramid 

(AFRP) the rupture limit to the creep of 0, 70 F U 

according to recommendations' of the ACI 

440.4R04 [6]. 

The objective of this work is based on the physic 

mechanical study of a laminate based on epoxy 

matrix solidified by aliphatic amine and glass fiber 

of the type E. 

 

MATERIALS AND TECHNIQUES 

  

Materials used 

 
The matrix used is epoxy nature; the monomer is 

of the DGEBA type  whose the equivalent epoxy 

by chemical proportioning   equal 186,38 g/mol, 

cross-linked by aliphatic  amine with a report/ratio 

weight of 0.67, the set carries the trade name 

MEDAPOXY STR. 

The reinforcement used is a class E glass fiber; its 

weaving is of type taffeta, the characteristics of the 

wick in warp and weft direction are identical. The 

weight is of the order of 500 g per square meter. 

 

Elaboration of material 

 

The specimens of STR matrix molded in machined 

aluminum mold to give the dumbbell shape 

geometrical   in accordance with ISO 527, then, 

after remolding, the cross-linked test pieces 

subjected to a thermal treatment of 80 C for 8 



17 – 20 May 2016, La Rochelle, France 

670 Basaid et al., 

hours in order to increase the degree of 

crosslinking. [7] 

The laminated plates are worked out by the 

infusion method (complete replacement of the 

void by the resin), the plate remains in depression 

by the pump until the cross-linked of the matrix; 

then, it is put into an oven at 80 C for eight hours. 

The specimens are cut in rectangular from 

elaborate plates, as recommended by the standard 

ASTM D 3039. The samples are provided with 

aluminum heels 

 

 
 

Figure 1 

Prepared tensile specimens 

 

Experimental device 

 

Thermal analysis DTA and TGA are carried out 

using apparatus of the mark STA NETZSCH 

(Simultaneous Thermal Analysis) 409. The latter 

is based, on the one hand, to the differential 

measure of the heating effect using thermo 

electrical effect and, on the other hand, to the 

measure of the fall of mass under the effect of the 

temperature [8]. This technique belongs to the 

standard   NF-EN 31357-2 (plastic Analyses 

calorimetric differential). The analysis is carried 

out on two types of sample. The first type is cross-

linked without undergoing heat treatment, while 

the second type is cross-linked with the preceding 

heat treatment. The speed of heating during the 

tests of the thermal analysis is of 10 C/min. for 

these tests, we took as reference an empty capsule. 

The tensile tests of STR matrix are carried out on 

a universal machine of Zwick/Rolle type provided 

with a sensor of force of 10 kN and with an 

extensometer. Computer with a software testXpert 

version 12.0 controls this machine. 

Concerning the laminates, the tensile tests are 

carried out at ambient temperature on a universal 

machine of type Zwick/Rolle 250 on the level of 

the unit of research Ur-MPE, equipped with a 

sensor of force of capacity 250 kN and with an 

extensometer; this machine is controlled by 

computer using the software TestXpert version9.0.      

The mass rate of the reinforcement is determined 

by the method of the loss on ignition, according to 

standard NF T 57-571 (applicable to the 

tablecloths, wire and laminates of glass). The test-

tube is of form prismatic; the latter is weighed first 

once at the ambient temperature (My). Then, it is 

placed in a furnace at 600 C during 1 hour in order 

to burn the resin. The reinforcement remaining is 

then weighed (MF). The mass rate of 

reinforcement is determined by the following 

formula: 

Tm= (Mf / Ma)        (1) 

The creep tests were carried out on the universal 

Machine 250 kN for a load of “0.5” during 100 

hours in mode of relieving and creep what makes 

it possible to carry out the model semi logarithmic 

for the prediction. 

This model is largely used to describe the tension 

temps relationship  FRP under a constant load and 

proved reliable like an effective means to 

characterize and to predict the behavior depend on 

the time of FRP [9] [10]. The general form of the 

model semi logarithmic curve is:       

ε = ε0 + A Ln (t)             (2)              

Where ε is the total deformation of creep and ε 0 is 

the initial elastic strain, A = coefficient related to 

the level of the matter and the stress. 

For ε0 can be obtained by the constraint and the 

durable modulus of elasticity, it is important to 

determine the values of A by the method of the 

adjusted curve 

The cyclic tests are carried with an  intensity 

increase  step by step , the first stage starts starting 

from 50 MPa, for each cycle increases  the force it 

max of 2 MPa until failure 

The method of nondestructive testing of laminated 

composite plates, by vibration ultrasound 

(longitudinal and transverse). The method used is 

said by contact (the transducers are directly in 

contact on both sides of the plate to be 

analyzed).The longitudinal wave is obtained 

simply while placing the transducer transmitting 

center frequency of 2 MHz on with dimensions of 

the plate, while on the other side one places the 

receiver of center frequency of 4 MHz 

One measures the time of flight in the sample and 

knowing the distance between the transducers; one 

easily deduces from it the propagation velocity of 

the wave in our material. The mechanical 

properties are in relation to the density and 

longitudinal and transverse speed [11]. 

𝑉𝑇 = √
𝐸. (1 − 𝜈)

𝜌. (1 + 𝜈). (1 − 2𝜈)
           (3) 

𝑉𝑇 = √
𝐸

2𝜌. (1 + 𝜈)
  

From these formulas, one as follows deduces the 

properties from elasticity: 

𝐸 = 𝜌 𝑉𝑇
2  

3𝑉𝐿
2 − 4𝑉𝑇

2

𝑉𝐿
2 − 𝑉𝑇

2                      (4) 
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𝑣 =
1

2
 
𝑉𝐿

2 − 2𝑉𝑇
2

𝑉𝐿
2 − 𝑉𝑇

2                             (5) 

 

RESULTS AND DISCUSSION 
 

Characterization of the matrix 

 

The results of DTA and the TGA of the 

samples without and with cooking station   

enables us to determine the temperature of 

vitreous transition Tg and the fall from mass 

ΔM/M0, the results are presented on the table 

below. 
Table1 

Results of Thermal analysis  

 

 without heat 

treatment 

With heat 

treatment 

Tg 99,6 137,12 

ΔM /M0 -1,40% -1,04% 

 
The analysis results show that the glass transition 

temperature of the heat-treated matrix (post-

curing) is higher than that of the untreated matrix. 

With a full Tg∞ crosslinking temperature of the 

EDGBA resin between 150°C and 200°C, one can 

calculate the rate of advance of the reticulation by 

the relation that is based on the diagram of the 

temperature, the transition, and the time [12]. 

𝛥τ =  
 τ − τ0

τ0
 ∗ 100                                      (6) 

τ =  
tg

tg∞

× 100                                           (7) 

From the equations (6) and (7), one can calculate 

the increase in the crosslinking percentage 

Δτ =  

tg

tg∞
−

tg0
tg∞

 

tg0
tg∞

 
× 100 =

tg−tg0

tg0

 × 100        (8) 

By applying the preceding formula, we obtained 

for this matrix:  ΔT = 37,67%, this improvement 

is explained of made that in the ordinary cases, the 

tertiary amines are steric congestion, and some 

functional groups  remain without crosslinking, 

the treatment by temperature makes it possible to 

facilitate molecular mobility and decreases this 

steric hindrance [ 13 ]. 
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Figure 2 

Tensile Behavior of the matrix STR 

 

Figure 3 presents behavior in traction of dumbbell 

test pieces containing the STR matrix, an 

elastoplastic behavior of the matrix that is 

characterized by a Young modulus of 2.53 GPa 

and a deformation of 3.6% 

 

Characterization of reinforcement 

 

The reinforcement used is a glass fiber oiled of 

type E with an armor of the taffeta type. 

 

 
 

Figure 3 

Tensile Behavior of the wicks in glass fiber 

 

The calculation of the shrinkage consists in 

measuring the deformation of the wicks in the two 

directions, starting from the tensile test; the 

deformation is presented in the form of shrinkage. 

Various measurements show that the values of the 

undulations are equal in the two directions. The 

average value of the shrinkage is about 2%. 

During these tests, the slip of fibers in the wick is 

due to the oiling, which protects them from brutal 

shearing.  The majority of fibers break with the 

maximum loading, except for some fibers that slip 

between them. What explains the appearance of a 

residual force until the total rupture that varies 

from 10 with 100N. 

0

100

200

300

400

0 5 10 15 20 25

Fo
rc

e 
en

 N

Strain in %



17 – 20 May 2016, La Rochelle, France 

672 Basaid et al., 

The linear part of the curves in the directions 

chains and screen is identical. One can deduce 

from it that the wicks used for the two directions 

(warp and weft) are identical or of present the 

same characteristics mechanics. 

This deduction is confirmed by the comparison 

between these results and measurements carried 

out of shrinkage. 

 

Characterization of the laminate 

 

The density is determined according to the method 

A of standard NF T 51-561. The results obtained 

from the measurements on three samples give us 

the average value of 1.9314 g / cm3. The mass 

ratio is determined by the method of the loss on 

the ignition, according to standard NF T 57-571 

"equations (1)"  

Table 2 

Values of the mass ratio 

Composites containing matrix STR 

Mm  Mf Rf 

7,2147 5,6527 78,35  

5,7451 4,5179 78,64  

6,3221 4,9413 78,16  

By applying the law of the mixtures one can 

deduce the volume fraction from the 

reinforcements knowing the densities of the 

composite (ρc) and the fiber which is already 

calculated (ρf = 2,56g/cm3).One obtains the Fv 

value = 59, 13%. 

The tensile tests are carried out at ambient 

temperature on a universal machine of type Zwick 

250 

 

 
 

Figure 5 

Breaking mode by tensile test of laminate 
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Figure 4 

Tensile Behavior of laminates based STR 

resin 

 
The elasticity of the laminate STR is between 0 

and 2%. This value represents the shrinkage of the 

reinforcement used, the obtained Young's 

modulus of 17.85 GPa. The plastic range is 

characterized by two phenomena as shown in 

Figure 7, namely, delamination and the rupture 

starting from deformation of 3%.   The elastic 

deformation of the matrix is noted here that is less 

than the shrinkage of the fibers used which gives 

us a value of deformation around 2%, which 

remains within the range of elasticity of the 

laminate composite; the matrix is not in its elastic 

range. 

The creep test protocol is to apply 50% of stress   

of breakage during 100 hours, figure seven present 

the evolution of deformation and module 

according to time 
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Figure 6 

Creep strain at 50% of ultimate stress 
 

 

 

 

With determination coefficient R2 = 0.9488 

logarithmic model creep behavior is given by 
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 = 0.0066ln(x) + 1.1251
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Figure 7 

Creep modulus versus time 

 

The creep modulus in function of time is shown in 

Figure 7, the variation of this module is in 

connection with the evolution of deformation 

knowing that the constraint is fixed in time, in 

correlation with the previous formula may deduct 

the evolution of creep modulus in time by: 

 

E = E0 / 0.0066ln (t) 
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Figure 9 

Creep modulus versus time 

 

The results do not show a drastic change in the 

Young's modulus, but a remarkable decrease of   

tensile strength, we note the same deformation of 

the static test, which shows that the failure 

mechanism may be cause by brutal propagation of 

micro-cracks or delamination to some level of load 

The test of nondestructive testing of laminated 

composite plates, by using the acoustic waves in 

the directions transverse and longitudinal gives us 

the following figure 9, speed is directly given by 

dividing the thickness of the work piece (course 

path by wave) by the time passed during this 

course. 

From these echoes, one determines transverse 

speed, longitudinal speed and the Young modulus 

by using the equations (3), (4) and (5); the 

following table presents these values. 
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Table 3 

Values of ultrasonic velocity and modulus 

matrix composites STR 

VL (m/s)               VT (m/s)            E (GPa)  

1886,55                1082,67              17,25  

 

The Young modulus obtained for the laminates at 

base of STR matrix are respectively lower by 0, 60 

GPa compared to the results of the destructive 

tests. These differences are due to what follows: 

The agent of coupling which can generate 

attenuations of the ultrasonic waves; the specimen 

surface quality; the porosity of composite 

materials. 

 This measurement technique method is said of the 

building site.     

These variations are lower than 4%, which makes 

it possible to accept the values obtained starting 

from measurements by ultrasound, and see the 

usefulness of this technique to determine the 

mechanical characteristics without destroying the 

parts analyzed 

 

CONCLUSIONS 
 

The general axis of our set of themes is articulated 

around the mechanical behavior of laminate at 

base of the epoxy matrix vitrified by mixture with 

different hardeners, within this framework, we 

started with the use of an aliphatic amine. This 

mechanism of reticulation allows obtaining a 

matrix with an elastoplastic behavior, the elastic 

strain is lower than 2%, and this value presents the 

shrinkage glass fibers used in the form of weaving 

taffeta. 

The results obtained show the need for heat 

treatment in the case of a reticulation by aliphatic 

amines, which are characterized by their high 

reactivity. 

With regard to the mechanical behavior, the 

elastoplasticity of the epoxy matrix shows that the 

rate of reticulation is partial because these types of 

materials are in general thermo hardening with a 

three-dimensional vitrified network.       

Laminates elaborate presents an elastic behavior 

being able to reach a value of 2%, whereas the 

matrix in this phase is under plastic deformation, 

this anomaly is the source of several findings on 

the creep behavior or relaxation in the elastic 

range. 

The nondestructive testing carried out shows its 

utility as a means of calculation and elastic study 

of the parameters of material. 
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ABSTRACT 

Depending on drying or humidification conditions, spruce wood tends respectively to shrink or swell, 

because of internal mechanical stresses that cause microscopic morphological changes.  

In the present paper, an experimental campaign is performed at the microscopic scale, in order to 

study the structural changes caused by relative humidity solicitations along the sorption cycle, for both 

early wood and latewood phases. 

That is why many specimens were scanned at different relative humidity levels using X-ray 

tomography. Relative humidity conditioning was successful by designing a specific device adapted to 

tomography. The obtained resolution using X-ray tomography was 3.3µm/pixel. After that, the 

reconstructed volumes were post-treated using adapted software to spruce wood, iMorph. 

Fibers’ thicknesses’ and pores’ diameters’ have been calculated at each humidity state. These results 

have given much better understanding of the localized phenomena that take place at the fiber’s scale.

 

INTRODUCTION 
 

Use of wood is essentially based on its energetic 

performances. In construction, spruce wood is 

particularly used for isolation and mechanical 

purposes, being a material that guarantees all 

functions: structural, thermal isolation and acoustic 

isolation. 

Upon age, spruces grow by reproducing through 

layering. Each layer represents one year cycle in 

which early wood grows in spring and early summer, 

followed later by the latewood development [1]. 

However, spruce wood is a hygroscopic material, 

which makes it very sensitive to humidity, especially 

when subjected to high relative humidity levels. At 

the macroscopic scale, sorption and desorption cycles 

are respectively marked with swelling and shrinkage 

[2]. Actually, these macroscopic dimensional changes 

are the consequences of many microscopic coupled 

phenomena, related to moisture and heat transfers, to 

the anisotropic and heterogeneous morphology, as 

well as the swelling and shrinkage stresses fields of 

fibers [3]. 

Although some authors achieved studies concerning 

the microscopic role of complex wood fiber 

interaction on swelling and shrinkage [4], these 

phenomena has not been mastered yet. On the other 

hand, some authors evaluated wood fiber mechanical 

behaviors. For example, [5] treated the internal 

wood’s structure influence on its water-resistance. In 

addition, [6] evaluated the axial compression of 

spruce wood. [7] has made a three point bending test 

on spruce wood. These works treat wood and more 

specifically fiber’s responses due to either hygric or 

mechanical solicitations. 

Hence the necessity of conducting new experimental 

campaigns, in order to have much better 

understanding of localized fiber’s behaviors when 

subjected to humidity conditioning. Once the 

literature is provided with enough information 

describing these phenomena, all the experimental 

results will serve to develop a representative model 

on the microscopic scale. 

In this paper, an experimental work has been 

achieved at the microscopic scale, concerning spruce 

wood swelling evaluation along the sorption cycle. A 

new device has been designed in order to maintain a 

constant relative humidity while scanning. Then, 

after achieving the tomography scans, the 

corresponding volumes were reconstructed and post 

processing was performed using iMorph software. 
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Pores’ diameters, fibers’ thicknesses, and porosity 

were calculated for each relative humidity level, 

which led to have access to all these parameters’ 

evolutions along the sorption cycle.  

 

MATERIALS AND METHODS 
 

On the microscopic scale, spruce wood is a 

heterogeneous material that contains tracheids, 

parenchyma and pores. Early wood cells are 

characterized by having relatively large cavities and 

thin walls. During a cycle, the transition from early 

wood to latewood is marked by the tendency of the 

cells reproduction to have smaller diameters and 

thicker walls. At the end of a cycle, latewood is 

characterized by the smallest cavities and the thickest 

walls [8] (Fig. 1). 

 
Fig. 1: 3D view of wood specimen containing both 

early wood and latewood phases. 

 

Specimen preparation: First of all, and in 

order to select the correct specimens’ dimensions, a 

morphological study was achieved. Early wood and 

latewood structural properties were studied by some 

researchers. For example, [9] calculated the walls’ 

thickness of spruce wood for the transition early 

wood/latewood in tangential and radial directions, 

and respectively found average values of 2.99 µm 

and 3.16 µm. These authors calculated also the 

diameter of the tracheids for the same transition of 

wood in tangential and radial directions, and 

respectively found average values of 35.3 µm and 35 

µm. [1] calculated a diameter of 50 µm for the 

tracheids of early wood. [1] calculated also a porosity 

of 79% for early wood and 27% for latewood. 

Taking into consideration the small tracheids’ 

thicknesses and pores’ diameters, a high resolution 

in the tomograph was required. Therefore, in order 

to have access to the material’s microstructure, small 

specimens were prepared. The specimens were taken 

from early wood and from the transition 

latewood/early wood. This choice was made to 

compare both types of wood, as well as to quantify 

the influence of the latewood/early wood 

discontinuity on the hygric transfer. In addition, the 

repeatability of each test was verified, by testing 

three specimens for each essay, with the same 

imposed conditions. Six spruce wood specimens of 

dimensions 3x3x20 mm3 were prepared. The 

tracheids’ direction, noted as well the longitudinal 

direction, was along the 20 mm side. Three of those 

specimens contained a part corresponding to the 

latewood/early wood discontinuity and the rest were 

cut from the early wood phase. All the scanned 

samples were without decay, knots and obvious 

defects.  

Concerning the protocol of moisture’s influence on 

the morphological properties of spruce wood, the 

specimens had to be conditioned at maintained 

relative humidity levels and constant 25°C 

temperature. Firstly, the conditioning was achieved 

by using oven drying at 50°C (for dried condition 

only) and saline solutions. The sorption cycle is 

studied, and the adapted relative humidity levels are: 

60% RH, 72% RH and 95% RH.  These values 

cover sufficiently the sorption cycle, and more 

specifically the hygroscopic zone (from 60% to 

95%), and allows quantifying the swelling 

phenomenon at the microscopic scale through pores 

and solid granulometries comparison, and porosity 

evaluation.  

Every time a specimen is subjected to new relative 

humidity conditions, it undergoes microstructural 

changes, due to the evolution of the water content 

distribution caused by the sorption phenomenon. 

Once the water content and distribution in a 

specimen don’t evolve anymore, it is considered to 

have reached its mass equilibrium, and is ready to be 

scanned. Therefore, for each moisture stage, a 

regular monitoring of mass sample in time is 

undertaken. The mass equilibrium depends on the 

relative mass expression, which is function of the 

specimen’s mass at times t and t-24hours, noted m(t) 

and m(t-1) respectively, and should verify condition 

(1) [10]: 

( ) ( 1)
0.01

( )

m t m t

m t

 
      (1) 
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Adapted X-ray Tomography for RH 

conditioning: As already mentioned, X-ray 

tomography was used in this work, in order to have 

access to the localized details within the material 

[11]. X-ray tomography is a non-destructive method, 

which allows having 3D images of a defined volume. 

The resolution of those images is function of many 

parameters, like the distance between the source and 

the specimen. This parameter is directly related to the 

dimensions of the specimen. In this study, all the 

specimens were scanned with the tomograph X50 at 

LMT Cachan, and the resolution reached was 

3.3x3.3x3.3 µm3. With such voxel size, the different 

heterogeneities in this material could be finely 

identified, like pores and fibers.  

On the other hand, considering that wood is a weakly 

absorbing material, a special treatment was required 

to perform imaging scans. Therefore, many 

tomography tests were achieved and analyzed. A 

choice of using a low voltage of 80 kV and an 

emission current of 50 µA were selected for all the 

tests treated later on in this study.  

Beside the used tomography parameters, it was 

primordial to isolate the tested specimen from all 

hygric transfer through the scan. Actually, the most 

important condition to obtain clear images, is that the 

specimen don’t have to move while scanned, and 

specifically don’t have to be subjected to microscopic 

morphological changes. This happens because the 

specimen is subjected to a new relative humidity 

level, which makes it look for a new mass 

equilibrium. In our study, the specimens should have 

small dimensions in order to have a high resolution in 

the tomograph, and each one should conserve its 

moisture content level during the scan. 

Thus, the challenge here was to maintain constant 

relative humidity conditions for such small 

dimensions of specimen. In addition, another 

challenge in this study was to refix the specimen at its 

initial position inside the tomograph, in order to 

succeed the comparisons protocol between many 

scans. For that, a new device adapted to X-ray 

tomography concerning such dimensions of 

specimens was designed (Fig. 2). It was made using 

the 3D printer. This device is constituted of a tube 

attached from one side to the rotation device and 

from the other side to a piece on which another piece 

where the specimen was glued should rely inside the 

tomograph, and a cover. The cover was put inside the 

conditioning room with the specimen. When the 

specimen reached its mass equilibrium, it was 

covered inside the conditioning room, and taken 

inside the tomograph to be scanned. That way, the 

specimen should remain in the same humidity 

atmosphere while scanning, and the transfers were 

minimized as much as possible. After achieving 

many scans, this technique has led to very satisfying 

results and clear volume reconstructions. 

 
Fig. 2: Device adapted to maintain the sample’s 

conditioning inside the tomograph. 

Once the volume reconstruction has been completed, 

the post-processing has been made using iMorph 

software [12]. Pores’ and fibers’ granulometries have 

been calculated, and they refer respectively to pores’ 

diameters and fibers’ thicknesses distributions. The 

corresponding results permit to verify the local 

morphological changes due to many hygric 

solicitations.  

 

RESULTS AND DISCUSSION 
 

Wood is a multiphase material. It contains air, liquid 

water and vapor. Unfortunately, water is 

hierarchically distributed inside. Hence, it is 

essential to use a powerful procedure in order to 

distinguish these phases and how this water interacts 

with the material solid matrix. The obtained 

resolution of 3.3x3.3x3.3 µm3 in the tomograph, was 

sufficient to distinguish the different heterogeneities 

of this material. The fibers and the pores were easily 

identified. 

Taking into consideration the anisotropy and 

heterogeneity of spruce wood microstructure, it is 

evident that the hygric transfer in this material can 

favor a direction among others. For example, the 

transfers’ kinetic toward longitudinal direction is 

surely faster than the one toward transversal and 

radial directions. Therefore, it is essential to study 

the hygric transfers at the microscopic scale, and 
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understand the hygric and mechanical coupling, 

leading to wood swelling.  

 

Swelling analysis: In this part, the swelling due 

to hygric solicitations is investigated. Three early 

wood specimens and three specimens with 

latewood/early wood discontinuity were treated, at 

dried and controlled relative humidity conditions of 

0%, 60%, 72% and 95%.  

The pores’ diameters and fibers’ thicknesses of an 

early wood specimen at all the RH levels are 

respectively presented in Fig. 3 and Fig. 4. 

 
Fig. 3: Pores’ diameters’ distribution of an early 

wood specimen at different relative humidity levels. 

Fig. 4: Fibers’ thicknesses’ distribution of an early 

wood specimen at different relative humidity levels. 

Concerning the pores’ diameters distribution, it is 

remarkable (Fig. 3) that for all the RH levels, the 

average early wood pores’ diameter is 26 µm. On the 

other hand, comparing the results of 0% RH, 60% 

RH and 72% RH, it is evident that bigger is the RH, 

more the pores’ diameters’ distribution tends to 

contain much more big pores, and much less small 

pores. Concerning the fibers’ thicknesses 

distribution, when the RH gets higher, the fibers’ 

thicknesses decrease. 

Comparing these results to the ones corresponding to 

95% RH, it appears that the pores’ diameters’ 

distribution at 95 % RH increases and the fibers’ 

thicknesses’ distribution increases.  

After that, the same treatment was made concerning 

the specimen with latewood/early wood transition. 

The corresponding pores’ diameters and fibers’ 

thicknesses at 60%, 72% and 95% RH are 

respectively presented in Fig. 5 and Fig. 6. 

These figures show the same evolution (Fig. 5 and 

Fig. 6), concerning either pores’ diameters or fibers’ 

thicknesses for 60% and 72% RH. When the RH 

increases, the corresponding pores’ diameters 

distribution tends to have bigger pores.  

All results show that the early wood and latewood 

fibers’ behavior don’t differ in terms of distribution 

evolution along sorption cycle. 
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Fig. 5: Pores’ diameters’ distribution of a specimen 

with latewood/early wood transition at different 

relative humidity levels.  

Fig. 6: Fibers’ thicknesses’ distribution of a specimen 

with latewood/ early wood transition at different 

relative humidity levels. 

The physical explanation for the results 

corresponding to 0%, 60% and 72% RH is that when 

the fibers absorb water, they swell, which leads to 

have an increasing pores’ diameter. On the other 

hand, the fiber’s Poisson ratio leads to have a 

contraction perpendicular to the swelling direction, 

and the fibers’ thicknesses decrease. Because of all 

these mechanical phenomena, resulting from hygric 

solicitations, the pores’ diameters get bigger, and the 

fibers’ thicknesses get smaller. However, this 

microscopic behavior is the cause of the 

macroscopic swelling.  

Concerning the 95% RH, the results for all 

specimens are coherent. On the other hand, they are 

not easy to interpret, especially that at 95% RH, the 

fibers contain free water, because of the high water 

content. A conceivable hypothesis that explains these 

results is that the free water within the material 

influences the scan’s reconstruction especially that 

this water is either in pores’ or fibers’ voxels. 

However, this remains a question that needs a 

precise answer, especially that the results’ 

interpretation at high relative humidity level can be 

improved by using other adapted techniques. 

 

CONCLUSIONS 
 

In this work, an experimental procedure has been 

achieved, concerning spruce wood microscopic 

behavior when subjected to different relative 

humidity conditions along the sorption cycle. This 

work describes very well the hygro-mechanical 

coupling of localized fibers. 

The results show that until a relative humidity of 

72%, the fibers absorb water, which make them 

swell. On the other hand, they present a retraction 

perpendicularly to the swelling direction. Therefore, 

the structural consequences are that fibers’ 

thicknesses decrease, and the pores’ diameters 

increase. 

For higher relative humidity state, the results don’t 

present the same tendency. This may be because of 

the presence of free water within the material. 
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ABSTRACT  
The earth-based material considered in this work is called Stabilized Earth Bick (SEB). Two distinguish 

type of SEB were examined: SEB5-Tu and SEB5-Te; their difference refers to the freestone, or the red earth 

composition. Firstly, a morphological characterization has been done by comparing two different 

approaches: the water porosity test and the mercury porosimetry which provide access to the material 

porosity and the pore size distribution.  

Then, the sorption-desorption isotherm were carefully evaluated for each SEB type. The dynamic 

gravimetric method was selected for such measurement. Further, theoretical modeling of the sorption 

desorption isotherm was investigated; here the model parameters allow more accurate interpretation of 

experimental results.  

Most of these measurements provided the hygric and structural characteristics relating to the SEB materials 

and a comparison of their characteristics depending on the variation of their compositions.  

 

KEYWORDS 

Porosity, experimental characterization, .sorption desorption isotherm, Stabilized Earth Brick, moisture 

storage capacity.  

 

 

INTRODUCTION  
The objectives set for builders are mainly related to 

minimize energy costs, improve the comfort inside 

the living space by using sustainable and inexpensive 

materials. So, materials based on earth respond to the 

problem of natural resources’ depletion and were, 

naturally, used for millennia. However, the major 

drawback of their use is their low resistance to 

erosion by rain and their tendency to swell or shrink 

after a number of humidification or drying cycles. 

The resulting dimensionless variations lead generally 

to dramatic modification of the thermophysical 

properties of these materials. To overcome these 

difficulties, a compaction of tempered based-earthed 

mixture is recommended to increase the material 

strength. Also, the addition of small stabilizers 

quantities such as cement, lime and bitumen is well 

adopted to reduce its water sensitivity. The resulting 

material is then called Stabilized Earth Bick (SEB). 

Two distinguish type of SEB were examined here 

(SEB5-Tu and SEB5-Te); their difference refers to 

the cement, freestone, and send percentages.  

The thermophysical properties of these materials 

and their impact on the hygrothermal behavior and 

consequently the thermal building comfort have 

been little investigated by researchers. In other 

manner, characterizing correctly materials, involves 

precise answer one the essential properties and how 

accurate they must be defined to perform the heat 

and mass energy impact questions.  

The studied materials’ are porous structure within 

which water, liquid or vapor may migrate, be stored 

or returned to the indoor environment. The non-

regulation of the humidity rate inside the 
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compartment is a major cause of damage to the walls 

of the building; in fact, besides the problems of 

durability that can be generated, the thermal 

performances are substantially modified. 

That’s why, in this study we propose in a first step to 

characterize the SEB materials porosity and 

morphology, to better identify the microstructure of 

these material since the macroscopic behavior of 

materials is highly dependent on the mechanisms 

involved at the microscopic scale. Then, a 

hygrothermal characterization is performed through 

the measurement of the sorption desorption isotherm.  

The determination of these characteristics allow, in a 

future step, to perform simulations based on the 

HAM models [1, 2, 3] to predict the behavior of the 

walls in SEB and improving building efficiency 

energy. 

 

EXPERIMENTAL CHARACTERIZATION 
 

Studied material: Two categories of Stabilized 

Earth Brick (SEB) materials were selected for the 

present study (see table 1). They were classified by 

the National Center for Studies and Research for 

integrated Building in Algiers (CNERIB) [4].  

Despite their thermal insulation performance and low 

cost, these materials, different from conventional 

one, are little used. The improvement of earth 

materials becomes today possible du to two 

important actions that are chemical stabilization and 

compaction process. Stabilization step reduces the 

pore volume and thus increases the strength of the 

SEB. On the other side, compaction ste, using a 

manual or semi-industrial press, induces an increase 

in the density of the material and also contributes to 

the mechanical strength. 

The manufacturing process follows the classical 

screening stages, blending, compacting and molding. 

The detailed composition of the tested SEB materials 

is shown in Table 1. The detailed compositions are 

referenced to the CNERIB [5].  

 

Table 1 

Compositions of the studied materials 

 
SEB 5 

Tu 

70% of sand 

(0.2-0.8mm) 

25% of toffee 

(0.2mm) 

5% of 

cement  

SEB5 

Te 

70% of sand 

(0.2-0.8mm) 

25% of red 

earth 

(0.2mm) 

5% of 

cement 

 

Microstructural characterization method: 
Mastering SEB’s structural morphology is 

primordial; to better understand its response when 

subjected to hygrothermal solicitations. In fact, 

several studies have shown the close link between 

the topology of the environment and these 

hygrothermal transfers [6, 7]. Among the most 

influential parameters on these transfers, we find the 

porosity and the pore size distribution.  

Two main experimental protocols were used and 

compared to evaluate this parameter: water porosity 

and mercury intrusion porosimery.  

Water porosity: The water porosity is measured 

according to the protocol defined by the AFPC-

AFREM [8] and its expression is given by (1): 

0

sec

V

MM

eau

sat
eau





     (1) 

Where, Msec is the mass of the sample in the dry 

state (kg), Msat is the mass of the sample in the 

saturated state (kg), eau  is the water density 

(kg/m3) and V0 is the total volume of the sample 

(m3) obtained by geometrical measurement or by 

hydrostatic weighing. 

Msec was measured after drying in a ventilated oven 

at 45°C instead of 105°C to avoid degradation of the 

microstructure of the SEB material. The dry mass is 

reached when the relative weight loss does not 

exceed 0.05% after 24 hours in the oven.  

In addition to the porosity, we can also calculate the 

density of the material  and the moisture content u 

in the saturation (100% relative humidity) by the 

following expressions: 

0V

SECM
      (2) 

sec

sec

M

MM
u sat       (3) 

 

Mercury intrusion porosimetry (MIP): Mercury 

intrusion porosimetry method is widely used for 

investigating the materials texture at different 

scales: micro, meso and macroscopique. It provides 

access to the porosity of the sample, bulk density, or 

distribution of pore size. 

The test involves injecting mercury into the sample 

by successive levels of pressure; at equilibrium, the 

volume of the injected mercury is measured 

automatically. The method is based on the model of 

parallel cylindrical pores with different radii. The 

pore diameter is thus determined by Laplace's law: 
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


cos
4

C

Hg

P
d       (4) 

Where, 
Hg

is the surface tension of mercury (the 

used value is 0.00485 N/cm),   is the contact angle 

between mercury and the porous solid (the used value 

is 130°), PC is the mercury capillary pressure up to 

411Mpa.  

The tests were performed using the manufacturer's 

porosimeter Micromeritics type Autopore III9420. It 

covers a range of pores varying from 0.003 to 360μm. 

 

Sorption desorption isotherm: The characterization 

of the hygric behavior of a porous material is often 

presented in terms of isothermal sorption and 

desorption in the hygroscopic domain. These curves 

express the variation of water content u according to 

the Relative Humidity RH. The shape of these curves 

depends especially on the porosity, the particle size 

and the mineralogical composition of the sample. 

These curves remain poorly studied, on the SEB 

materials, given the slow kinetics of transfer by using 

the conventional method of salt solutions [9]. Thus, 

the recourse to other methods to reduce the time for 

obtaining these curves by dynamic tests is much 

appropriated. The used equipment in our case is the 

Dynamic Vapor Sorption (DVS). 

In the measurement protocol, we define the levels of 

relative humidity in adsorption and desorption cycle 

at a given temperature and we fixed the masse 

controlling criterion 410.2 
dt

dm
 , that depends on 

the relative humidity stage too.  

In order to understand the hydrothermal behavior of 

the two SEB materials, the curves of sorption-

desorption isotherms were plotted for the two 

samples, previously crushed, having masses of 

0.924g for SEB 5Tu and 0.834 g for the SEB 5Te.  

 

RESULTS AND DISCUSSION 
 

This section is devised into three parts. The first one 

corresponds to the water and mercury porosity 

evaluation and comparison that were extended to the 

standard materials (High performance concrete and 

clay brick); the second one corresponds to the 

sorption desorption isotherm analysis. Further, 

theoretical modeling of the sorption desorption 

isotherm was investigated; here the model parameters 

allow more accurate interpretation of experimental 

results. 

 

Porosity: The table 2 shows the results of water 

porosity, Mercury Intrusion Porosity (MIP) and 

material density. 
We notice a difference between the water porosity 

and the MIP. This latter, in most cases, relatively 

presents lower porosities values. This reflects the 

fact that the porosity by mercury intrusion covers 

only a narrow range of pores compared to that by 

water intrusion. On the other side, the bulk densities 

are obtained in the same range. 

 

Table 2 

Materials characteristics 

 

Material 

test  

Density(kg/m3) Porosity (%) 

Water 

Porosity  

Mercury 

intrusion 

porosity  

Water 

Porosit

y  

Mercury 

intrusion 

porosity  

SEB 5 

Tu 

1936.27 2145.80 33.83 33.29 

SEB 5 

Te 

2201.38 2266.10 32.44 31.65 

 

Porosities of the SEB materials are represented in 

Fig. 1 (between 30% and 35%) and compared to 

those of baked clay bricks (25 to 34%) and high 

performance concrete where the porosity varies 

from 10 to 15%. A significant gap was registered 

between these two latter. 
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Figure 1 

Comparison of porosity of various materials 

obtained by water porosimetry and mercury 

intrusion 

 

The differences between the MIP and the water 

porosity are less important for the SEB materials 

and concretes unlike the clay brick. In the latter 

case, the clay particles fuse during the firing time 

and often have a porous space with a high specific 

surface area attributed to an effect of micro-
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roughness of walls rather than an effective pore 

volume. This explains the fact that the mercury 

porosity is much lower than water porosity. 

Fig. 2 shows the pore size distribution of the two 

studied SEB materials. It covers a wide range of pore 

sizes from 0.03 μm to 300μm. Both materials cover 

the range of macropores but the difference lies in the 

fact that SEB 5Tu is bimodal. This is certainly related 

to its composition, in which, we note the presence of 

limestone which is composed mainly of calcite (≈ 

50%). This preponderance could explain the 

appearance of a separate mode, the addition of 

cement and sand in the composition introduces an 

additional porosity. However, the SEB 5Te contains 

the red earth, which consists of silica, alumina, 

kaolin and iron oxide (red color comes from the 

presence of the latter). In this case, the 

physicochemical interactions between these various 

components make that the porosity is obtained on a 

single mode.  

The SEB 5Te presents one main mode between 

0.1μm and 1μm, on the other side, two main modes 

were distinguished for the SEB 5Tu, they are 

between 0.03 μm and 0.1 μm and between 12 μm and 

20 μm, respectively. These results show that the SEB 

5Te is fully macroporous, while SEB 5Tu has 

mesoporous preponderance with macro porous 

tendency.  
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Figure 2 

SEB material’s pore size distribution  

 

Adsorption-desorption kinetics: Figures (3a) 

and (3b) present the sorption-desorption isotherm at 

25°C for bricks SEB 5Tu and SEB 5Te, respectively. 

The tests were conducted on samples of equivalent 

masses at 0.92g and 0.83g, respectively. The 

maximum obtained water contents, at RH = 95%, 

reached 4.5% for the SEB 5Tu and 2.8% for SEB 

5Te. The saturation and super-saturation capillary 

(liquid phase) regimes are not reached by the DVS 

method because; it’s asking a very long time to 

reach equilibrium levels. As indication, the water 

content at saturation, measured by the water 

porosity test, is around of 17.53% and 14.74% for 

samples of SEB 5Tu and SEB 5Te, respectively. The 

difference in behavior of both materials is due to 

their porosity: the pore size distribution is wider and 

the specific surface is larger for the SEB 5Tu due to 

its bimodal pores morphlogy (mesopores and 

macropores) which favors water adsorption. In fact, 

the porous structures play different role during 

adsorption and desorption cycle: the phenomenon of 

capillary condensation appears for the higher 

relative humidity, and distribution of pore sizes, in 

this case, plays a very important role. Distribution 

space and connectivity, in turn, determine 

desorption.   
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Figure 3  

Curves of sorption-desorption isotherms 
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According to the figures (3), the difference in water 

content at equilibrium between sorption and 

desorption over the entire range of relative humidity 

present a hysteresis of type H3 for such SEB 

materials. This difference is minimal in comparison 

with other materials such as concrete [9] and reflects, 

in part, the amount of water strongly bound. 

The shape of sorption curves is similar for both SEB 

materials: after a slight dip to 12% relative humidity, 

there is an almost linear variation of water content till 

80% RH. Between 80 and 95% HR, the increase is 

very significant: a factor of 4.5 and 3, respectively, 

for the SEB 5Tu and SEB 5Te is observed (the water 

content increases from 1% to 4.5% and 2.8%).  

The interpretation of the obtained adsorption 

desorption isotherms can be based on the 

classification described by Brunauer et al [10]. and 

adopted by the IUPAC [11]. Indeed, as has been 

previously noted, two inflection points were found 

(around 12% and 80%) on adsorption curves (Figures 

3(a) and 3(b)). It’s reflected in the fact that isotherm 

is of type II according to the classification of IUPAC 

[11]. 

 

Modeling of the sorption desorption isotherm: 
Literature gives a considerable number of models 

describing the adsorption [12]. Models BET, GAB 

and GDW are most used in the civil engineering 

community and are all based on the theory of 

Langmuir:  
- The model BET (Brunauer, Emmett and Teller) 

predicts that the adsorption occurs on identical sites 

energetically; this implies the consideration of 

homogeneous surfaces and several layers can be 

superimposed on the first adsorbed layer [10]. The 

BET model equation is then written as following: 

 5
))1(1)(1( RhCRh

CRhmu
u


  

With; u is the water content at equilibrium and Rh is 

the relative humidity, um is the water content at 

saturation of the monolayer and C is a kinetic 

constant due to the adsorption of the first layer. 

- The GAB model (Guggenheim-Anderson-de 

Boer) is applicable in several areas. In comparison 

with the BET model, an additional parameter is 

introduced that takes into account the heat adsorbed 

by the molecular layers [12]:  

 

 6
))1(1)(1( RhCKKRh

CKRhmu
u


  

 

Where, K is a kinetic constant due to the multi-

molecular adsorption. 

 

- The model GDW (Generalised D'Arcy and Watt) 

supposes that many molecules of water vapor can be 

adsorbed on each molecule along the secondary 

sites of adsorption [12]:  

 7
)1)(1(

))1(1(

kRhKRh

RhkKRh
m

u

u







 

Here,  is the rate of molecules adsorbed on primary 

sites which are converted into secondary sites. K 

and k are constants related to the adsorption kinetics 

of primary and secondary sites.  

These three models complete the interpretation of 

the experimental results; in particular, the use of 

these models allows one to express analytically the 

capacity of storage humidity Cm. 

Figures 4(a) and (b) show, respectively, the 

comparison of sorption isotherms for the two 

materials SEB 5Tu and SEB 5Te obtained 

experimentally and those obtained by the three 

models described above.  

 

 
(a) BTS 5Tu 

 
(b) BTS 5Te 

Figure 4  

Water vapor adsorption isotherms of SEB materials 
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Regarding these results, it seems that the GDW 

model is best suited to reproduce the experimental 

results of sorption isotherm for the SEB materials. 

 

CONCLUSIONS 
 

In this work, some characteristics on two stabilized 

earth bricks (SEB), having different compositions, 

were studied and compared. It appears that the hygric 

behavior of material, specifically the change in water 

content, is highly depending on the ambient relative 

humidity and the material porosity. These parameters 

strongly modify the coefficients used in macroscopic 

models of coupled transfer of heat and moisture in 

unsaturated porous media. Indeed, for example, 

knowing that the conductivity of water is thirty times 

greater than that of dry air, the water present in the 

material, following the condensation of steam, will 

therefore change its conductivity overall. 

The experimental values of moisture at equilibrium 

showed that the sorption isotherms of SEB are type 

II. The hysteresis phenomenon is relatively small 

presence compared to other materials such as 

concrete.  

The experimental results can serve as input 

parameters for physical simulations to evaluate the 

hydrothermal performance of the SEB buildings 

envelopes.  

 

REFERENCES 
 

1. Belarbi, R, Ait-Mokhtar, A, Qin, M and Omikrine, 

O, 2006, Development of simplified approach to 

model the moisture transfer of building materials, 

European Journal of Environment and Civil 

Engineering, 10/9, pp.1033-1048.  

2. Belarbi, R, Ait-Mokhtar, A, Nilsson, L., O, 2008, 

Nonisothermal moisture transport in hygroscopic 

building materials: modeling for the determination 

of moisture transport coefficients, Transport in 

Porous Media, 72(2), pp. 255-271. 

3. Qin, M, Belarbi, R, Ait-Mothtar, A, Nilsson, L.,O, 

2009, Coupled heat and moisture transfer in multi-

layer building materials, Construction and 

Building Materials, 23(2), pp.967-975. 

4. CNERIB (Centre National d’Etudes et de 

Recherches Intégrées du Bâtiment), Projet 

d’efficience énergétique dans le secteur de la 

construction en Algérie, http://www.med-

enec.Com/. 

5. CNERIB, 2009, Recommandations pour la 

production et la mise en œuvre des bétons de 

terre stabilisée, Alger. 

6. Crausse, P, Laurent, J., P and Perrin, B, 1996, 

Influence des phénomènes d'hystérésis sur les 

propriétés hydriques de matériaux poreux, Revue 

Générale Thermique, 35, pp.95-106. 

7. Dian, J., F, 2013, Equilibre et transferts en 

milieux poreux, These, Université Joseph 

Fourier, France.  

8. AFPC, A. 1997, Compte-rendu des journées 

techniques AFPC-AFREM durabilité des bétons. 

Méthodes recommandées pour la mesure des 

grandeurs associées à la durabilité, 65, pp. 121-

125. 

9. Trabelsi, A, 2010, Etudes numérique et 

expérimentale des transferts hygrothermiques 

dans les matériaux poreux de construction, Thèse 

de doctorat, Université de La Rochelle.  

10. Brunauer, S, Emmet, P. H., Emmet and Teller, E, 

1938, Adsorption of Gases in Multimolecular 

layers, 60(2), pp. 309-319.  

11. Sing, K., S, 1985, Reporting physisorption data 

for gas/solid systems. In Pure and applied 

chemistry, Fundamentals of Adsorption, 

Proceedings of the Engineering Foundation 

Conference, 75, pp. 603-619.  

12. Furmaniak, S., Terzyk, A., P and Gauden, P., A, 

2007, The general mechanism of water sorption 

on foodstuffs - importance of the 

multitemperature fitting of data and the hierarchy 

of models, Journal of Food Engineering, 82(4), 

pp. 528-535, 

 

 



International Conference On Materials and Energy – ICOME 16 

Andrianantenaina et al;, 687 

 

Modelling of heat and mass transfer during convective drying of wood 
  

ANDRIANANTENAINA Marcelin Hajamalala1, B. Zeghmati3, B.O.A. RAMAMONJISOA2, Randriamilantoniaina 

Yves Odon1 

1 Laboratoire de Physique Appliquée de l’Université de Fianarantsoa, 

B.P. 1264, 301 Fianarantsoa, Madagascar 
2 Laboratoire de Recherche Appliquée Multidisciplinaire de l’Université de Fianarantsoa, 

B.P. 1264, 301 Fianarantsoa, Madagascar 
3Université de Perpignan Via  Domitia 

52 avenue Paul Alduy - 66860 Perpignan Cedex, France 

Corresponding author: hajamalalaa@yahoo.fr 

 

 

ABSTRACT  
The model of heat and mass transfer during wood drying used here is deduced from Philip-Devries’s theory. 2-

D equations for coupled heat and mass conservation equations for wood are solved to study the transient heat 

and mass transfer during wood sample drying. The model equations based on temperature and moisture content 

parameters are solved numerically by the Finite Difference Implicit Method and the algebraic equations system 

are solved by the THOMAS algorithm. The simulation of the proposed model allows the assessment of the 

effect of the heat and mass transfer within wood. A parametric study was also carried out to determine the 

effects of several parameters such as initial moisture content, initial temperature and the sample thickness on 

the temperature and moisture content distributions within the samples during drying. 

KEYWORDS: Wood drying, wood, heat and mass transfer, Philip-Devries’s model 

NOMENCLATURE 
 

Latin symbols 

 

 

Cp  Specific heat of material [J.kg-1K-1] 

DT    

Mass phase transport 

associated to a 

temperature  gradient 

[m².s-1 K-1] 

DTV  

Vapor phase transport 

associated to a 

temperature  gradient 

[m².s-1 K-1] 

DX   

Mass phase transport 

associated to a moisture 

gradient 

[m² s-1] 

    

DXV  

Vapor phase transport 

associated to a moisture 

gradient 

[m² s-1] 

L : length of the sample [m] 

LV  Latent heat of vaporization [J.kg-1] 

Pr : Prandtl number  

Re : Reynolds number  

Sc : Schmidt number  

Sh : Sherwood number  

T1 : Drying air temperature, [K] 

X : 
Moisture content dry 

basis, 

[kg water/kg dry 

solid] 

 

X0 : Initial moisture content, [%] 

X1 : Drying air moisture, [%] 

 
Greek symbols 

 

q  : 
Convective heat transfer 

coefficient, 

 

[Wm–2K–1] 

m  : 
Convective mass transfer 

coefficient, 

 

[kgmm–2s–1°M–1] 

 : Thermal conductivity [W.m-2K-1] 

 : Solid density [kg.m-3] 

l : Liquid density [kg.m-3] 

Ω : 

Boundary surface for 

convective heat and mass 

transfer 

 

 

INTRODUCTION  
 

Drying is a classical example of transport in porous 

media, and the modelling of this process has been the 

subject of great interest for many years[1-5]. Wood is 

a fascinating biological porous material that is both 

anisotropic and heterogeneous. Its structure is rather 

complex, however, it is well known and thoroughly 

documented in the literature[6]. 
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To date a number of comprehensive two-dimensional 

(2-D) models are available for studying the drying 

process. These models have been applied in the 

domains of wood drying [7,8,9,10] and building 

materials, such as brick [11]. These models have 

provided the drying engineer with fundamental 

knowledge that has increased the understanding of the 

process and allowed new and innovative drying  

operations to be proposed. 

Our contribution consists in the theoretical study of 

two dimensional heat and mass transfer during the 

drying of wood. The model used is drawn from the 

work of Philip-Devries’s theory [12] with two 

variables( temperature, moisture content). 

A parametric study was also carried out to determine 

the effects of several parameters such as initial 

moisture content, initial temperature and the sample 

thickness on the temperature and moisture content 

distributions within the samples during drying. 

 

ANALYSIS AND MODELLING 
 

The process of drying of wood involves simultaneous 

transport of heat, and mass through a porous medium. 

The problem considers a sample of wood exposed to 

convective heating in an inert atmosphere.  
 

Assumptions 
 

 The binary mixture (air flow and vapor flow) is 

considered as an ideal gas. 

 The flow of drying air is laminar 

 The steam movement by gravity and hydraulic 

conductivity are neglected 

 The heat and mass transfer are two-dimensional 

and physical properties of the porous material are 

constant. 

The model of heat and mass transfer in an 

unsaturated porous media through classical 

mechanism of vapor diffusion and liquid movement 

by capillarity is described by J.R.Philip, D.A. De 

Devries model [12]. 
 

Heat transfer 
 

p l V TV l V XV(( ) )
t

T
C Div L D T L D X   


    


(1) 

Mass transfer           

          
T X( )

t

X
Div D T D X


   


                     (2) 

where : 
T TL TVD D D   and 

X XL XVD D D   

The system of equations expressed in the referential 

(Oyz) : 

* *

p yy zz
t y y y z z z

l V XV l V XV

T T X T X
C L D L D    

        
      

        
(3) 

t y y y z z z
T X T X

X T X T X
D D D D
        

      
        

(4) 

Where : 
*

l V TVL D     

Initial and boundary conditions 

Initially the wood has some prescribed moisture 

content and temperature, 

at time t = t0 :  X(y,z,t0)=X0   and T(y,z, t0)=T0    

The transverse (z-direction) and radial (y-direction) 

directions of the wood are considered in the analysis 

and a two-dimensional mathematical model is 

constructed. In this study the porous material 

(wood) is assumed as being a rigid, homogeneous, 

and anisotropic structure that has some portion of its 

void space occupied by liquid water.  

The shaded region, 0 < z <L2, and 0 < y < L1, 

represents the wood being dried by forced 

convection of hot dry air. The faces z = L1 and y = 

L2 are exposed to the external drying conditions 

fixed characteristics (temperature, velocity and 

humidity), while the faces z = 0, and y = 0, are 

considered as symmetry planes( Impermeable side). 

It is assumed that no mass and heat is transferred 

across that surface of the drying material.  The 

figure 1 shows the geometry of the wood sample.  

 

The boundary conditions at  is: 

 

*

l V q 1 m V 1( ) ( )XV

T X
L D T T L X X

n n
   

 
     

   
 

(5) 

m 1( )
n

T X

T X
D D X X

n


  
    

    
(6) 

 

Where n is the spatial direction (y,z).   

Mass transfer coefficient m and heat transfer 

coefficient q  are determined from the expressions 

for laminar flow [13], respectively: 
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Figure 1 

 Physical configuration and computational domain 
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Numerical formulation 
 

To facilitate the numerical solutions of these 

differential equations, the following dimensionless 

variables are introduced : 

y
y

L
 

   

z
z

L
 

  psC





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2

t
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1 0
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T T




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1

0 1

X X
X

X X


 

  

The coupled system of two non-linear partial 

differential equations is expressed such as: 
2 2 2 2

1 1 1 12 2 2 2

2 2 2 2

2 2 2 22 2 2 2

y z Xy Xz

y z Xy Xz

X X
A A A A

y z y z

X X X
A A A A

y z y z
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 
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

 



      
           


       

   
       

 

The numerical solution technique employed to solve 

the coupled system of two non-linear partial 

differential equations with boundary conditions is 

performed by finite differences method according to 

implicit scheme.  

The final form of the discretized coupled system of 

two non-linear partial differential equations is 

expressed by the following: 

 

( ) ( ) ( ) ( 1)

( 1, ) ( , ) ( 1, ) ( , )

( ) ( ) ( ) ( 1)

( 1, ) ( , ) ( 1, ) ( , )

n n n n

i j i j i j i j

n n n n

i j i j i j i j

A B C D

A X B X C X X D

    

 



 

    



          

 

At each time, the Tri Diagonal Matrix Algorithm of 

Thomas (TDMA) is used to solve the algebraic 

systems of temperature and humidity. The governing 

equations are solved numerically with FORTRAN. 

The simulated results is obtained for the existing 

data in the literature as plywood[14]. 

RESULTS AND DISCUSSION 
 

The dimensions of the wood sample were 5-6 cm in 

the radial and 50 cm in the transverse direction, 

which implied a computational domain of 2.5-3 cm 

x 25 cm. Initially the board was assumed to be at the 

ambient temperature of 25 °C and average moisture 

content 80% and 120%. 

The physical properties of the chosen material is 

shown in table 1. 

Table 1 : Physical properties of material 

Symbol Plywood [14] 

, kg/m3 445 

Cp, J/kg K 1880 

, W/m K 0.091 

LV, J/kg 2.5x106 

DT , m²/s K 10-11 

DTV, m²/s K 5x10-11 

DX, m²/s 4.5x10-7 

DXV, m²/s 4.5x10-7 

 

Figure 2 shows the time evolution of average 

temperature and moisture content during drying of 

the sample. During process, the temperature 

increases and the average moisture content 

decreases almost linearly with time, due to the 

influence of gas temperature. Evaporation of liquid 

moisture takes place from the wood sample surface 

by absorbing the heat of vaporization. The moisture 

migrates toward the external wood surfaces by 

means of capillary flow under the influence of 

moisture content gradient.  

 

L2 

L1 

Air flow 

Air flow 

z-axis 

y-axis 

0 
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Figure 2(a) 

Time evolution of average temperature profiles 

Wood dimension : 3x25cm 

 
Figure 2(b) 

Time evolution of average moisture content profiles 

Wood dimension : 3x25cm 

 

As expected, the drying process is as fast as the board 

width is small, fig. 3. 

 
Figure 3(a) 

Effect of  sample thickness  on the temperature  

 
Figure 3(b) 

Effect of  sample thickness  on the moisture content 

 

A series of simulations were carried out at different 

initial average moisture contents (X0) of 80%, and 

120% keeping the other conditions constant. The 

influence of initial moisture content of wood on 

temperature and moisture content  vs. time data is 

presented in fig. 4. It can be seen from the figure 

that there are slight differences between the 

temperatures of the samples: lower the initial 

moisture content of the sample, higher is the 

temperature. Clearly, vaporization has a cooling 

effect. Since the humidity of the gas is kept 

constant, high initial moisture content means higher 

moisture gradients at the surface. Therefore, 

vaporization rate at the surface will be higher for the 

sample with high moisture content which leads to 

lower temperatures. As expected, the time necessary 

for moisture removal is greater if the initial moisture 

content of the sample is higher when the other 

treatment conditions are kept constant. 

 
Figure 4(a) 

Effect of  initial moisture  on the temperature 

Wood dimension : 2.5x25cm 
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Figure 4(b) 

Effect of  initial moisture  on the moisture content 

Wood dimension : 2.5x25cm 

 

Figure 5 shows the time evolution of average 

temperature and moisture content during drying of the 

sample with different airflow temperature. Drying 

process is as quick as the airflow temperature is 

large.  

 
Figure 5(a) 

Effect of  Airflow temperature  on the temperature 

Wood dimension : 2.5x25cm 

 
Figure 5(b) 

Effect of  Airflow temperature  on the moisture 

content. Wood dimension : 2.5x25cm 
 

CONCLUSIONS 
 

A coupled heat and mass transfer model has been 

used to accomplish a better understanding of the 

drying process of wood and to determine its 

influence on several parameters that control the 

process. This study is carried out by solving 2-D 

Philip and De Devries model. FORTRAN software 

was used to solve the coupled system of partial 

differential equations. 
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ABSTRACT  
This study investigates the use of clay as binder in hemp composite and compares hemp-clay composite to 

hemp-lime concrete. The clay is produced from washing mud from gravels production site. Two clay drying 

temperature are used. The thermal properties are measured with a hot wire method at 23°C, 50%RH and the 

hygric characterization is based on the measurement of Moisture Buffer Value at 23°C. Performances obtained 

on clay blocks, hemp-clay composite and hemp-lime composite are compared. The results show that the two 

clay drying temperatures do not impact on the thermal conductivity nor on the moisture buffer value of clay 

blocks. Hygro-thermal performances of hemp-clay and hemp –lime composites with the same densities are 

quite similar. These materials act as excellent hygric regulators. Performances measured separately on hemp 

and clay reveal on interesting synergetic effect in the case of hemp-clay composite leading to a higher ability to 

the moisture buffering. Such material can be advantageously used in buildings to reduce energy needs of 

building and to moderate indoor humidity variations. 

INTRODUCTION  
In a context of sustainable development, bio-based 

building materials are developed to replace 

conventional products in order to reduce the impact 

on environment. Bio-based materials are relevant 

because they are made from renewable raw materials 

and allow carbon storage during their growing [1]. 

Among them, hemp based materials have been 

studied a lot these last years because hemp shiv have 

many advantages (renewal, recycling, carbon 

sequestration…) [1] [2] [3] [4] [5] [6] [7] [8]. Up to 

now, many researches have been conducted on hemp 

concrete [9] [10]. This material is usually composed 

of hemp shiv with lime based binder. In such 

material, the LCA exhibit that the lime is the more 

impacting component [2]. 

In order to reduce the environmental impact of hemp 

composite, this study aims to replace lime based 

binder by natural clay binder. Actually, the overall 

environmental impact of this binder is low: the 

resource is available in large quantities, the energy 

required to extract, transform and produce materials 

from earth is extremely low and it is a recyclable 

material. More, this material is highly interesting on 

hygric point of view, due to its capacity to regulate 

ambient relative humidity [11]. On thermal point of 

view, clay is not a good thermal insulator, but the 

coupling with hemp shiv should reduce the 

composite thermal conductivity. 

The formulation of hemp-clay composite is based on 

the target density (the same as hemp-lime concrete 

for wall application). The analysis of thermal and 

hygric performances is based on comparison 

between experimental results of hemp-clay 

composite, hemp-lime concrete, hemp shiv and clay. 

 

MATERIALS 

Hemp shiv: The shiv used are commercial 

products Chanvribat (from LCDA France). Their 

bulk density is about 100 to 110 kg/m3. Their 

particle size distribution, measured by sieving, is 

given Figure 1. The mean width of shiv (D50) is 4 

mm. The width/length ratio is about 4. 
 

Binders: Two binders are considered in this study: 

natural clay binder and lime based binder (used as 

reference). 
The natural clay used corresponds to a washing mud 

taken from a gravels production site. After 

decanting, the mud is dried in an oven. After drying, 

the material is milled with a knife mill. The powder 
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is then sieved with a square mesh of 0.2 mm side to 

remove the larger particles. Two drying temperatures 

are used: 100 ° C and 40 ° C. Actually, the higher 

temperature allows faster drying. The aim is to check 

if the drying temperature does impact hygric and 

thermal properties of clay binder 

The lime-based binder used is a commercial product 

(Tradical BCB PF70 – BCB France) commonly used 

to produce hemp concrete. This binder is made of 

75% of hydrated lime, 15% of hydraulic binder and 

10% of pozzolanic binder. 
 

 

Figure 1 

Particle size distribution of shiv 

 

Formulations:  

For this study, two types of clay blocks are produced 

by molding. One is manufactured with mud dried at 

40°C (quoted C40) and the other is manufactured 

with mud dried at 100°C (quoted C100). Clay and 

water are mixed with water to binder mass ratio of 

0.4. Molds are filled with the mixture and the 

material is manually compacted. After drying, the 

densities of blocks are quite the same (1680 kg/m3). 

The hemp-clay composite (quoted HCC) is made 

with clay made from mud dried at 100°C. The hemp 

to clay ratio is estimated regarding traditional mix of 

hemp concrete used for wall applications. Thus, the 

target density is around 400 kg/m3. The composite is 

produced by moulding. Then, hemp shiv and clay 

binder are mixed with hemp to binder mass ratio of 

0.75. Water content is adjusted to obtain a 

satisfactory workability. The water to clay ratio is 

0.7. Moulds are filled with the mixture and the 

composite is manually compacted. The density of 

hemp-clay composite is about 383-387 kg/m3. 

The hemp- lime concrete (quoted HLC) is realized 

with Tradical BCB PF70 binder. Hemp to binder 

ratio is 0.5 and the hemp-lime concrete is applied 

with spray technic with water to binder ratio of 0.8. 

The components of each formulation are given table 

1. 

For thermal and hygric studies, specimens are 

selected to be representative of the material (density 

and homogeneity). The sizes and densities of the 

specimens are given in Table 2. 

For solid materials (clay, hemp-clay composite and 

hemp-lime concrete), the numbers of specimens 

used are: (i) three for the moisture buffer value, (ii) 

three for the thermal properties. For clay and hemp-

clay composite, the same specimens are used for 

thermal and hygric characterization. 
 

Table 1 

Composition of the studied materials 
 

Ref. Binder Hemp shiv 
Hemp/binder 

mass ratio 

C40 
Clay (dried 

at 40°C) 
- - 

C100 
Clay (dried 

at 100°C) 
- - 

HCC 
Clay (dried 

at 100°C) 
Chanvribat 0.75 

HLC 

Lime based 

binder 

(Tradical 70) 

Chanvribat 0.5 

 
 

Table 2 

Density at (23°C, 50%RH) of specimens 
 

Ref. 

Number 

of 

specimens 

Density 

(kg.m-3) 

Size 

l×L×h 

(cm) 

C40 3 1684±7 10×10×5 

C100 3 1675±5 10×10×5 

HCC 3 385±2 10×10×7 

HLC 6 426±12 15×15×7 
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METHODS 

Thermal properties: The thermal property 

investigated is the thermal conductivity. It represents 

the ability of a material to conduct heat under 

temperature gradient and steady state conditions.  

The thermal conductivity is measured at 23°C, 

50%RH. In order to limit water migration during the 

test, the measurements are performed with a transient 

state method: hot wire. The measurement is based on 

the analysis of the temperature rise versus heating 

time. The heat flow and heating time are chosen to 

reach high enough temperature rise (>10°C) and high 

correlation coefficient (R2) between experimental 

data and fitting curve. In this study, the commercial 

CT meter device is equipped with a 5 centimeters-

long hot wire. 

For clay, hemp-clay composite and hemp-lime 

concrete, the measurement is performed with the 

sensor sandwiched between two specimens. The 

contact surface of specimens is as flat as possible in 

order to ensure the thinner air layer between 

specimens. In this study, the used heating time is 

120 s for all materials and the power is 0.142 W for 

the two types of clay, 0.689 W for hemp-clay 

composite and 0.23 W for hemp-lime concrete. The 

size of the specimen is bigger than the probe volume 

which is about 2.5 cm in radius (infrared 

photography taken immediately after measurement). 

This allows the hypothesis of infinite surrounding 

(assumed in the hot wire model). For each material, 

three pairs are formed from the three specimens. The 

thermal conductivity of a pair of specimens is the 

average of five values with a variation coefficient 

lower than 5%. The thermal conductivity of one 

material is the average value of results obtained on 

the three pairs. 

For hemp shiv, the hot wire is sandwiched between 

two samples placed in two jackets to control bulk 

density during the measurement (figure 2). The 

heating power is 0.159 W and the heating time is 

60 s. 

 

 
Figure 2 

Thermal conductivity measurement of hemp shiv 

with Hot wire 

 

Hygric characterization: The hygric 

characterization is based on the measurement of the 

moisture buffer value MBV of the materials which 

quantifies their ability to moderate the variations of 

indoor relative humidity in buildings. It is measured 

according to the method defined in the NORDTEST 

project [12]. This value relates the amount of 

moisture uptake (and release), per open surface area, 

under daily cyclic variation of relative humidity 

according to equation (1).  

    

 (1) 

Where MBV is the Moisture Buffer Value 

(g/(m².%RH)),  Δm is the moisture uptake / release 

during the period (g),  A is the open surface area 

(m²) and  RHhigh/low are the high/low relative 

humidity level (%). 

Within the NORDTEST project, a round robin test 

was performed on nine representative building 

materials. It gives initial results and leads to a 

classification of moisture buffer values from 

negligible to excellent (Figure 3). 

 

Figure 3 

Nordtest project Classification [12] 
 

After stabilization at (23°C; 50% RH), specimens 

are exposed to daily cyclic variations: 8 hours at 

high relative humidity (75%) followed by 16 hours 

at low relative humidity (33%). The test goes on 

until the change in mass Δm is the same between the 

last three cycles with less than 5% of discrepancies. 

For each specimen, the MBV is thus the average 

value calculated from the last 3 cycles. The MBV of 

the materials is thus the average value of the three 

specimens. 

The device used for MBV test is a climate chamber 

Vötsch VC4060 with a temperature range from +10 

to +95 °C and a relative humidity range from 10 to 

98 % RH. The relative humidity is switched 

manually according to the (8 hours at 75 %RH; 16 
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hours at 33%RH) scheme. Temperature and relative 

humidity are measured continuously with Sensirion 

SHT75 sensors and with the sensor of the climate 

chamber. The air velocity is measured in the 

surroundings of the specimens: the vertical velocity 

is lower than 0.14 m/s and the horizontal one ranges 

from 0.1 to 0.4 m/s. The specimens are weighed out 

of the climate chamber five times during the 

absorption period and two times during the 

desorption period. The weighing instrument reading 

is 0.01 g, and its linearity is 0.01 g. The accuracy of 

the moisture buffer value is thus about 5%. 

For solid material, the test method requires prismatic 

specimens to be sealed on five out of six sides. The 

exchange area is higher than 100 cm² for each 

specimen, and the total exchange area is higher than 

300 cm² by material. 

For hemp shiv, aggregates are placed in a container. 

The exchange area is 116 cm². The bulk density of 

hemp shiv is checked to be representative. 
 

RESULTS AND DISCUSSION 

Thermal properties: For all the measurements, the 

correlation coefficient between experimental data and 

fitting curve is very close to 1 (higher than 0.9996) 

and the coefficient of variation between experimental 

data is lower than 4%.  

Figure 4 gives the thermal conductivity of studied 

materials versus density at (23°C; 50%RH). The 

thermal conductivity globally increases with density. 

Hemp shiv has the lowest thermal conductivity 

(0.067 W/(m.K)) due to its low density (113 kg/m3) 

and, thus, its high porosity. 

The clay shows the highest values of thermal 

conductivity. This was expected as clay has the 

highest density. The two clay have similar thermal 

conductivity (0.605 W/(m.K) at 1684 kg/m3 for C40 

and 0.612 W/(m.K) at 1673 kg/m3 for C100). This 

result show that the drying temperatures do not 

impact the thermal conductivity. 

The hemp-clay composite HCC shows lower thermal 

conductivity than hemp-lime concrete HLC 

(respectively 0.085 W/(m.K) at 385 kg/m3 and 0.139 

W/(m.K) at 422 kg/m3). The thermal conductivity is 

thus mainly dependent on density and is also slightly 

impacted by the type of binder. 

Compared with other bio-based building material, 

studied hemp-clay composite and hemp-lime 

concrete shows lower thermal conductivity than the 

values obtained from the relationship (2) established 

by Cerezo for hemp concrete [4]. This can be 

explained by the lower hemp to binder ratio utilized 

by cerezo.  

   (2) 

Finally, studied hemp-clay composite has similar 

thermal conductivity as straw-clay studied by Labat 

(λ=0.088 W/(m.K); ρ=381 kg/m3) [14]. 

 

 
 

Figure 4 

Thermal conductivity of materials versus density at 

(23°C; 50%RH) 
 

Hygric characteristics: Figure 5 shows the 

ambient relative humidity in the climate chamber 

during the test. The average value of relative 

humidity (RH) is slightly lower than 75 % during 

absorption (about 74.13 %) and slightly higher than 

33% during desorption (about 35.2 %) because the 

door of the climatic chamber is regularly open to 

weigh specimens (peak on the curve). The step 

changes in relative humidity are achieved within 30 

minutes from low to high RH and within one hour 

from high to low RH. This induces a nearly square 

wave of relative humidity. It was shown in [13] that 

the time needed to achieve the step in relative 

humidity has a limited influence on the moisture 

buffer value (less than 5 %) even when it takes one 

hour and a half to achieve the required relative 

humidity. 

Figure 5 also gives an example of moisture uptake 

and release during the MBV test. For all materials, 

the measures performed on the three specimens give 

similar results for moisture uptake and release and 

thus for moisture buffer value. 
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Figure 6 gives the average value of the moisture 

buffer value calculated from cycles 3 to 5 in 

adsorption, desorption and average for the all 

materials. The value is very slightly higher in 

desorption than in adsorption. Actually, after 

stabilization at 23°C; 50%RH, the test begins under 

adsorption at 75% RH. These conditions are higher 

than the average of the quasi steady state conditions 

that arise after some cycles. There is thus a declining 

tendency in the variation of mass (Figure 5) which 

induces higher value in desorption than in adsorption. 

These two values are approaching each other after 

repeated cycles. 

According to the NORDTEST project classification, 

all the studied materials are excellent hygric 

regulators (MBV > 2 g/(m².%RH)). 

The Moisture Buffer Value of hemp shiv is 2.30 

g/(m².%RH). The MBV of clay is 2.06  0.04 

g/(m².%RH) for C40 and 2.08  0.03 g/(m².%RH) for 

C100. The tested drying temperatures do not impact 

the moisture buffering ability of clay. The hemp-clay 

composite shows higher value of MBV than shiv and 

than clay (2.68 g/(m².%RH)). This underlines the 

coupling effect of the two components. Actually, 

figure 7 shows that the MBV is not related to the 

density. This value is both linked to moisture transfer 

and storage capacity of the material. It is thus 

dependent on the porosity of the material and on the 

connectivity in the porous structure. This is the 

reason why the MBV of hemp-clay composite is 

higher than the MBV of hemp shiv and than the 

MBV of clay. 

More, hemp-clay composite is also better hygric 

regulator than hemp-lime concrete. Actually, the 

MBV of hemp-lime concrete is 2.15 g/(m² %RH). 

This result is in the range of values given for several 

hemp concretes by Collet et al. [10](1.94 to 2.15 

g/(m² %RH)), Tran Le [15] (experimental value 1.99 

g/(m² %RH) and analytical value 2.35 g/(m² %RH))) 

and Rahim [16]  (2.02 g/(m² %RH)) for similar 

formulation. 

These results on moisture buffer value of hemp-clay 

composite underline their interest on hygric point of 

view. The combination of hemp shiv together with an 

earthen matrix allows reaching performances even 

better than those obtained with hemp-lime concrete 

(figures 6 and 7). This could be attributed to the very 

good hygric characteristics of clay binder that largely 

overtops usual mineral binders [11]. 

 
Figure 5 

Ambient relative humidity during the test and 

example of moisture uptake and release 

 

 

Figure 6 

Moisture Buffer Value of studied materials at 23°C 

– Adsorption, Desorption, Average. 

 

 

Figure 7 

Moisture Buffer Value of materials versus density at 

(23°C; 50%RH) 
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CONCLUSIONS 
This study investigates the use of clay as binder in 

hemp composite and compares hemp-clay composite 

to hemp-lime concrete. 

Results show that the drying temperatures do not 

impact thermal and hygric properties of clay. Thus, 

composites can be produced with clay dried at 

100°C, leading to a fastest drying. 

The density of developed hemp-clay composites can 

be similar to the density of hemp-lime concrete used 

for wall application adjusting the mix proportioning. 

The thermal conductivity is mainly dependent on 

density but is also slightly impacted by the kind of 

binder. 

As well hemp-lime concrete as hemp-clay composite 

are excellent hygric regulators. The moisture 

buffering ability of hemp-clay composite is higher 

than that of hemp-lime concrete (respective MBV 

values: 2.68 and 2.15 g/(m².%RH)). It is underlined 

that the high performance of hemp-clay composite is 

due to the synergetic effect of hemp and clay on 

connected porosity. 

Finally, hemp-clay composite seems to be an 

interesting material to be used for building envelop. 

Actually, it can contribute to reduce energy needs of 

building and to ensure hygrothermal comfort of 

users. 
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ABSTRACT  

In front of the building energy issues and environmental impact bound, it appears that the earth envelopes 

are a promising track in terms of improving thermal comfort, indoor air quality, energy consumption and 

indoor humidity regulation. For this purpose, a characterization of hygrothermal transfers in the unfired 

earth has been conducted with a multi-scale experimental and numerical approach. Thus, monitoring of one 

inhabited house, built in earth/straw was the characterization focus at the first scale. The study on the 

material scale allowed to characterize the properties related to the heat and mass transfer. The hygrothermal 

coupling has been the subject of a specific study via a dual-climate test chamber at an earth wall scale. Finite 

differences FD and finite elements FE implementations have resulted in a detailed analysis of transfers 

across tested earth wall with a reduction work of order required to limit the calculation time. Emphasis is 

placed on the effects of moisture brought in indoor environments in order to validate a digital tool developed 

in this work.  

KEYWORDS: Multi-scale characterization, unfired earth, heat and mass transfers, experimentations, 

numerical simulations. 

NOMENCLATURE 
q  Heat flux (W/m²) ; Cp   Heat Capacity (specific, 

constant p) (J/kg K) ;  L    Length (m), W  width   

(m), H  height (m), M Masse (g) ; k   Thermal 

Conductivity  (W/mK), T  Absolute Temperature (K) 

;  t  Time (s), RH Relative Humidity (%) ; w Moisture 

content (kg/kg) ; vsp Saturated vapor pressure (Pa),  

δ  Water vapor permeability (kg.s-1.m-1.Pa-1) 

INTRODUCTION  

Several experimental monitoring in different climates 

(northern Europe, Mediterranean regions or Africa) 

have demonstrated that unfired earth constructions 

have a high potential in the hygric regulation and the 

damping of relative humidity fluctuations in 

buildings [1-2-3]. Moreover, the coupling between 

heat and mass transfer process modifies the thermal 

inertia and the energy consumption in terms of 

heating and air conditioning [3-4], thus improving the 

thermal comfort [3]. On the other hand, the 

environmental profile of the unfired clay bricks was 

judged excellent when compared to typical concrete 

[5] or to the fired brick, under the production 

process (grey energy and transportation) [6-7].  

For this purpose, a characterization of hygrothermal 

transfers in the unfired earth has been conducted 

with a multi-scale experimental and numerical 

approach. Thus, monitoring of one inhabited house, 

built in earth/straw under hot climate was the 

characterization focus at the first scale. A heat 

transfer model and mass coupled starting from a 

mathematical model is then developed using two 

approaches FD/FE at wall and envelope levels. At 

this scale, the properties related to the heat and mass 

transfer of unfired earth bricks are characterized in 

order to supply, eventually, the established model. 

The hygrothermal coupling has been the subject of a 

specific study via a dual-climate test chamber at an 

earth wall scale. FD/FE implementations have 

resulted in a detailed analysis of transfers across 

tested earth wall with a reduction work of order 

required to limit the calculation time. Emphasis is 

placed on the effects of moisture brought in indoor 

environments in order to validate a digital tool 
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developed in this work. Figure 1 illustrates the 

approach adopted. 

 

First scale habited

Earth/straw house

3rd scale : unfired earth wall
(Dual-climate test chamber)

Wall model 
F.D/F.E

Material scale : 
mathematical model

Envelope model 
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?
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material

Tested earth wall
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Figure 1 

Adopted approach 
 

MATERIAL AND METHODS 

First scale (inhabited house): At the first 

characterization scale, an introverted house, built of 

earth and straw under hot and hyperarid climate of 

Barika in Algeria was selected for the monitoring of 15 

months, Figure 2. Readings of temperature and relative 

humidity were taken every fifteen minutes using 

LogTag sensors in two rooms opening onto a 

courtyard: the living room (S-E) and bedroom 2 (N-

W). For the sampling of external climatic conditions, a 

third sensor has been placed under protection at the S-

E facade.  
 

Measuring

points

Barn

Court 2

Guest room
32 m²

Kitch: 18,8 m²

Court 1
233,8 m²

Kitchen
17 m²

Room 2
22,2 m²

Living: 31,46 m²Room1: 23,7 m²

W.C 1

0 321

W.C 2

163,98 m²

Scullery:
22,7 m²

5.038.416.3460

3510.2358.69.455.6162 6060

35353535

 
 

Figure 2 

Plan of earth-straw house and measuring points 

 

Second scale (material): At this scale, three half 

unfired earth bricks of dimensions: L × W × H = 107 

× 57 × 107 mm have followed a dissociated 

characterization, thermal and hygric.   

Sorption isotherm: Identification of sorption 

isotherms is based on the identification of the 

content equilibrium moisture for each relative 

humidity level in adsorption and desorption. To 

obtain the complete sorption isotherms using the 

gravimetric method, a follow in the climatic 

chamber by regular weighing of the samples, Figure 

3, was performed according to the chosen following 

hygric path : 

 Sampling is first conditioned in the atmosphere 

of the laboratory (+/- 20 °C, +/- 50% RH) ; 

 An adsorption phase at 95% RH and at a 

constant temperature at 20 °C ; 

 Two desorption phases at 65% RH and 50% RH 

at 20 ° C of constant temperature ; 

 Sample passage in the oven at 103°C for 

optimum drying and measuring the dry mass Ms ; 

 Three levels of adsorption at 50% RH, 65% RH 

and 80% RH at 20 °C. 

The evolution of the average moisture content w is 

derived from the evolution of the wet mass 

hM according to the following expression : 

h s

s

M M
w

M


                              (1) 

 

Figure 3 

Unfired earth bricks samples, weighing and 

followed in the climate test chamber  
 

Characterization of the heat transfer properties 

(conductivity, specific heat and density): At 

each stabilization of RH level during measurement 

of sorption isotherms, thermal conductivity 

measures of unfired earth bricks were carried out 

using the hot disk method, Figure 4. This technique, 

based on the principle of Transient Plane Source 

(TPS) gives direct access to the thermal conductivity 

[8]. A fine probe is placed between two blocks of 

the material being measured. The probe consists of a 

nickel wire coiled in the shape of a double-spiral 

and inserted into a Kapton film. The probe 
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simultaneously plays a role of surface heat source 

(Joule effect) and of a sensor measuring the 

temperature rise, via the measurement of the 

electrical resistance of the wire. 

 
 

Figure 4 

Measure of thermal conductivity by hot disc method 

 

Also, the dry heat capacity 
p

C measure of unfired 

earth bricks was performed by the C80 Calvet 

calorimeter (Setaram), of differential type. Samples 

were ground and then placed in an oven for 24 hours 

at 110° C of temperature. In parallel, the experience 

of white (empty cell) was launched in advance for a 

period of 48 hours. On leaving the oven, the sample 

is weighed with an electronic balance of high 

precision. The sample cell is then inserted into the 

calorimeter with a rod for the data processing, Figure 

5.  
  

 
 

Figure 5 

Measure of dry heat capacity: crushed sample in the 

oven, weighing, introduction into the cell and data 

processing 

 

As to the dry density of the unfired earth bricks was 

measured directly on the tested samples. 
 

Third scale (wall): This scale represents the 

intermediate dimension to pass from the material 

scale at the complete envelope scale. In addition, the 

actual dimensions regarding the mass and heat 

transfer must be able to characterize the one hand, 

diffusion properties, but also its interaction with the 

heat transfer. A wall of 2.5m of side and 10cm of 

thickness, composed of unfired earth bricks braced 

by a wooden frame is tested in response to dynamic 

thermal hydric solicitation using a dual climate 

chamber, Figure 5. 
 

 
 

Figure 6 

Dual climate test chamber 

When built, the wall was instrumented in two parts, 

left and center, of 5 sensors each, incorporated into 

the bricks at different depths in order to measure 

thermal and moisture gradients during the various 

tests. Spaced 10 mm into the thickness, the sensors 

were arranged at mid-height of the wall in the 

provided cavities, Figure 7. The instrumentation is 

complemented by surface temperature sensors. The 

measures of temperature and relative humidity of 

the both rooms are taken by the computer control 

system. 
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Figure 7 

Monitoring and measuring points of the earth wall 

 

RESULTS AND DISCUSSION 
 

Monitoring of inhabited house: Living room's 

ambient temperature offers stability with an average 

amplitude of 3.8 K. It falls in late day and follows 

the external temperature due to the free-cooling. An 

amortization of 10.6 K was recorded after 4hr 45min 

between the outer peak temperature (46.4°C) and 

the indoor temperature (35.8°C), Figure 8. The time 

lag and amortization phenomena are obviously due 

to the high thermal inertia. Amortization is caused 

by the insulating effect of earth/straw component. 

It’s a hygroscopic material that combines both, a 

macroporosity due to the imperfect arrangement of 

the earth particles and a microporosity of straw 

vegetal fibers [9]. The time lag is mainly due to the 

effect of large thickness of walls and roof (60-

45cm). 
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Figure 8 

Hourly variation of outdoor and indoor temperature 

in the south east living room (summer period) 

Because of the climate aridity, the outdoor relative 

humidity is below 20%RH. In the living room, 

relative humidity is significantly higher (Figure 9) as 

the earth regulates well the indoor conditions. Study 

of hygrothermal properties of earth bricks has 

confirmed their ability to regulate the internal 

moisture [10].  

For passive cooling purposes, the users claim that 

they pour 4 buckets water of 20 liters and that they 

allow for an hour or more to dry the floor after. Small 

replicas succeed each time the peaks in the indoor 

specific humidity (16.82 g/kg). Chores performed 

between 9 am and 11 am are followed by a 

ventilation period (fans operating) that brings down 

the specific internal humidity (13.41 g/kg). Just after 

the closing of windows, another peak (14.7 g/kg) is 

reached caused by a restitution of the water vapor of 

the envelope hygroscopic material. A rate of 2.12 

g/kg was recorded after 5hr 45min, Figure 9. This 

amount of water released, however small, improves 

the thermal comfort sensation. 
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Figure 9 

Hourly variation of relative and specific humidity in 

the living room (summer period) 

 

Modeling tool: 
 

Coupled transfer equations: A mathematical 

model is developed according two approaches FE 

under Cast3M and DF under VBA (Excel) in models 

of wall and zone. The idea was to compare the 

results of both approaches, if they match, the model 

established in this case, is validated. The two 

models are powered by the heat and mass materials 

properties and the boundary conditions of the real 

climate. Figure 10 summarizes the various transfer 

forms and storage: thermal and mass in liquid and 

vapor form, and the interactions between them. 
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Figure 10 

Schematic representation of the thermal and hydric 

balance on an infinitesimal slice of material 
 

Two equations of thermal and hygric balance express 

the coupled transfer, assuming that one is in the 

hygroscopic field, liquid water is neglected. The 

driving potential are T (K) and RH (0≤RH≤1). The 

first equation (2) expresses the energy stored or 

restored which is equal to the thermal conduction 

balance more Qt, the thermal source of sorption heat 

(Hs =2500 kJ.kg-1). The second equation (3) expresses 

the hygric distribution balance. 

                          . .
T

T
C k T Q

t



   


                  

(2) 

With :   . . .
T s vs

Q H RH p    

   . . . . .
s vs vs

w RH
p RH RH p

RH t
  

 
     

 

 
 
 

     (3) 

 

A strong assumption consist that in any point of the 

material, the hygroscopic equilibrium is reached, i.e. 

that weight water content w of material corresponds 

to the moist air relative humidity RH in the network 

of voids, according to the sorption isotherms. 
 

Characterization at material scale  
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Sorption isotherm: The model proposed by 

Merakeb [11], based on the thermodynamics of the 

water phase equilibrium linked with its saturated 

vapor pressure is used. The relationship is given as a 

function of the water content and relative humidity: 
 

           exp( ln( )exp( ))
s

w w RH aRH            (4) 
 

With 
s

w : equilibrium moisture (at100% RH)  ;   

and a : calibration parameters of the isotherms curve. 
 

The obtained isotherm of sigmoidal shape of the 

earth bricks has a hysteresis loop moderately marked 

and slightly open, according to the earth 

hygroscopicity degree. The theoretical isotherms fits 

well with the experimental isotherms depending the 

identification of the model parameters used, Figure 

11. 
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Figure 11 

Sorption isotherms of unfired earth brick identified 

from the levels points 
 

Diffusion properties: To identify material diffusion 

properties by exploiting the sorption kinetics, the 

experimental curves of water content variation are 

integrated in a minimization procedure of the 

discrepancies between measurements and calculation 

by FE model. The vapor permeability δ is supposed 

dependent on the humidity (nonlinear Fick's law): 

   expow f w           (5) 

For unfired earth bricks, the values of δ0 (anhydrous 

permeability) is 7.48×10-12, f (nonlinearity parameter) 

of 76.3. This identification method allows to obtain a 

continuous variation law of vapor permeability as a 

function of water content, Figure 12. 
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Figure 12 

Vapor permeability as a function of water content 
 

Heat transfer properties: Table 1 below gives the 

measured thermal properties of unfired earth bricks. 
 

Table 1 

Thermal properties of tested unfired earth bricks. 

Conductivity 

k (W/mk) 

       Density 

       ρ (kg/m3) 

     Specific heat 

      Cp (J/kg K) 

0.77-0.95    1761.9-1797.6  817.62 (40°C) -

877.59 (100°C) 

 

Characterization at material scale  
 

Modeling of the experimental conducted at the 

tested wall in the dual climate chamber is based on a 

FE simulation (Cast3M). To limit the calculation 

induced time, firstly, by the incremental form of 

resolution and loops of convergence between the 

thermal and hygric resolution, the spatial 

discretization, while being three-dimensional, is 

devoted to a wall strip, of 10 mm² surface. In terms 

of boundary conditions, temperatures and relative 

humidity of both chambers are imposed via the 

thermal and hygric convection exchanges. Along the 

four faces (in the thickness of the wall), outgoing 

thermal and hygric flows are null. 
 

Finite element implementation: implementation 

of heat and mass transfer equations is performed in 

Cast3M by diverting “Translin” procedure 

developed for the transfer of non-linear heat 

allowing to solve, incrementally, the partial 

differential equation: 

                     
T

a T b T T Q
t


    


                 (6) 

Thus, the incremental algorithm is used for solving 

the heat transfer equation recalled below: 

 v vs
s

H PT T
C H

t x x x x
  

    
      

    

  
   
   

  (7)                                                                   

The mass transfer equation is:  
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                (8) 

 

To optimize the parameters materials introduced into 

model, a simplex algorithm has helped to minimize 

the gap between numerical and experimental results. 
 

The simulation presented relates to the solicitation by 

multiple slots RH imposed in the wet chamber of the 

enclosure at 23°C. The dry chamber is kept at 50% 

RH and 23°C. The first slot is at 90%RH for half an 

hour followed by a free regime for 6 days, then by 

stabilization at 50%RH. The latest successive jumps 

are at 80%RH with an offset of 30 min, which is also 

followed by a hydric regulation interruption. The 

hygric response is accentuated depending on the 

sensor location in earth wall, Figure 13. The moisture 

damping is highlighted according to the depth 

moisture penetration in the wall. The simulation 

gives a good behavior with gaps to experimental 

surveys, less than 3%RH. Temperature profiles show 

the moisture gradient effect on the sorption heat, 

Figure 14. 
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Measured and modeled hygric profiles 
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Figure 13 

Measured and modeled temperature profiles 

 

CONCLUSIONS 
 

This work has allowed to study via the experimental 

and numerical approaches, the thermal behavior of 

the unfired earth. The first level of characterization 

with the monitoring of the earth/straw house shows 

that the envelope with this material regulates the 

ambient air humidity by the effect of "hygric 

buffer". It also provides a good heat insulation in 

summer by the thermal inertia effect, and therefore 

it reduces the energy consumption.  

At the centimetric scale of material, an experimental 

characterization was conducted, suited to the 

established numerical model. Thus, a reverse 

method was developed to characterize the intrinsic 

properties of hygric diffusion for unfired earth. This 

scale has allowed the characterization of the 

diffusion process by incorporating non-linear hygric 

behavior and the sorption isotherms.  

The metric scale of the wall via the dual-climate 

chamber has permitted to characterize the thermal 

hygric coupling. Using a FE code, although 

expensive in calculation time, allowed to consider 

the energy exchanges at the middle of the wall.  

The final motivation of this study aimed in 

perspective, is to apply the transfer coupled model 

established at the inhabited house scale. 
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ABSTRACT  
Glass Fibre Reinforced Polymer (GFRP) poles offer several properties advantageous to applications in 

overhead power line and telecommunications networks. Their high strength-to-weight ratio and light weight 

contribute to reduce installation and transportation costs, and make them more interesting alternatives than 

poles made of traditional materials. The use of GFRP poles is not new. A number of manufacturers are already 

involved in the production of such poles. The research in this field, however, is very limited. An extensive 

research project is currently carried out at the University of Sherbrooke to develop and evaluate the flexural 

behaviour of lightweight fibre reinforced polymer (FRP) poles. The strains of Composite Materials can be 

evaluated experimentally and is particularly useful in verifying a failure criteria or a theoretical model of 

complex geometry. These experimental results allowed determining the state of strains on both sides of the 

GFRP poles at different height levels and at the opening as well as determining the maximum ultimate strains 

at failure and their respective corresponding critical positions. 

INTRODUCTION  
 

The mechanical behaviour of Fibre-Reinforced 

Polymer (FRP) materials is a topic that has attracted 

several researchers in recent years. These materials 

have very high strength-to-weight ratios, and because 

of this they are steadily being selected over metal 

alloys in a variety of structural applications. While 

many studies have addressed the material failure and 

buckling of thin-walled sections such as I-beams, box 

beams, etc., made from composite materials [1] ; [2], 

very few studies have been conducted on the 

behaviour of tapered sections [2]. The behaviour of 

scaled FRP models of transmission poles under 

cantilever loading conditions was investigated by Lin 

[3]. The four specimens tested were of prismatic 

circular hollow cross-section. The outside diameter 

of the poles was 76 mm and the wall thickness was 6 

mm. These were fabricated by filament winding 

strips of pultruded sheets arranged in circular pattern. 

According to the test results, a linear behaviour of the 

FRP poles was observed up to failure. Experimental 

and analytical studies were carried out [4]; [5] to 

validate the predicted ultimate loads for tapered 

filament wound FRP scaled poles subjected to 

cantilever bending. The results of this study show 

that the stiffness and the strength of FRP poles as 

well as the mode of failure depend mainly on their 

wall thickness. While a local buckling failure was 

observed for thin walled samples, compression and 

tension failures were observed for samples with 

more significant thicknesses. The fibre orientation 

has a significant effect on the performance of FRP 

poles. The same performance of FRP poles having 

high fibre volume fraction can be achieved by using 

less fibre volume fraction but with changing the 

fibre orientation towards the longitudinal direction 

[6] and the incorporation of circumferential layers 

tend to increase the critical ovalisation load [7]. 

Using high proportions of circumferential layers, to 

fabricate filament winding FRP laminates, leads to a 

lower tensile strength and a higher ultimate strain 

[6]. More tests, however, are required to determine 

the optimum values of fibre angle and fibre volume 

fraction. A research project is currently carried out 

at the University of Sherbrooke (Quebec, Canada) 

and the main objective is to study the full-scale 

flexural Behaviour of fibre-reinforced polymer 

(FRP) tapered poles manufactured by the filament 

winding process, in order to optimize the design and 

to propose improvement of the manufacturing 

process [8]; [9]; [2]. 
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EXPERIMENTAL PROGRAM 
 

Mechanical bending tests under lateral loading were 

performed on 22 full-scale prototypes of FRP poles 

with length ranging from 5 to 12 m. The FRP poles 

having hollow circular cross section and variable 

wall thickness were produced with the filament 

winding process, using epoxy resin reinforced with 

E-glass fibres. Each type of the poles tested in this 

study is constituted by three zones where the 

geometrical and the mechanical properties are 

different in each zone. The difference of these 

properties is due to the number of layers used in each 

zone and the fibre orientation of each layer. The 

mechanical and physical properties of the fibres and 

the resin are presented in Table 1. The characteristics 

and configuration of the tested poles are presented in 

Table 2. Two types of fibres (Type A & Type B) are 

used to evaluate their effects on the flexural 

behaviour, the only difference between both fibre 

types is the linear density as shown in Table 1. All 

test prototypes have been tested in flexural bending 

up to failure. The analysis of the different failure 

modes was presented in previous works [2]; [8]. 

 
Table1 

Properties of Fibres and Resin. 

 

Properties 

Glass 

fibres type 

A 

Glass 

fibres type 

B 

Epoxy 

resin 

Tex (*) (g/km) 1100 2000 - 

Density (g/cm3) 2.6 2.6 1.2 

Modulus of 

elasticity (GPa) 
80 80 3.38 

Shear modulus 

(GPa) 
30 30 1.6 

Poisson’s ratio 0.25 0.25 0.4 

(*): In the fibre industry the tex indicates the weight in gram of a 

1000 m long single fibre (linear density). 

 

 

Each type of pole tested in this study is constituted 

by three zones, where the geometrical and the 

mechanical properties are different in each zone. The 

difference of these properties is due to the different 

number of layers used in each zone and the fibre 

orientation of each layer. The fibre content of each 

prototype, expressed in volume ratio Vf was 

determined experimentally by pyrolysis tests [2]. It 

should be mentioned that all the prototypes presented 

in this study are single segment and were fabricated 

with extra reinforcing provided around the principal 

holes except for the prototypes 17-B-3-C and 17-A-

3-C. On the other hand, there was no extra 

reinforcing provided around the hole located under 

the ground line. All the holes were cut at the 

manufacturer site after the poles were fabricated. A 

new test-setup (Figure 1) was designed and built 

according to the recommendations of the Standards 

ASTM D 4923-01[10]; and ANSI C 136.20-1990 

[11] as well as the Proposed California Test 683-

1995[12]. A 225 KN load-capacity cell was used 

while the displacement rate of the bridge crane was 

12 mm/sec (Figure 2). The deflection of the FRP 

poles was measured with a draw wire transducer 

(DWT) at hc/4; hc/2 as well as under the load 

application position (Figure 2), where hc is the 

cantilever length or free length of the pole. 

Electrical strain gages were placed on the two sides 

of the poles (compression and tension), near the 

ground line support (level 0), at hc/8, hc/4, hc/2, 

3/4hc as well as at the principal maintenance 

opening zone (Figure 3). The strain gages were used 

to monitor the longitudinal strain (εx), the 

circumferential strain (εy) and the strain at 45° from 

the longitudinal axis of the pole. The values of these 

three types of strains were used to determine the 

shear strain (γxy) using Equation 1 [13].  At the 

principal maintenance opening zone, the strain 

gages were placed in “Front”, “Behind”, “Left”, 

“Right” of the hole (Figure 3.a) as well as “Under” 

the hole (Figure 3.b). 

 

)1(2 045
Equationyxatxy  

  
 

 

 

 
 

Figure 1 

Full-scale test setup. 
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Table 2 

Characteristics and Configuration of the Tested Poles. 

 

Pole Id. And 

samples 

 

h Total
* 

(mm) 

h Supported
* 

(mm) 

Bottom-Top 

diameters 

(mm) 

17-B-3-C 2 5093 914 150-76 

17-A-3-C 2 5093 914 150-76 

18-B-3-C 2 5398 914 155-76 

18-B-3-T 2 5398 914 155-76 

20-B-4-C 2 5994 1219 164-76 

33-B-5-C 2 10 058 1524 261-114 

35-B-5-C 2 10 566 1524 270-114 

40-A-5-C 2 12 090 1524 291-114 

40-B-5-C 1 12 090 1524 291-114 

40-B-5-T 1 12 090 1524 291-114 

29-B-5-C 1 8738 1524 247-114 

18-B-4-C 1 5398 1219 155-76 

18-B-4-T 2 5398 1219 155-76 

Pole Id. And 

samples 

 

Principal hole (AGL)** 

Dimensions 

(mm) 

Location 

(mm) 
Positioning 

17-B-3-C 2 64x127 610 Comp. 

17-A-3-C 2 64x127 610 Comp. 

18-B-3-C 2 102x305 762 Comp. 

18-B-3-T 2 102x305 762 Tension 

20-B-4-C 2 102x305 1372 Comp. 

33-B-5-C 2 102x305 1219 Comp. 

35-B-5-C 2 102x305 1219 Comp. 

40-A-5-C 2 102x305 1219 Comp. 

40-B-5-C 1 102x305 1219 Comp. 

40-B-5-T 1 102x305 1219 Tension 

29-B-5-C 1 64x127 457 Comp. 

18-B-4-C 1 102x305 457 Comp. 

18-B-4-T 2 102x305 457 Tension 

 

(*) h Total: Total length of the pole, h Supported: Supported length, (**) AGL: 

Located Above Ground line. 
 
 

FRP prototype 
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support 
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Figure 2.   

Schematic drawing of the full- scale test setup. 

 

 

 

 

 

 
 

Figure 3.  

Strain gages positions. 

 

 

RESULTS AND DISCUSSION 

Load – longitudinal strain behaviour 

 

The Figure 4 shows a typical load – longitudinal 

strain curves at the ground line level (level 0) of the 

prototype 29-B-5-0-(1). During the bending test the 

prototype was loaded up to (5712 N) which 

represents 93% of the failure load, then unloaded to 

its initial state before the test, then loaded up to 

failure (6142 N). The curves in Figure 4 show that 

the load - longitudinal strain behaviour under lateral 

loading was practically linear-elastic. 
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Figure 4.  

Load - longitudinal strain curve, typical linear elastic 

behaviour. 

 

Strain analysis, levels (0, hc/8, hc/4, hc/2 and 3/4 hc) 

 

Typical load – strain curves (longitudinal εx, 

transversal εy, at 45° and shear γxy) respectively at 

height levels (0, hc/4, hc/2 and 3/4 hc) were drawn. 

The ultimate strains at failure are presented on Table 

3. It should be noted that the behaviour of two 

prototypes tested in the same test conditions and for 

the same parameter was almost identical indicating 

good repeatability of the tests. 

Longitudinal strains 

 

Table 3 shows that the ultimate longitudinal strain at 

failure recorded on the tension side of the pole was 

higher (in absolute value) than that recorded on the 

compression side respectively for the levels (0, hc/2 

and 3/4 hc), while the opposite was observed at the 

level (hc/8). The curves load – longitudinal strain 

(Figure 5) show a linear behaviour up to failure 

regardless of the pole’s side considered (tension or 

compression). The longitudinal strains recorded 

during loading and at failure on the pole’s 

compression side (Figure 5) and (Table 3) 

respectively at levels (0, hc/8; hc/2 and 3/4 hc) can be 

ranked from highest to lowest (in absolute values) as 

follows: hc/8, 0, hc/2, 3/4 hc for the prototypes 20-B-

4-C and 0, hc/4, hc/2, 3/4 hc for the other prototypes. 

It should be noted that the compression longitudinal 

strains recorded at hc/8 were higher than those 

recorded at the level 0 for the prototypes 20-B-4-C. 

This confirms the compression failure mode at this 

level for the prototypes 20-B-4-C [2] and can be 

attributed to the high compression stress at the level 

hc/8. The longitudinal strains recorded on the pole’s 

tension side can be ranked from the highest to the 

lowest (in absolute values) as follows: 0; hc/8; hc/2, 

3/4 hc. 
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Figure 5.  

Typical Load – Longitudinal Strain (Prototype 20-B-4-C-

(1)) 

Transversal or hoop strains 

 

Table 3 shows that the ultimate transversal strain at 

failure recorded on the tension side of the pole was 

higher (in absolute value) than that recorded on the 

compression side respectively for the levels (0, hc/8,  

hc/2 and 3/4 hc). The curves load – transversal strain 

show a non-linear behaviour either on tension side 

or compression side of the pole. The transversal 

strains recorded during loading and at failure on the 

pole’s compression side respectively at levels (0, 

hc/8; hc/2 and 3/4 hc) can be ranked from highest to 

lowest (in absolute values) as follows: 0, hc/8, 3/4 

hc, hc/2. The transversal strains recorded on the 

pole’s tension side can be ranked from highest to 

lowest (in absolute values) as follows: 0; hc/8; hc/2, 

3/4 hc. 

Shear strains 

 

The values of the longitudinal strain (εx), the 

circumferential strain (εy) and the strain at 45° from 

the longitudinal axis of the pole  were used to 

determine the shear strain (γxy) using Equation 1 

[13]. Figure 6 shows that the Load – shear strain 

curves are linear up to about 50% of the failure load. 

The maximum shear strain was recorded at the 

ground line level (level 0) on the compression pole’s 

side and had a value of 4496με.  
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Prototype 20-B-4-C-(1) - Maintenance hand-hole
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Figure 6.  

Typical Load – Longitudinal Strain (Opening zone, 

Prototype 20-B-4-C-(1)) 

 

Strain analysis at the maintenance opening zone 

 

The present investigation allowed drawing the  load – 

strain curves (longitudinal εx, transversal εy, at 45° 

and shear γxy) at the maintenance opening zone. The 

ultimate strains at failure are presented on Table 3. 

The curves load-longitudinal strains as well as the 

curves load – transversal strains of the hole’s 

opposite zones have the same shape. It should be 

noted that the behaviour of two prototypes tested in 

the same test conditions and for the same parameter 

was almost identical indicating good repeatability of 

the tests.  

The curves load-longitudinal strains shows that 

during the loading and up to failure the longitudinal 

strains recorded on the Left or Right of the 

maintenance opening are (in absolute values) larger 

than those recorded in Front or Behind or Under the 

opening. This indicates that the most critical 

longitudinal strains at the principal opening zone are 

located on the sides (Left & Right) of the opening.  

the curves load – transversal strains shows that 

during the loading and up to failure the transversal 

strains recorded under the maintenance opening are 

(in absolute values) larger than those recorded around 

the hole (in Front or Behind or Left or Right of the 

opening). This indicates that the most critical 

transversal strains at the principal opening zone are 

located under the opening. During the loading and up 

to failure the longitudinal strains are larger (in 

absolute values) than the transversal strains 

considering the same location except on Front 

location and Behind location where the opposite was 

observed. These two locations (Front and Behind) of 

the opening seem to be insensitive to longitudinal 

strains.  

 

Table 3.  

Ultimate Strains at Failure.  

Prototype 20-B-4-C-(1). 
 

Position  LONGITUDINAL STRAINS (µε) 

 Pole’s side 

 Compression  Tension  

  ALONG THE POLE 

0 -6037 9187 

hc/8  -8561 7461 

hc/2 -3987 5342 

3/4hc -2468 2980 

  OPENING ZONE 

Front 241 --------------- 

Rear* 464 --------------- 

Right -7517 --------------- 

Left -8048 --------------- 

Under --------------- 4974 

Position  TRANSVERSAL STRAINS (µε) 

 Pole’s side 

 Compression  Tension  

  ALONG THE POLE 

0 2057 -5324 

hc/8  904 -4384 

hc/2 545 -2986 

3/4hc 734 -1898 

  OPENING ZONE 

Front -1730 --------------- 

Rear* -1920 --------------- 

Right 2412 --------------- 

Left 2384 --------------- 

Under --------------- -3089 

Position STRAINS AT 45° (µε) 

 Pole’s side 

 Compression  Tension  

  ALONG THE POLE 

0 -4238 3019 

hc/8  -3123 1580 

hc/2 -1663 985 

3/4hc -813 499 

  OPENING ZONE 

Front -791 --------------- 

Rear* -1177 --------------- 

Right -2886 --------------- 

Left -3341 --------------- 

Under --------------- 579 

 
(*): Rear position of the maintenance opening coincides with hc/4. hc is 

the cantilever height of the prototype. 
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This can be attributed to the presence of the opening 

which constitutes a discontinuity of the material. The 

transverse strains are however generated by the 

flattening (ovalisation) of the pole at the maintenance 

opening zone.  The curves load – shear strains shows 

that the Load – shear strain curves at the principal 

opening are linear up to about 50% of the failure 

load. The maximum shear strain was recorded at the 

left of the opening and had a value of 1018με. 

CONCLUSIONS 
 

In this paper, the full-scale flexural Behaviour of 

Fibre Reinforced Polymer (FRP) tapered poles 

manufactured by the filament winding process was 

experimentally investigated. Different types of FRP 

poles, having different geometrical properties and 

made of epoxy resin reinforced with E-glass fibres 

were subjected to full scale flexural static testing. 

Each type of the poles tested in this study is 

constituted by three zones where the geometrical and 

the mechanical properties are different in each zone. 

The difference of these properties is due to the 

different number of layers used in each zone and the 

fibre orientation of each layer. Pyrolysis tests and 

scanning electron microscope analysis were used in 

this investigation to determine the fibre and the 

matrix volume ratio as well the stacking sequences of 

the different pole’s zones. Electrical strain gages 

were placed on the two sides of the poles 

(compression and tension), near the ground line 

support (level 0), at hc/8, hc/4, hc/2, 3/4hc, where hc is 

the cantilever length or free length of the pole, as 

well as at the principal maintenance opening zone. 

The strain gages were used to monitor the 

longitudinal strain (εx), the circumferential strain (εy) 

and the strain 45° from the longitudinal axis of the 

pole. The values of these three strains were used to 

determine the shear strain (γxy).  At the principal 

maintenance opening zone, the strain gages were 

placed in “Front”, “Behind”, “Left”, “Right”, as well 

as “Under” the hole. The values of ultimate strains 

recorded at failure on both sides (compression and 

tension) at different height levels of the poles as well 

as at the maintenance opening zone were presented in 

this paper. This experimental investigation of the 

strains allowed determining the load – longitudinal 

strain (εx) behaviour, load – transversal strain (εy) 

behaviour and load – shear strain (γxy) behaviour of 

the FRP poles. This study allowed also knowing the 

state of strains on both sides of the prototypes at 

different height levels and at the maintenance 

opening zone as well as determining the maximum 

ultimate strains at failure and their respective 

corresponding positions.  

Considering the strains occurring at levels (0, hc/8, 

hc/4, hc/2 and 3/4 hc) the following conclusions can 

be drawn: 

 

 The behaviour of two prototypes tested in the 

same test conditions and for the same parameter 

was almost identical indicating good 

repeatability of the tests. 

 The load - longitudinal strain (εx) behaviour 

under lateral loading was linear elastic. 

 As expected, longitudinal strain gages on the 

compression side of a given prototype were 

subjected to compression and transversal strain 

gages were subjected to tension. The opposite 

was observed on the tension side of the 

prototype. 

 Without considering the hand hole, the 

maximum longitudinal strains (εx max) at the 

failure occur usually at the ground line level 

(level 0) or at the level hc/8.  

Considering the strains occurring at the 

maintenance opening, the following conclusions 

can be drawn: 

 Good symmetry of the longitudinal strains 

(respectively the transversal strains) has been 

generally observed between the opposite sides 

around the maintenance opening.  

 Around the maintenance opening, the 

longitudinal strains are greater than the 

transverse strains (during loading and up to 

failure) except for front and back of the opening 

where the longitudinal strains are much smaller 

than the transverse strains. These two zones 

(front and rear) seem insensitive to longitudinal 

strains. This can be attributed to the presence of 

the opening which constitutes a discontinuity of 

the material. The transverse strains are however 

generated by the flattening (ovalisation) of the 

pole at the maintenance opening zone. Critical 

positions for longitudinal strains were at the 

sides (right or left) or below the hole while 

critical positions for transverse strains were at 

the front or behind the hole. 
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ABSTRACT 
The purpose of this paper is to investigate the progressive transverse cracking across the width of cross-ply 

laminates, subjected to uniaxial tensile loading under hygrothermal aging in the transient mode (desorption 

case). Two analytical models were used to evaluate the stress distribution, Shear Lag and the variational 

approach. The results were compared with finite element analysis published by Berthelot and al. These 

comparisons show that a complete parabolic variation of displacement gives a good approximation of the stress 

distribution obtained by finite element analysis. Furthermore the cracked cross ply laminate is submitted to 

transient conditions of temperature and moisture. The obtained results show that the hygrothermal environment 

has a significant effect on the stress distribution especially at the higher crack density. 

 

INTRODUCTION  
The evolution of the transverse cracking in the 

90° layers was characterized in 1977 by Reifsnider 

[1] and Garrett and Bailey [2] for cross-ply laminates 

loaded in the 0° ply direction by static or fatigue 

traction test.  Then developed in many analyses in the 

literature [3,4,5] where they provide a means of 

evaluating the different hypotheses of the approaches 

and their consequences on the material properties of 

the cracked laminates. The modeling of transverse 

cracking is generally schematized by the models 

which make the analysis of the shear transfer 

between fiber and matrix [6,7,8,9,10] with the 

assumption that the mechanical loading is transferred 

between the layers to 0° and 90° via a fine layer 

located at the interface between the layers. The 

authors [11,12,13,14,15] propose a law of evolution 

of the transverse cracking which considers that the 

normal ply stresses in load direction are constant 

over ply thickness. The approximate solution is 

obtained by minimizing complementary energy in the 

two layers of the laminate. 

 

In this paper, two analytical models have been 

studied and compared with the finite element method, 

the shear-lag model modified by introducing the 

stress perturbation function and the variational 

approach, are used to predict the effect of transverse  

 

 

cracks on the stress distribution. Then, the 

longitudinal stress reduction due to transverse ply 

cracking in cross ply laminate when this latter is 

initially exposed to the hygrothermal aging 

submitted to transient and non-uniform moisture 

concentration distribution is taken into account. The 

obtained results illustrate well the dependence of the 

stress distribution on the cracks density and 

hygrothermal conditions. 

 

STRESS DISTRIBUTION ANALYSES 

Shear-Lag model: The problem to solve is the 

problem of elasticity of the cracked laminate. Like 

any elasticity problem, the exact solution is to look 

in the elementary cell of the displacement and stress 

field, at each point satisfying the equilibrium 

equations, strain-movement relations, the 

compatibility conditions, the continuity conditions 

at the borders and the behavior laws in 0° and 90°-

layers. We consider a symmetric cross-ply laminate 

which is subjected to uniaxial loads. It is assumed 

that the 90 ° ply has developed continuous 

intralaminar cracks in fiber direction which extend 

from edge to edge in the z direction. The cross ply 

laminate is characterized by 2.t90 the width of 90° 

ply, t0 the width of 0 °ply and the spacing between 

two cracks is 2.l0 (Fig. 1). 
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Figure 1 

Transverse cracked cross ply laminate and geometric 

model. 

 
The longitudinal displacement in both layers 0°plies 

and 90° ply is [10]: 
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Where )(0 xu  and )(90 xu  are the  average longitudinal 

displacements in 0° plies and the 90° ply, 

respectively. 

             A0(x) , A90(x) and )(zf  to be determined. 

The shear stress )(x  at the interface between layers 

0° and 90° is: 
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The equilibrium of longitudinal forces in an element 

of the 90° layer leads to: 
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The average longitudinal displacement in 0° plies and 

the 90° ply are linked to the average longitudinal 

stress 
C  applied to a cross ply laminate by: 
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Where   is the stacking parameter of layer 0° and 

90°: 
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Stress strain relations in the 0° layers and 90° layer 

are taken in the forms: 
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Where 
0E  and 

90E  are the Young’s moduli of the 0° 

and 90° layers, respectively. 

Taking into account the relations (3), (5), (8) and 

(9), the classical differential equation will be: 

2

0

90
902

2

902




 C

x

xx
xx

E

E

dx

d                                        (10) 

9000

2

90

0

9002 )(3

EEtt

EttG x
                                                     (11) 

The Young’s modulus of the undamaged laminates 

0

xE  is given by the law of mixtures: 
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Finally, the stress and displacement distribution are 

expressed in the form: 
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Variational approach: There is another method, 

relatively simple, the variational approach [11-12], 

which satisfies equilibrium and all boundary and 
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interface conditions to find an optimal approximation 

to the principle of minimum complementary energy. 

By assumption, normal stress in load direction σxx are 

constants depending on the thickness (z) and the 

width (y) in the 90° and 0°  layers respectively. They 

may be expressed in the form: 
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Where 
90  is the stress in 90° layer before 

cracking, calculated by laminated plate theory for 

undamaged cross ply. 
0
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0  is the stress in 0° layer before cracking, 

calculated by laminated plate theory for undamaged 

cross ply.   
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21,  are unknown functions. 

Next, we denote 
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 And express )(2 x  in term of )(x due to 

equilibrium condition in x direction: 
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Final expression for complementary energy will 

be in form of : 
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Finally, the distribution of stress can be expressed in 

the form: 
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RESULTS FOR STRESS DISTRIBUTION  

 
We present numerical examples for stress 

distribution based on analytical models (shear lag 

and variational approach). The results are compared 

with finite elements method for glass/epoxy 

laminate [10]. The material properties of the chosen 

composite are summarized in Table 1. 

 

Table 1 
Material properties of composite used in calculations for 

glass/epoxy laminate [10]. 

EL 

(Gpa) 

ET 

(Gpa) 

GLT 

(Gpa) 

GTT 

(Gpa) 

νLT Vf 

42.31 13.2 4.41 3.5 0.3 0.7 

 

Variation of longitudinal stress across the 

thickness:  
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Figure 2 

Variation of longitudinal stress σxx across the 

thickness of [0/90]S laminates with a=2.5 and 

Vf=0.7 
 

The results obtained by the analytical models 

are compared with the finite element method 

published by Berthelot [10]. When the crack density 

increases (Fig. 2 a = 2.5), the first results show an 

increase in the longitudinal stress through the 

thickness of the layer at 90 ° and 0 ° due to the shear 

behavior of layers. Then the longitudinal stress 

tends to be constant, which corresponds to traction 

of layer. This status of traction is more easily 

achieved when the longitudinal modulus E0 of the 

layer is high and the cracking aspect ratio "a" is low. 

The variational model is constant across the 

thickness of layers and for different cracking aspect 

ratio. This justified that the variational model 

depends only on the longitudinal coordinate. The 

complete parabolic variation of longitudinal 
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displacement in both 0° and 90° layers shows good 

agreement with the results from the finite element 

analysis [10]. 

 

Variation of longitudinal stress along the 

laminate: A gap is visible between the three models 

when we have a small cracking aspect ratio (a = 2.5 

in Fig. 3). The Longitudinal stress is much lower than 

σ90. New cracks are formed without or with only a 

small increase of the applied load for low crack 

density, then for large crack density, the propagation 

of cracks cannot take place and this is justified by the 

saturation status. At the crack plane, the longitudinal 

stress decreases and vanishes. As previously, the 

results deduced from the complete parabolic shear-

lag analysis are in good agreement with the finite 

element results.  
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Figure 3 

Variation of longitudinal stress σxx along the length of 

[0/90]S laminates with a=2.5 and Vf=0.7 

 

Variation of interlaminar shear stress along 

the laminate : In Figure 4, it can be observed that 

the results of interlaminar shear stress at the interface 

deduced from the complete  parabolic model is 

similar to the finite element model in large range 0 ≤ 

x / l ≤ 0.6. The results differ in the crack plane, 

where only the finite element analysis satisfies the 

stress free boundary condition at the crack tip. 
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Figure 4 

Variation of interlaminar shear stress τ along the 

length of [0/90]S laminates with a=2.5 and Vf=0.7 

 

MODELING HYGROTHERMAL AGING 
The study, here has been focused on longitudinal 

stress reduction due to transverse ply cracking in 

cross ply laminate when this latter is initially 

exposed to the hygrothermal aging submitted to 

transient and non-uniform moisture concentration 

distribution. Tsai [16] proposes the adimensional 

temperature T*, which is the essential parameter for 

evaluation of the hygrothermal effect in stress 

distribution: 

rmg

oprg

TT

TT
T




*                                              (30) 

Where Tg is the glass transition temperature,  Topr is 

the operating temperature and Trm is the room 

temperature. We further assume that moisture 

suppresses the glass transition temperature
0

gT by 

simple temperature shift. 

gcTT gg  0                                  (31) 

The initial moisture concentration Cinit is uniform at 

t=0. Both sides of the plate are suddenly exposed to 

a zero moist environment (Fig. 5). The moisture 

concentration inside the plate is described by Fick 

equation with diffusivity Dz. 

2
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With the initial conditions:                                     

C=Cinit  for  -h/2 ≤ z  ≤ h/2   et  t = 0 

 

C=0  for z=-h/2 ;  z= h/2  et  t >0 
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Figure 5 

Desorption phase 

 

The initial conditions being uniform and the 

boundary conditions are constant, the unidimensional 

solution of Fick equation can be expressed as [17-

18]: 
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Effect of hygrothermal conditions on the 

longitudinal stress across the thickness: A 

small reduction in the longitudinal stress across the 

0° layer is observed with the increase in temperature 

and moisture. On the other side a reverse behavior of 

the longitudinal stress is noticed across the 90° layer.  
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Figure 6 

Hygrothermal effect on longitudinal stress σxx across 

the thickness of [0/90]S laminates with a=2.5 and 

Vf=0.7 

 

Effect of hygrothermal conditions on the 

longitudinal stress along the laminate: A 

reduction in the longitudinal stress in the layer 90 is 

being much lower than σ90 in the case of increasing 

in temperature and moisture (Fig. 7) and for high 

crack densities on a large part of the crack spacing (0 

≤x / l ≤0.7). Then the longitudinal stress decreases 

and vanishes at the crack plane. The hygrothermal 

effect is more observed with increasing of the 

cracking aspect ratio. 
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Figure 7 

Hygrothermal effect on the longitudinal stress σxx 

along the length of [0/90]S laminates with a=1 and 

Vf=0.7 

 

Effect of hygrothermal conditions on the 

interlaminar shear stress along the laminate: 

At the crack tip, we noticed a maximum reduction of 

interlaminar shear stress deduced from complete 

parabolic shear-lag analysis with increasing 

temperature and moisture for the absorption case. 
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Figure 8 

Hygrothermal effect on the interlaminar shear stress τ 

along the length of [0/903]s laminates with a=2.5 and 

Vf=0.7 
 

With a small cracking aspect ratio (Fig. 8), the 

results show a remarkable influence of hygrothermal 

conditions for interlaminar shear stress on a large 

part of crack spacing (0.2≤x/l≤1). A maximum rate 

of reduction, approximately 30% is observed 

between cracked cross-ply under standard 

environment (i=1) and the other under high 

temperature and moisture (i = 3).  The hygrothermal 
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effect in the case of desorption, makes very 

interesting the study of the interlaminar shear stress 

on the cross-ply composite laminates with transverse 

cracking and delamination between the 0° and 90° 

layers. 

 

CONCLUSION  
At high crack density, only a parabolic variation of 

longitudinal displacement in 0° and 90° layers give a 

good approximation of the stress distribution 

obtained by finite element analysis, which makes this 

method more useful for studying the transverse 

cracking multiplication and modeling the 

hygrothermal aging. In the second part of this study, 

the cracked cross-ply laminate is exposed to the 

hygrothermal aging submitted to transient and non-

uniform moisture concentration distribution. The 

results show a small influence of hygrothermal 

conditions depending on crack density for the 

longitudinal stresses across the thickness and along 

the laminate. On the other side, it has been observed 

a large influence of temperature and moisture on the 

reduction of the interlaminar shear stress along the 

laminate. This makes very attractive the study when 

we want to see the hygrothermal effect on the 

mechanical properties of composite laminates with 

intra- and interlaminar damage. 
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ABSTRACT  
In literature researches, generally the effects of addition fibers even different shape or length in concrete all 

prove increasing properties and study concrete reinforced fibers behavior. In this purpose we add our 

experimental results.  

The aim of this investigation was to study the formulation, factors influencing the mechanical compressive 

properties of steel-fiber-reinforced concrete with mixing two kind length of fiber in different volume 

fraction contents. The specially designed fiber is widely used in engineering because it can help to improve 

the bonding strength of fiber and the interface quality.  

The parameters and fatigue performances of SFRC are investigated by an experimental program consisted 

on flexion, compression loading (Extensometers) tests of SFRC. The specimen cylinder size tested is: 16*32 

cm.  

The distributions of fiber at different sections are depending on percentage or concentration of fiber length 

and also deformation lateral is important regarding the quantities. 

 

KEYWORDS 
Steel fiber. compressive strength, lateral deformation Concrete.formulation.  

 

NOMENCLATURE 
 SFRC: Steel fiber reinforced concrete  

ADVA; Superplasticizers  

 

INTRODUCTION  
The concrete strengthened by fibers gives new 

materials, on which it is advisable to specify and to 

quantify the mechanical behavior.  

The purpose of this work is the realization of 

significant tests on specimens of steel fiber concrete 

in order to characterize the behavior of the latter. The 

fixe parameter used during formulation concrete 

determined by workability, so we adjusted quantity of 

Superplasticizers  in order to obtain by slump test 

same  value for all batches. And we search relation 

between distribution of these fibers, homogeneous 

and mechanical behavior, knowing that during 

formulation fibers dimensions don’t fluctuate as well 

as sand cement and grains, difference displacement 

of small and longer fibers length 15mm and 60mm,  

for the first it give’s ductility for  concrete at small 

percentage then forms urchin , but for the second it 

curves. In order to answer or clarify the effect of 

fibers volume fraction, length and distribution on 

the lateral deformations, we characterize by test of 

extensometers compressive.    

 

Materials : The materials used in this research 

KADDARA career coarse aggregate with a particle 

density of 2.72 kg/dm3, sand with a particle density 

of 2.63 kg/dm3.Maximum particle size of the sand 

and coarse aggregate was 0/3 mm and 3/8 mm 

respectively 15 mm.The type of cement used in all 

concrete series was CEM I 42.5R coming from 

MSILA and its properties are presented in Table 1. A 

modified polycarboxylate polymer based 

superplasticizer ADVA Flow 390 was also used at 

varying contents fixing workability parameter to 

produce concretes with a slump in the range of   

14±0,5cm. 
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Concrete with 15 mm Steel fiber length was used 

throughout the study at varying contents. Physical 

and mechanical properties of SFRC, provided by the 

manufacturer, are presented in Table 2. 

 

 
Table 1: Cement Characteristics 

       Characteristics                Results 

Normal Consistence 25.81(%) 

Start grip                                      161(min) 

End grip 244(min) 

SSB 4162(Cm2/g) 

Masse specifics 3.1(g/cm3) 

 

Table 2: Steel fiber characteristics 
        Fibers SF1 

Lengths  [mm] 

Diameter  [mm] 

L Hooked end [ mm] 

anchorage 

slenderness 

15 ± 3mm 

0.12±0.01mm 

/ 

Simple  

L/d=15/0.12 

 
As summarized in Table 3, a total of mixtures 7 were 

prepared with constant cement content of 400 kg/m3 

and one w/c ratio of 0.4. Steel fiber was added at 

different mixing percentage (0,5 - 0,75-1-1,25-1,5-

1,75-2)% of  steel fibers. 

Mixing was performed in a 120 l capacity pan mixer 

with a vertical rotation axis and fresh concrete 

properties were determined immediately after the 

mixing. . After demolding, all the specimens 

dedicated to instantaneous mechanical tests at 28 

days, conserved at air ambiance.  

 Plural  batches were cast for flexion tensile 

specimens 7× 7× 28 cm ( in bending) , cylindrical 

specimens 16×32 cm three for compressive 

extensometers .  

 

Table 3 Composition of concrete for all batches 
Fibers % 0/3 

kg 

3/8 

kg 

8/15 cement water 

A
d

d
it

io
n

  
//

/ 

0,5-0,75-

1-1,25-

1,5-1,75-

2 

623 243 881kg 400kg 160l 

 

MECHANICS TEST  

 

Formulation of SFRC: In this work, the 

formulation of the concrete is   carried out according 

to the method of DREUX-GORRIS.for the content 

fiber we studied [0, 0,5%, 0,75% 1%, 1,5%, 2% ]of 

fiber , and. During formulation we notice difficulty 

of workability with increasing volume fraction of 

steel[1]  and dispersion of fiber so non 

homogeneous of distribution, So time of mixing 

were different between batches. 

 

In this study, an evaluation of performances is 

presented for the differences mixtures. using one 

basic composition for different batches,  a series of 

mechanical characterization tests in flexion tensile 

and in compression extensometers were performed 

in order to obtain a relation between contain fiber , 
lateral deformation ,flexion  strength of the Steel 

fiber concrete reinforced 

 

Compressive Extensometer: The specimens 

devoted to compression tests were equipped with 

extensometers for strain measurement and were 

stored in the test room in air ambiance until loading 

at 28 days, measured in laboratory (University 

Bouira Algeria) on test specimen dimensions 

16×32cm. 

 

 
Figure 1: Picture of specimens 
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Figure 2:  Stress compressive extensometer SFRC 

for %   fiber. 

 

We noticed from figure 2 that for 1,5% an 2%  

necessary high stress to deform the specimen 16*32 

and unregister lateral deformation ,which are 
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confirmed in split tensile (figure 3) and by Y. 

Mohammadi and al[4] were the results confirm that 

there is an increase in the compressive strength 

varying from 3% to 26% on addition of fibers to the 

concrete mix  .   
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Figure 3: time of strength crushing in relation stress 

compressive 

 

In this figure we observed that for 1 and 2% of steel 

fiber , for small LVDT Young  it take time enough 

but for 0,5% SRFC  , in few seconds it deforms high 

quantity.  

 
Figure 4:  lateral deformation of steel fiber concrete 

different percentage 

 

Different results in term of compressive 

extensometers are grouped in figure 4 , were 

concluding  that for concrete 2% specimen resist best 

than others , so take much time to start deforms , that 

explained about important ductility of SFRC .  

In this graphs SFRC lateral deformation increase 

with increasing of volume fraction, example the low 

deformation lateral obtained for 2% SFRC and the 

high LVDT Young is unregistered on 0,5% SFRC 

deformation obtained at few seconds.  

 

Flexural Tensile strength: The level at which the 

addition of steel fibers influences the mechanical 

properties of the concrete was shown to be 

dependant 

on various parameters like material and aspect ratio 

of the fibers, their volume fraction in the mix, and 

loading rate [6,7]. Flexural toughness is an 

important parameter that is widely assessed to 

observe the influence of fibers on the post-cracking 

response of the concrete composites. Toughness 

indices were shown to increase with increasing fiber 

dosage, with an optimum value present for fiber 

volume fraction [7,8]. 

In this part we have studied flexural tensile test at 

28 days, after that we calculated and studied the 

distribution (position) of Steel in section of 

specimens 7*7*28  to explain the relation between 

different parameters as can be seen in Figure 5. 
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Figure 4: flexion Tensile strength of concrete. 
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We notice clearly increasing of flexion tensile 

strength, even though with small percentage, 

the improvement appears. Comparing with the 

concrete none reinforced, all the steel reinforced 

concrete proved performance with increasing fraction 

volume of steel. The percentage of 2% of fiber 

presented good characteristics and homogenization 

between fiber and matrix of concrete means all the 

steel fiber covered sufficiently. But with the 

proportioning of 1,75% a question perhaps during 

laboratory conditions or during formulation. And 

provided the presence effect of fibers in the matrix, 

maximum increase in flexural strength taken 20% for 

2% volume fraction of fibers, Y Mahammadi [5] and 

al confirm the maximum increase of 100% was 

obtained for concrete but long fibers at a fiber 

volume fraction of 2.0%.  
For other SFRC resists more time than the plain 

concrete which weak at 31seconds, it te 4 to 5 time 

the moment of plain concrete.  

 

Distributions of fibers: we have analyzed the flexion 

sections of each specimen after flexural test, and 

report their fibers coordinates.  
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Figure 5 : sections of specimen tested on flexural 

tensile and distribution fibers. 

This sections explain the results obtained before on 

the flexural test, if we observed (figure 4) SFRC 

with1,25% volume fraction is better than 1,5%, 

because of distributions is saturated and only on one 

part of the section, but for 1,25% regarding 

saturated but  all area of the section have steel fiber. 

We remark that a good distribution is presented in 

2% of steel fiber and this contain is the best value in 

flexion tensile, compressive and extensometers, this 

section is not saturated on all surface, in the 

opposite specimen of 1,5% SFRC the distribution is 

only in one part of the section .and number of fiber 

in two part is equal on the 2% contain. 

For SFRC with 1,5% volume fraction this 

distribution induce to stop the lateral deformations 

if this quantity reproduced in each section,  opposite 

of SFRC with 1,25% volume fraction this 

distribution induce to stop the lateral deformations 

but the quantity is not sufficient to reproduce the 
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same section distribution, as 2% volume fraction this 

distribution can reproduce in each section. 

 

CONCLUSIONS  
The first important result is that fiber with 15mm 

length, without hook or undulation, the percentage 

given improvement is 2% , we notice difficulty in 

formulation to take workability as fixe parameters, 

and searches about quantity of Superplasticizers 

given same collapse 14cm at slump test results. 

Lateral deformation depends on distribution of fibers 

if it is the same on the total longer of specimen, but 

for flexural deformations it depends on the middle 

section.  

We notice an increase of the flexural tensile strength 

and also an improvement of compressive strength, as 

confirmed with Y Mohamadi and al best performance 

given by the concrete containing 2.0% volume fraction of 

fibers followed by concrete containing 1.5% volume 

fraction and 1.0% volume fraction of fibers.  
For this program, the improvement is not because of 

fibers only, also the quantity of superplasticizer has 

significant role and time of mixing. 

 

REFERENCES 
1. Malika Malou, Influence of introduction of Steel 

Fibers on the behavior Postponed from a Matrix 

Cimentaire. Characterization - monotonous 

Behavior - Microstructure, PhD Thesis, 2007, 

University Constantine Algiers. 

2. Tianyu Xie, Togay Ozbakkalogl, Behavior of steel 

fiber-reinforced high-strength concrete-filled FRP 

tube columns under axial compression, 

Engineering Structures 90 (2015) 158–171 

3. Bensaid Boulkebache, Comportement des betons 

fibres a la flexion, influences des fibres et de la 

resistance à la compression, 31rencontres de 

l’AUGC, ENS Cachan 29au 31 2013. 

4. Mohammadi Y., Impact resistance of steel fibrous 

concrete containing fibers of mixed aspect ratio 

Construction and Building Materials 23 (2009) 

183–189 Elsevier 

5. Mohammadi Y. Behaviour of steel fibre reinforced 

concrete in flexural fatigue. Ph.D. Thesis, 

Department of Civil Engineering, IIT Roorkee; 

November 2002. p. 304.],  

6. Toutanji H, Bayasi Z. Effects of manufacturing 

techniques on the flexural behaviour of steel 

fibre-reinforced concrete. Cem Concr Res 

1998;28(1):115–24. 

7. Mohammadi Y., Singh SP, Kaushik SK. 

Properties of steel fibrous concrete containing 

mixed fibres in fresh and hardened state. 

Construct Build Mater 2008;22(5):956–65. 

8. Altun F, Haktanir T, Ari K. Effects of steel fiber 

addition on mechanical properties of concrete 

and RC beams. Construct Build Mater 

2007;21(3):654–61. 

 



International Conference On Materials and Energy – ICOME 16 

626 Saoudi et al. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

Thermal Building and Energy Storage 



 

Tahiri et. al  629 

International Conference On Materials and Energy – ICOME 16 

RADIATIVE FORCING OF DESERT AEROSOL OBSERVED AT OUARZAZATE 

(MOROCCO), TAMANRASSET (ALGERIA) AND ILORIN (NIGERIA) 
  
 

A. TAHIRI1, M. DIOURI1*, J. BARKANI2 

 

1Department of physics, University Mohamed First,  

Faculty of science, 60020 Oujda, Morocco 
2Laboratoire des Sciences de l'Ingénieur - LSI, Faculty Polydisciplinaire of Taza,  

University Sidi Mohamed Ben Abdellah, Fez, Morocco 
 

*Corresponding author:  m.diouri@fso.ump.ma 

 

 

ABSTRACT  
The desert aerosol confirmed influences on climate. Its direct effect on the latter is observed through diffusion 

and absorption phenomena of solar and terrestrial radiation. The indirect effect is manifested in the cloud 

formation process where the aerosol act as condensation nuclei and thus alter their optical properties. 

This study is based on network data AERONET / PHOTONS* initiated by Laboratory's research teams of 

Atmospheric Optics Lilles and NASA since more than twenty years. From the collected data, we can analyze 

the aerosol radiative forcing calculated at ground surface and at the top of the atmosphere at Ouarzazate 

(Morocco), Tamanrasset (Algeria) and Ilorin (Nigeria). The aerosol radiative forcing obtained at the land 

surface and at the top of the atmosphere (120 km altitude) are calculated for 2012 using the radiative transfer 

model from the measurements of the aerosol spectral optical depth carried out by sun photometers.  

The monthly average values obtained at ground surface range from -178 W/m2 and -10 W/m2 with peaks 

recorded in July (Ouarzazate), March (Tamanrasset) and January (Ilorin), characterized by a regionally 

significant load of desert aerosol on these periods. At the top of the atmosphere, monthly averages recorded a 

variation from -60.91 W/m2 to +2.36 W/m2 with a minimum value observed in Ilorin on March. The passages 

from negative to positive values for Ouarzazate ,Tamanrasset can be explained for spring and summer by the 

influence of the large proportion of coarse particles mode which characterize regional desert aerosol of storms 

observed at this time.  Coarse particles scatter a significant radiation to the Earth's surface. In autumn and 

winter the influence of clouds can explain these inversions. The impact of desert aerosol on radiative forcing of 

these desert areas shows a general trend towards regional cooling with the values that may be below -230 

W/m2 at the Earth's surface in summer and below -100 W/m2 on top of the atmosphere in spring and summe

KEYWORDS 
 

Desert aerosol, Sun-photometer, Aerosol optical Depth, Aerosol radiative forcing. 

 
  

INTRODUCTION  
The Sahara desert is the most important source of 

mineral dust in the Northern Hemisphere. North 

African dust is injected into the atmosphere through 

resuspension processes at the source areas, may be 

transported particularly with dust storms at different 

altitudes (up to 7km) to different areas in the world 

[5]. Mineral dust particles are one of the main 

constituents of the atmospheric aerosol which 

influence the radiation budget of the atmosphere. 

The evaluation of the dust-radiation interaction is 

essential for climate forcing assessment at both local 

and regional scales. However, large uncertainties 

still remain in assessing the dust climate impacts. 

One of the major sources of the large uncertainties 

in dust radiative forcing is associated with dust 

optical and physical properties due to the 

mailto:m.diouri@fso.ump.ma
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complexity in dust size distribution and mineral 

composition [4].  

Remote sensing results of dust optical properties 

indicate that dust is nearly non-absorbing [3], while 

earlier laboratory measurements suggested dust to be 

partly absorbing at visible wavelengths [4]. Many 

measurements campaign in desert zone were 

conducted in the past, the recent one with SAMUM 

consortium undertaken on May-June 2006 at 

Ouarzazate and Zagora (Morocco) close to Sahara 

gives very important description including chemical 

and physical properties of desert aerosol near ground 

and at different altitude levels during its transport [2]. 

The omnipresence of dust causes a direct radiative 

forcing, but the magnitude (its sign and its global 

significance) is discussed subject [1]. This study is 

developed on AERONET (AErosol RObotik 

NETwork,http://aeronet.gsfc.nasa.gov/) network data 

concerning the radiative forcing  of desert aerosol in 

three representative desert areas (Table 1) for the 

year 2012. 
 

SITES AND METEOROLOGY 
 

Ouarzazate, the site is associated with the weather 

station. Ouarzazate is a small town with almost no 

industrial activity. It is located in the southeast of the 

Atlas and the northwestern Sahara. With a pre-

Saharan climate characterized by low rainfall and hot 

and dry summer. The average maximum temperature 

is 40°C and the average minimum is 25°C (July). In 

January, the minimum and maximum average 

temperatures are respectively 2°C and 16°C, at night, 

the temperature can drop to -4°C. In the spring, 

clouds with exceptional storms are rare. The desert 

winds (Sirocco and Chergui) play an important role 

in the Ouarzazate climate.   

Tamanrasset instrument site is located on the roof of 

the Regional Meteorological Center (Algeria). This 

area, free of industrial activities, is in the high lands 

of the Algerian Sahara (home of the Kel Ahaggar 

Tuareg). Tamanrasset has a hot desert climate, with 

very hot summers and mild winters. There is very 

little rain throughout the year.   

Ilorin, the site is located on the roof of the 

Department of Physics, on the campus of the 

University of Ilorin, Nigeria, in sub-Sahel Africa. It is 

positioned at the upper tip of the Guinea Savannah 

zone under the influence of the annual alternating 

southward and northward passages of the Inter-

Tropical Convergence Zone (ITCZ). During the 'dry 

season' (November -February) when the ITCZ 

appears slightly south or north of Ilorin, the 

prevailing north-easterly wind, known as the 

'Harmattan', brings in Saharan dust air. The dust 

plumes originate from the Bodel Depression in the 

Chad Basin. This is a climatically important region 

due to its location in a desert transition zone and  

because of the influence of the dusty Harmattan 

wind which is persistent for prolonged periods of 

time, and characterized by steady dusty conditions 

with high aerosol loading.  
 

Table 1 

AERONET site locations 

 
Sites                        Coordinates                   Elevation 

Ouarzazate            30.92°N,  6.91°W                   1136 m 

Tamanrasset          22.79°N,  5.53°E                    1377 m 

Ilorin                     08.32°N,  4.34°E                     0350 m 

 

 
Figure 1 

Desert aerosol station locations 
 

Aerosol Radiative Forcing (ARF) 
  
Aerosol radiative forcing at ground surface is 

defined as the instantaneous increase or decrease of 

the net radiation flux due to an instantaneous change 

of aerosol atmospheric content. The atmosphere free 

of aerosols (Clear atmosphere) is the reference case. 

Thus, the ARF values can be derived from the 

following expression:  
 

 

 
 

 

Where  F and F0 denote the global irradiances with 

aerosol and without aerosol respectively. The 

arrows indicate the direction of the global 

irradiances, ↓ indicating downward irradiance and ↑ 

indicating upward irradiance. 
 

The monthly means ARF values is ranged from -180 

W/m2 to -10 W/m2 (Figure 2). The negative value at 

surface reveals that the desert dust aerosol reduced 
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significantly the solar radiation at the ground level 

producing a large surface cooling. 
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FIGURE 2 

Monthly mean of ARF at ground surface (2012) 

 

The aerosol radiative forcing at top of atmosphere are 

given in figure 3. The monthly means ARF values is 

ranged from -60 W/m2 to +2.7 W/m2, and aerosol 

radiative forcing at the top of the atmosphere is near 

0 W/m2 as it was observed in our previous study on 

the whole terrestrial desert stations [6]. The passages 

from negative values to positive values can be 

explained by the greater amount of the radiative 

energy available that has been reflected by cirrus 

clouds. 
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Monthly mean of ARF at top of atmosphere (2012) 

 

CONCLUSIONS 
 

     The monthly average values of the aerosol 

radiative forcing observed at top of  atmosphere 

ranges from -60  to +2.7 W/m2, the negative values 

indicates an increase of the scattered back light to 

space inducing thus a significant Earth-atmosphere 

cooling, while the positive values indicate a greater 

amount of radiative energy reflected by cirrus.  

The values of the aerosol radiative forcing observed 

at surface varies between -180 to -10 W/m2, are 

fairly representative of the importance of forward 

diffusion of particle coarse modes which induce  

desert aerosol decrease in net flux at ground surface.  

The impact of the studied desert aerosol on radiative 

forcing showed a general trend towards regional 

cooling with negative values close to zero at the top 

of the atmosphere and on average around -80 W / m2  

at surface. However, we register negative values 

more pronounced in Nigeria below -180 W / m2 at 

surface and -60 W / m2 on top of the atmosphere that 

can be explained by the high atmospheric desert 

aerosol load and biomass combustion that observed 

at this region in January.  
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ABSTRACT  
Outdoor thermal comfort in urban spaces is as an important contributor to pedestrians’ health .This latter is also 

important through its influence on the energy use of buildings. These issues are likely to become more acute as 

increased urbanization and climate change increase the urban heat island effect. However, urban planning shall 

be able to provide for different urban environments many urban forms that produce various microclimates with 

different comfort situations for pedestrians. This study tries to find configurations of urban open spaces, mainly 

urban plaza and courtyard. It does so by analyzing the influence of geometry parameter that benefit both 

outdoor and indoor. To achieve this goal, open spaces are analyzed by field measurements and simulation for a 

typical hot and cold days in the semi-arid climate of Ali Mendjeli -Constantine -Algeria. The present paper 

discusses the results of simulation.  Envi-met 3.1 programs is used for simulating outdoor air temperature, 

mean radiant temperature (Tmrt), wind speed and relative humidity, whereas RayMan pro 2.1 is used for 

converting these data into Physiological Equivalent Temperature (PET). Models with various geometries are 

evaluated according to aspect ratio H/W, the geometrical indicator. The results show that duration of direct sun, 

mean radiant temperature and wind speed, which are influenced by urban form, play the most important role in 

thermal comfort.   

Keywords: Urban microclimate, urban geometry, public courtyard, thermal comfort, Envi-met, PET. 

 

1. INTRODUCTION  
In recent years, microclimate has become an 

important issue in urban planning because it has an 

impact on outdoors thermal comfort related to health 

and well being for citizens and human activities. 

Furthermore, comfortable outdoor spaces have a 

significant bearing on comfort conditions of the 

indoor ambience, when their demand is significantly 

increased as result of exposure to uncomfortable 

outdoor conditions. Those in turn have put an 

immense pressure on the energy demand in the cities 

[1] and consequently amplify the phenomenon of 

urban heat island [2]. Several definitions of thermal 

comfort exist considering subjective and 

psychological dimension [3] or physiological 

dimension [4]. 

In this way, needs and preference regarding thermal 

comfort differ from seasons and also depend on 

human factors (gender, age, body sharp), activity 

level, clothing and psychological aspects. 

Because this differences, urban geometry, should 

offer a reasonable thermal range in spaces, instead of 

attempting to create an exact thermal condition where 

user will find comfort depending on individual 

dispositions [5]. 

Nevertheless, it is important to establish criteria for 

outdoor comfort in order to evaluate urban 

microclimatic conditions and to provide a design 

reference. 

 

2. BACKGROUND  
Urban geometry and thermal properties of urban 

surfaces have been found to be the two main 

parameters influencing microclimate [6-9] and 

therefore thermal comfort. Urban geometry it also 

defined that is much more important at the micro-

scale than thermal behavior of materials and albedo 

effects [10]. In fact, it determines the thermal 

environment by controlling: distribution of shaded 

and sunny areas determined by the orientation and 

heights of buildings, furthermore the air flows 

generated by the porosity of the space to the wind. 

The interactions between urban geometry and 

surface properties under a specific climate generate 

microclimates. These interactions were first 

discussed by Olgyay and Oke [11, 12]. Givoni [13] 
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discussed the thermal impact of urban typologies in 

different climates and arrived at general design 

guidelines. He writes that architectural forms, surface 

materials and urban morphology (compactness, 

elongations, etc.) can affect the microclimate 

environment. Steemers et al. [14] proposed six 

archetypical generic urban forms for London and 

compared the incident solar radiation, built potential 

and daylight admission. They concluded that large 

courtyards are environmentally adequate in cold 

climates, where under certain geometrical conditions 

they can act as sun concentrators and retain their 

sheltering effect against cold winds. Muhaisen [15] 

analyzes the impact of different design configurations 

of courtyards based on shading simulations. This 

study found that shading conditions of courtyards are 

highly influenced by formal proportions, location 

latitude and climatic conditions. In another related 

study, Muhaisen and Gadi [16] show that the 

proportion and geometry of courtyards play 

influential roles in improving the shading 

performances, hence, deep courtyard forms with any 

geometry in summer and shallow forms in winter are 

recommended. Berkovic et al.[17] using simulation 

program conducted study on urban courtyard in    

hot-dry climate, investigated summer thermal 

comfort, and showed that, although the air 

temperature difference between shaded and unshaded 

areas was only 0.5 °C, the mean radiant temperature 

was different up to 30°C . 

 

3. METHODOLOGY 
As knowing, the design parameters that determine the 

insolation of any open space are the height of the 

building around it, its orientation and proportions. 

This paper considers the mutual interaction between 

courtyard geometry and solar access to urban open 

space in purpose to examine and evaluate the effects 

of their width (W) and building height (H) on the 

solar access for different orientation. Since this can 

only be achieved hypothetically, numerical modeling 

and computer simulation were adopted in this study. 

3.1. Sun exposure: is aimed by proportioning the 

courtyard  internal  envelope  to ensure adequate solar 

ratio    accessibility   in   winter  for warming  up both 

ground and building  surfaces and providing 

sufficient shadow in summer. Using Ray Man Pro 2.1 

software we assumed that: 

- At least half of the surface ground is exposed to the 

sun at the winter solstice  

- Its sunshine during the summer solstice is half of 

his daily hour’s sunshine duration (14h.24' / 2) 

The rectangular form was choosing since it 

represents the typical form in Algerian neighborhood 

layout. 

 

3.2. Size of open space:  By means of simple 

volumetric modeling of urban space in this step 

considered closed to avoid wind effect since the 

main objective of study is highlighting the role of 

geometry on thermal comfort. 

The orientations of open spaces correspond to the 

orientation of the length-wise axis. Four directions 

were considered: N-S, E-W, NE-SO and NO-SE. 

This scenario is concentrated on dependency of 

microclimatic situation of the open space on its 

aspect ratio H/W.  

To create several H/W ratios, the proportions of 

models varying in length and width from 30 to 135m 

with steps of 15m.The high varying from 3 to 72 m 

with steps of 3m (one storey)  

 

3.3. Thermal comfort: To assess it, we use 

Envimet 3.1 microclimatic tool to measure air 

temperature, relative humidity, wind speed and The 

mean radiant temperature (Tmrt) using the location 

data [18]. Outdoor microclimate is calculated at the 

height of 1.2m. The simulated data calculated by 

Envi-met are used as inputs in RayMan Pro 2.1to 

assess thermal comfort of pedestrian’s. This study 

adopted physiological equivalent temperature (PET) 

a thermal comfort index expressed in (°C) which 

takes into account all the environmental parameters 

influencing thermal comfort: temperature, radiation, 

humidity and wind speed. PET index has point 

scales, from very cold to very hot, combining 

individual parameters (metabolism 80 w, and 

clothing resistance 0.9 clo) and Tmrt (Fig.1). This 

Tmrt has strongest influence on PET index. [19]. It  

is defined as the uniform temperature of a 

hypothetical spherical surface surrounding the 

subject that would result in the same net radiation 

energy exchange with the subject as the actual, 

complex radiative environment [20].  

 

3.4. The study parameters: This study was 

carried out in New-town Ali Mendjeli, Constantine,  
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Figure. 1: PET scale for human thermal sensation and stress levels (based on Matzarakis and Mayer 1996) 

 

 

characterized   by a semi- arid climate,  hot and dry in 

the summer with an average maximum temperature 

of 36°C, cold and humid in winter with an average 

maximum temperature of 7°C. The main wind 

direction is the North-west in winter and North in 

summer with an average speed reaching 2.1 m/s. 

Simulations are performed at initial time 00h, for 

typical days 21st of December, the short day of year 

the (Tair = 6°, wind speed = 4.1 m/s, wind direction = 

320°C, relative humidity = 87%) and the 21st of 

June, the longest day of the year and representing the 

summer season (Ta = 25°C, wind speed = 1 m/s, wind 

direction = 0°, relative humidity = 57%).  

These latter represent the extreme cases which may 

take place throughout the year. Ground and wall 

Albedo are, respectively, 0.25, and 0.5. 

 

4. RESULTS AND DISCUSSIONS 

 

4.1. Sun exposure:  The first phase begins with a 

solar exposure analysis for a central point in the 

middle of each configuration. 560 models were 

simulated. We sum the results at (Fig.2): 

• For the same H / W ratio and orientation, different 

configurations have the same duration of sunshine. 

• The E- W direction provides a long duration of 

sunshine either in winter than the summer. 

• NE- SW receives sun radiation mostly in afternoon 

to opposite the NW-SE witch receive sunshine in 

early morning. 

•The N- S direction receives the shortest duration of 

sun radiation in summer. 

Taking into account the cold and warm seasons, only 

the spaces included in the range 0.4 ≤ H / W ≤ 0.6, 

and oriented N-S satisfy our assumption related to 

solar radiation exposure. 

 

4.1. Outdoor thermal comfort:  to assess thermal 

comfort situations related in urban geometries within 

the above determined range 0.4 ≤ h / w ≤ 0.6.  

The largest ratio H/W = 0.1 of the open space S1 is 

compared  with the ratios from the  above determined 

  

N-S E- W 

  
NE-SW NW-SE 

Figure.2: Sunshine duration of H/W= 0.4 ratio 

geometry related to various orientations. 

 

range: 0.4, 0.5 and 0.6 corresponding, respectively, 

to deep open spaces S2, S3 and S4 (Fig.3) 
 

 
Figure.3: S1, S2, S3 and S4’s geometries. 

 

It may be noted, the length axes of these geometries 

are two times longer than there widths. 
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Figure 4, 5, 6 and 7 display spatial and temporal   

distribution of Tmrt and PET at the centre point of the 

four cases in winter and summer. 

We can notice the high resemblance between the 

Tmrt and PET variations since radiation is the main 

factor determining comfort in these closed spaces. 

 

4.1.1. Winter: At the night, the modeling Tmrt results 

showed a strong correlation between the H/W ratio 

and Tmrt, as proven by Andrade [21], due to the 

enclosure and reducing energy exchanges between 

the ground and the sky. The maximum Tmrt value,     

-0.1°C, occurs in the deepest station S4. Its difference 

with the station S1 is 5.7 °C (Fig.4). A strong cold 

stress is felt. PET values are 1°C in S4 and 3.4°C in 

S1 (Fig.5).  

 At 8h and 16h, i.e. an hour after sunrise (7h45 ') and 

an hour before sunset (17h 18'), the radiation balance 

is still negative, this explains the variations of Tmrt at 

the start and end of the day. The maximum difference 

between S1 and S4 is 1.7 °C at 8h and 1°C at 16h.  

When the spaces receive the direct radiations, in 

between 8h and 16h, the Tmrt values increase rapidly 

reaching their maximum at noon. The recorded values 

in the three stations S2, S3, S4 are almost identical, 

about 33.9°C.The difference is 2.5°C with station S1. 
 

 
 Figure.4: winter Tmrt Variations in open spaces. 

 

The PET values vary between 1.6 and 17 ˚C where 

the shallowest model S1 represents the highest 

thermal stress against the deepest profiles with a 

longer period of comfort (Fig.4,5). The maximum 

PET in S1 is 9.2 ˚C and in the S4 is 17°C. The 

decline of temperature for the two deeper spaces S3 

and S4 occurred much more sharply after 14h, about 

35°C, when the centre points are shaded from the 

solar rays by the surrounding vertical surfaces. at the 

hottest time of the day, the PET difference between 

S1 and S2 is 7.8 ˚C. 

The calculation reveals a negative correlation 

between the H/W and the PET (R2 = 0.96). this 

result demonstrates the interest deep geometries for 

human thermal comfort in winter. 

However, it should be mentioned that the PET 

evaluates the real thermal sensation without taking 

into account the adaptation by clothing that could 

restore thermal comfort.  

 

 
 Figure.5: winter PET Variations in open spaces. 

 

4.1.2. Summer results: In whole period of 

simulation, the patterns of Tmrt and PET are almost 

similar for the deep cases S2, S3 and S4. However, 

considerable differences are observed with the 

shallow case S1. 

 At the night time, The Tmrt differences   at the four 

stations are very low.  The highest value ,14 ° C, 

occur at 2h in  S4, the difference  is 1.3 ° C with S1, 

and only 0.4°C with the other stations. The 

maximum value recorded of the PET is 17.5° C in 

S1 corresponding to slightly cold and 18.6 ° C in the 

other three spaces corresponding to comfortable 

(Fig.1,7). The minimum PET is reached at 6h with a 

maximum difference of 3 ° C between S1 and S4. 

At 8h, Tmrt increases rapidly in the shallow space 

S1, almost 26.6 ˚C highest than the deep profiles 

since the centre area of them, is still protected from 

the direct radiations. It culminates at 16h, 70.1 ° C. 

However, during the critical period of 12h to 14h, 

the Tmrt in S1 is in average 6.4°C lower than the 

rest. These results are inconsistent with the amounts 

of the incident radiations on shallow   open space. 

It is explained by the differential heating of a ground 

surfaces and wind speed. In the three other stations, 

Tmrt increases at 10h and culminates at 14h with 

about 66.8 ° C value. A difference of 4 ° C with S1 

is observed. 

In the afternoon a rapid decrease is caused by the 

shadow projection of   walls on the receptors. This 

decrease   reached   at 18h: 35.9, 33.4, 32.1 and  

40.3°C in ,respectively, S4, S3, S2 and S1. These 
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results inform us about the shadow ability to decrease 

Tmrt and rapid cooling power of shallow 

configuration. The conditions are similar for all cases 

at the following time.  

 

 
 Figure.6: Summer Tmrt Variations in open spaces. 

 

As illustrated in fig.7, PET values of the four 

locations, at the daytime, is above the upper 

comfortable limit range of 23°C (Fig.1). 

 

 
 Figure.7: Summer PET Variations in open spaces. 

 

After 10h until 14h when solar radiation and ground 

radiation are at their maximum, The cooling capacity 

of the surfaces are reduced for high  ratio  

consequence of  important storage of  infrared 

radiations amplified by lack of effective ventilation 

(wind speed = 0 m/s) as proven by De Souza and 

Eliasson [22,23]. In this period, Station S4 has a 

maximum value of PET to 48.3 ° Corresponding to a 

state of extreme heat stress (Fig.1) against 63.3° C to 

station S1 at 16h with wind speed =  0.7 m / s. This 

reveals ability of the height ratios of urban spaces to 

reduce significantly the extreme changes in the 

thermal sensation. 

Nevertheless, Variances of PET between shaded     

and sunny areas, great reduced to the shallow space, 

just  2.1 °C during the period of overheating (Fig.8),  

 
Figure.8: maximum differences temperatures      

between shaded and sunny areas in summer time. 
 

reach 20°C for deep geometries, as found by 

Berkovic [17] providing so  several adjustment 

situations to the users. 

the calculation reveals a positive correlation between 

the H/W and the PET (R2 = 0.61). This results 

demonstrate the interest of deep geometries for 

human thermal comfort in summer, compared to 

shallows, even in the lack of ventilation. 

 

5. Conclusion 

 
Urban morphology has a discordant seasonal effect 

on thermal comfort, with demand for compactness in 

summer, to secure protection from the sun, and 

openness in winter to provide solar access.  

The focus of this research is on outdoor spaces 

exposed to direct solar radiations in the aim for 

estimating thermal ambience created only by its 

geometry according to its aspect ratio H/W.  

By assuming reasonable solar exposure conditions in 

rectangular open spaces for both  cold and hot 

seasons, a margin 0.4 ≤ H / W ≤ 0.6 combined with 

N-S orientation of the open space is determined by 

simulation. 

Comparison of   the thermal   environment provided 

by   these  ratios  with  a  shallow   space has  proven  

effectiveness   in winter. But providing high thermal 

comfort in summer time is hard to achieve in these 

fully exposed spaces to solar radiations during 

Overheated period. The interest of the geometry with 

high H/W ratio in the safeguarding of human 

thermal comfort is recognized only with the 

combination of a good ventilation of space. 

Besides the various thermal comfort situations   

offered by shaded  areas  in these deep spaces for 

user spaces,  a thermally comfortable duration could 

be substantially increased once the open spaces 

performance is  optimized through porosity of wind , 
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and dynamic solutions, such as trees, water 

pool,…etc.  

Future research will look at the thermal conditions of 

these latter and asses their effectiveness for improving 

the outdoor thermal performance even during critical 

hours of the day. It focuses also on the impact of 

urban open space geometry on the indoor thermal 

conditions and energy performance of surrounding 

buildings. 
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ABSTRACT 

This paper presents a numerical investigation of heat transfer and friction factor characteristics in a solar air 

heater channel fitted with upper corrugated surface/wall and baffle series placed on a lower wall along the 

length of the channel. The corrugated surface/wall characterized by heating corrugated surface ratio 

(HCSR) varied from 0 to 0.5. The baffle series defined by blockage ratio (BR) fixed in 0.5. The fluid flow 

and heat transfer behaviors are presented for Reynolds numbers based on the hydraulic diameter of the 

channel ranging from 8000 to 20000. The computations are based on the finite volume method, and the 

SIMPLE algorithm has been implemented. The present results show that the heat transfer rate and friction 

factor increase with the raise of Reynolds number. The best thermal performance factor observed at 

HCSR=0.5 tends to 2.7 at highest Reynolds number.  

KeyWords: corrugated surface, baffle, heat transfer, friction factor. 
 

 

INTRODUCTION 

Many thermal applications need a raised 

performance such as heat exchangers, solar 

collectors and other engineering’s installation. The 

feeble thermal efficiency of thermal applications 

due to the presence of laminar sub-layers decreases 

the thermal transfer execution. For decades, one 

method using in various thermal installations is 

baffles or ribs placing in the cooling channels or 

channel heat exchangers because this ribs restrict 

development hydrodynamic and thermal boundary 

layers and create turbulence near the wall leading 

to an increase in thermal transfer rate. 

Several experimental and numerical investigations 

have been carried out to study the effect of several 

geometrical parameters in solar air heater channels 

or different ribbed ducts on heat transfer and 

friction factor. In general, the geometry parameters 

used for design of baffled or ribbed channels are  

the attack and orientation angle, channel aspect 

ratio (AR), blockage ratio (BR), baffle pitch ratio 

(PR) and baffle arrangement. 

The V baffle shape is presents in literature for 

generation of the vortex in channels. [1-5]. Singh et 

al. [6] used mathematical model for predicting the 

energetic efficiency of a solar air heater having the 

discrete V-down rib roughened absorber plate. 

They plotted the curves of optimum rib-roughness  

 

 

parameters. Lanjewar et al. [7] investigated expe 

rimentally the heat transfer and friction factor 

characteristics of solar air heater rectangular duct 

roughened with W-shaped ribs. They concluded 

that the Nusselt number increases whereas friction 

factor decreases. Promvonge et al. [8], Sriromreun 

et al. [9] they showed that the friction and 

enhancement factors dependent of the baffle height, 

pitch and Reynolds number.  For investigate 

periodic laminar flow and heat transfers in channel, 

Sripattanapipat et al. [10] proposed diamond-shape 

baffles with different attack angles (5 to 350). They 

found that the order of heat transfer enhancement  

is about 200%–680% for using the diamond 

baffles. However, this augmentation of heat 

transfer is associated with enlarged friction loss 

ranging from 20 to 220 times above the smooth 

channel. Dutta et al. [11] noted in an experimental 

work that the thermal transfer rate depends on the 

position, the orientation and the geometry of the 

second baffle. Promvonge et al.  Promvonge. [12], 

Promvonge et al. [13] led to a combination between 

the attack angle, and V-shape baffle, they showed 

that this combination increases in thermal transfer 

rate and associated friction factor for different 

values of blockage ratio 

The surfaces roughness in baffled channels is 

present in several experimental and numerical 

studies. Eiamsa-ard et al [14] examine numerically 
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to the turbulent forced convection in a two-

dimensional channel with periodic transverse 

grooves on the lower channel wall. The 

computations based on a finite volume method. 

They used four turbulence models: the standard 

k−ε, the Renormalized Group (RNG) k−ε, the 

standard k−ω, and the shear stress transport (SST) 

k−ω turbulence models. They found that the RNG 

and the k−ε turbulence models generally provide 

better agreement with available measurements than 

others and concluded that the k−ε model is selected 

to use in prediction of this complex flow. 

This paper presents a numerical investigation of the 

effect of the combination between the heat transfer 

corrugated surface and plate baffle on the thermal 

performances in a bi dimensional channel.  The 

corrugated surface/wall is characterized by heating 

surface corrugated ratio (hcs/lcs). The lower 

surface/wall fitted with plate baffle. For this design, 

the flow passes on the inferior baffles and creates 

recirculation, separation and reattachment zones on 

the upper surface/wall. 

 

FLOW CONFIGURATION AND 

MATHEMATICAL FORMULATION 

Baffle and channel geometry  

The system studied in this work is a bi-dimensional 

horizontal channel fitted with upper corrugated 

wall and baffle series placed on a lower wall along 

to the channel length (L) as shown in Fig. 1. The 

heating corrugated surface/wall characterized by 

heating corrugated surface/wall ratio (HCSR), 

where HCSR is the ratio between the height of 

corrugated surface/wall (hcs) and the length of 

corrugated surface/wall (lcs=H). For the upper 

wall, the dimensions is known where (e) is the 

baffles thickness fixed with 0.04H, b is the baffle 

height, H fixed with 0.05 m, is the height of 

channel and b/H is known as the blockage ratio 

(BR). The distance between the baffles is set to s in 

which s/H is defined as the spacing ratio (S) equal 

to H. These dimensions allow studying the effect of 

HCSR which varied between 0 to 0.5.  

 

 

 
Figure 1  

Problem geometry 

Governing equations 

A computer code is used to perform numerical 

simulations of  incompressible  turbulent  flow  bi-

dimensional horizontal channel fitted with upper 

corrugated wall and baffle series placed on a lower 

wall according to the length of the channel by 

solving the Reynolds averaged Navier–Stokes 

(RANS) equations and the energy equation. 

 
Continuity Equation  

 
𝜕

𝜕𝑥𝑖
(𝜌𝑢𝑖) = 0                   (1) 

 

Momentum equation 

 

𝜕

𝜕𝑥𝑖
(𝜌𝑢𝑖𝑢𝑗) = −

𝜕𝑃

𝜕𝑥𝑖
+

𝜕

𝜌𝑥𝑖
[𝜇 (

𝜕𝑢𝑖

𝜕𝑥𝑗
− 𝜌𝑢𝑖

′𝑢𝑗
′̅̅ ̅̅ ̅)]    (2) 

Where u' is a fluctuating component of velocity.   

 

Energy equation 

𝜕

𝜕𝑥𝑖
(𝜌𝑢𝑖𝑇) =

𝜕

𝜌𝑥𝑗
((𝛤 + 𝛤𝑡)

𝜕𝑇

𝜕𝑥𝑗
)     (3) 

The RNG k-ε model is very effective for prediction 

of heat Transfer and pressure loss in baffled 

channel. [3, 14]. The RNG-based k-ε turbulence 

model is derived from the instantaneous Navier-

Stokes equations, using a mathematical technique 

called “renormalization group” (RNG) methods.  

All the governing equations were discretized by the 

first order upwind numerical scheme, decoupling 
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with the SIMPLE algorithm and solved using a 

finite volume method. For closure of the equations, 

the RNG k-ε model was used in the present study. 

The solutions were converged when the normalized 

residual values were less than 10-5 for all variables 

but less than 10-7 only for the energy equation. 

The friction factor, f is computed by pressure drop, 

∆P across the length of the channel, L as 

 

𝑓 =
1

(
𝐿

𝐷
)

∆𝑃

𝜌𝑈2

2

      (7) 

 

For the thermal behaviors, the calculations 

based on the Nusselt number, is given by 

 

𝑁𝑢 =
1

𝐿
∫ 𝑁𝑢(𝑥)𝑑𝑥      (8) 

The thermal enhancement factor η is defined by 

 

𝜂 = (𝑁𝑢/𝑁𝑢0)/(𝑓/𝑓0)1/3     (9) 

 

Where Nu0 and f0 stand for Nusselt number and 

friction factor for the smooth channel, respectively. 

 

Grid independence test 

The different computational domains are resolved 

by triangular meshes. For this channels flow, 

irregular grid was applied throughout the domain. 

Grid independent solution is obtained by 

comparing the solution for different grid levels. It 

is found that the difference in heat transfer 

coefficient between the results of grid system of 

about 87.600, 94.100 and 110.200 cells which is 

less than 2%. Considering both convergent time 

and solution precision, the grid system of 87.600 

was adopted for the computational models. 

 

RESULTS AND DISCUSSION 
 

Verification of results for smooth    channel 

 

The verification of results in this work based on the 

Nusselt number and friction factor obtained from 

the present smooth channel are compared with 

Dittus-Boelter and Blasius correlations, 

respectively.  

 

𝑁𝑢 = 0.023 𝑅𝑒𝐷
0.8 𝑃𝑟0.4   For Re ≥ 104             (10) 

f = 0.316 Re−1 4⁄    For 2.103 < Re < 105               (11) 

 

Fig. 2a and b show, respectively, a comparison of 

Nusselt number and friction factor obtained from 

the present study with those from Eqs. (10) and 

(11). In the figures, the present results reasonably 

agree well within ±2.9% and ±6.6% for both 

friction factor correlation of Blasius and Nusselt 

number correlation of Dittus-Boelter, respectively.  

 

FLOW STRUCTURE 

Figs. 3 and 4 shows that the flow front of the lower 

baffle separates in three recirculation zones: a large 

central recirculation zone or a central vortex, a 

small one at the corner behind the lower wall baffle 

and a small one at the corner in front of the upper 

wall baffle.  

 

a)    

b)  

Figure 2  

Verification of (a) Nusselt number and (b) friction 

factor for smooth channel  
 

              

a)  

b)   
Figure 3  

Corrugated surface effect on the flow structure: a) 

HCSR=0.1, b) HCSR=0.6 
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The central vortex or recirculation zone behind of 

the lower baffle causes the fluid to strongly rotating 

motion. For the corrugated surface/wall, the 

formation of reattachment point in the inferior part 

of corrugated surface/wall due to the flow 

acceleration in the zone to locate at the top of 

inferior baffles. The recirculation zone creates on 

the higher part of the corrugated surface/wall due 

to the separation of the flow on the lower part level 

of the corrugated surface/wall where the lower part 

plays a baffle role. Thus, the presence of the baffle 

leads to longer flow path and high strength of 

central vortex due to changing in its orientation. 

Fig. 3 shows the lower baffles and corrugated 

Surface/wall effect on the flow structure for the 

section 0.46 ≤ x/L ≤ 0.60. Fig 3.a shows the 

absence of recirculation zones on the upper wall 

(corrugated surface) caused by the absence of 

separation points. On the other hand, in Fig 3.b the 

vortex zones to appear clearly on the higher parts 

of corrugated surface/wall. 

 

 

a) 

 

b) 

 

c) 

 
d) 

 

 

e)

 

f)

 

Figure 4  

Axial velocity streamlines: a) HCSR=0, b) HCSR=0.1, b) HCSR=0.2, c) HCSR=0.3, d) HCSR=0.4,                   

e) HCSR=0.5, f) HCSR=0.6 

 

Fig. 4 presents axial velocity streamlines around 

baffle and  corrugated surface for the various 

geometry for the section 0.46 ≤ x/L ≤ 0.60 at Re = 

8000, blockage ratio (BR) and spacing ratio(S) 

fixed in 0.5 and 1 respectively. This figure exhibits 

the following phenomena: 

 Formations of the recirculation zones appear 

clearly in the large zone to locate between two 

successive baffles. 

 For the corrugated surface; the recirculation 

zones is appear in the first time from HCSR = 0.3. 

Thus, these zones clearly appear in the cases of 

HCSR = 0.4 and 0.5.This phenomena caused by the 

formation of separation points of the flow on the 

corrugated wall where the inferior parts of 

corrugated surface played the baffles role. 
 

HEAT TRANSFER 

Fig. 5 displays the variation of Nusselt number 

ratio, Nu/Nu0 with Reynolds number for different 

HSCRs. In the figure, the Nusselt  number  ratio  

tends  to  increase  with  the  rise  of  Reynolds 

number from 8000 to 20,000 for all HSCR values. 

The higher HSCR value results in the increase in 

the Nu/Nu0 value. The use of the corrugated 

surfaces/walls with the BR = 0.5 achieve heat 

transfer rate of about 0.9–6.8 times higher at than 

the smooth channel with no baffle with Reynolds 

number values.  
 

 
Figure 5  

Variation of Nu / Nu0 with Reynolds number for 

various baffled channels 
 

PRESSURE DROP 

Fig. 6 shows the variation of the friction factor 

ratio, f/f0 with the Reynolds number value and 

shows that the friction factor ratio tends to increase 
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with raising in the HSCRs and Reynolds number. 

The corrugated surfaces provide a considerable 

increase in the f/f0 than the heated plate wall at the 

same operating condition.  

 

 
Figure 6  

Variation of f / f0 with Reynolds number for 

various baffled channels 

 

But the friction factor of the  HSCR = 0 is larger 

than that the   HSCR = 0.1 case, caused by the 

improvement of the flow pass section between the 

inferior baffle extremity and the upper corrugated 

wall without change in the flow structure and 

increase in turbulence intensity. The friction factor 

for HSCR = 0.5 appears to be about 3-15 times 

higher than that for the smooth channel. 
 

PERFORMANCE EVALUATION 

 
Fig. 7 shows the variation of thermal enhancement 

factor for solar air heater bi dimensional channel 

fitted with plate baffle and heating corrugated 

surface/wall.  

 

 
Figure 7  

Thermal enhancement factor for various baffled 

channels  
In the figure, the enhancement factor of both the 

HSCRs tends to increase with the rise of Reynolds 

number. The enhancement factor for the HSCR = 

0.1 presents a feeble value of enhancement factor 

and increase with the Re, indicating that the 

corrugation of heat transfer wall is advantageous 

with flow structure and heat transfer execution. For 

all the HSCRs; the enhancement factors vary 

between 0.8 and 2.7, depending on Reynolds 

number values. The case of HSCR = 0.5 present a 

better enhancement factor is about 2.7 at the 

highest Reynolds number.  

 

CONCLUSIONS 

A numerical study has been conducted to 

investigate air flow friction and heat transfer 

behaviors in a solar air heater channel fitted with 

upper heating corrugated wall and plate baffles 

placed on the lower wall. Numerical investigation 

effected for turbulent flow regime, where Reynolds 

number varied from 8000 to 20000. The results 

show that the Nusselt number and friction factor 

increases with the rise of Reynolds number and 

HSCR values. In general, the values of friction 

factor and Nusselt number are higher as compared 

to those for plate wall. This is due to change in 

flow characteristics because of plate baffle/heating 

corrugated wall shapes that causes flow separation, 

reattachments and generation of recirculation 

zones. The case of HSCR = 0.5 present better heat 

transfer rate is varied from 2 to 6.8 time depending 

with Reynolds number, however, this augmentation 

of heat transfer associates pressure loss from 3 to 

15 time compared with smooth channel.  The case 

of HSCR = 0.5 present a better enhancement factor 

is about 2.7 at the highest Reynolds number.  

 

NOMENCLATURE 

b           Baffle Height, (m) 

B          RBlockage ratio, (b/H) 

D          Hydraulic diameter, (m) 

f            Friction factor 

h           Heat transfer coefficient,  (W m2 K-1) 

H          Channel Height, (m) 

hcs        Height of corrugated surface,(m) 

HCSR   Heating corrugated surface ratio,   (hcs/lcs) 

GK        Turbulent kinetic energy production  

K          Turbulent kinetic energy, (m 2 s -2) 

kf          Thermal conductivity, W m -1  K -1 

lcs         Length of corrugated surface, (lcs=H),(m) 

L           Channel Length, (m) 

 

Greek letter 

η         Thermal enhancement factor 

ρ         Density, kg m-3 
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ABSTRACT 
 

Among bio-based materials, Sugar Alcohols (SA) are very promising Phase Change Materials (PCM) for 

thermal energy storage at low temperatures due to their low melting temperature, their high energy density, 

their high and stable undercooling allowing long-term storage with reduced thermal losses. When heating is 

needed, the storage system is discharged by activating SA crystallization and its discharge power depends on 

the SA crystal growth kinetics. This work aims at measuring and modeling crystal growth rates in undercooled 

melts of SA according to the temperature and determining the involved crystal growth mechanisms. Crystal 

morphologies and morphological transitions are also observed and discussed.

 

NOMENCLATURE 
 

ROMAN  LETTERS 

C1,2 Fit Parameters 

f fraction of interface sites (active growth 

sites) 

k Pre-factor 

kB Boltzmann constant 

L Diffusion jump distance 

R Universal gas constant 

v Crystal growth velocity 

T Temperature at the crystal-melt interface 

(bulk temperature) 

Tm Liquidus temperature 

T0 Working temperature (bulk temperature) 
 

 
GREEK  LETTERS 
η Viscosity of the liquid 

ΔHls Latent heat of melting 

ΔSa entropy difference 

ΔT
 

undercooling Tm -T (with T, the temperature 

at the crystal-melt interface) 
 

ACRONYMS 
PCM Phase Change Materials 

SA Sugar alcohols 

TES Thermal Energy Storage 

 

INTRODUCTION  

Considering the current energy and economic issues, 

the development of new PCM for solar seasonal 

energy storage, matching building applications 

requirements, constitutes a technological challenge. 

Major assets of SA for these Thermal Energy 

Storage (TES) applications are their melting 

temperature (368-391K) which allows using cheap 

solar collectors, their outstanding energy density (4-

5 times superior to the water energy density on a 

seasonal basis), which can lead to highly compact 

systems, and their high and stable undercooling 

allowing long-term storage with reduced thermal 

losses. Crystal growth kinetics of SA are an 

important issue for TES applications and are studied 

in this work.  

 

MATERIALS & EXPERIMENTAL METHODS 
 

Samples: The crystal growth of four pure sugar 

alcohols (Erythritol, Xylitol, Adonitol and L-

Arabitol) has been studied in this work. Tab. 1 

summarizes their specific information. 
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Table 1 

Specific product information for the studied SA 

SA 
CAS 

number 
Provider 

Purity 

(%) 

Erythritol 149-32-6 Cargill 99.5 

L-Arabitol 7643-75-6 
Stanford 

Chemicals 
98 

Adonitol 488-81-3 Sigma Aldrich 99 

Xylitol 87-99-0 Roquette 98.43 

 

Their melting temperature and energy density are 

listed in Tab.2. The latters and other (viscosity, 

density, conductivity etc.) properties as well as their 

measurements are detailed in [1]. 
 

Table 2 

Melting point and Latent heat of the studied SA 
 

SA 

Melting 

Temperature 

(K) 

Latent  

heat 

(J/g) 

Erythritol 391 340.00 

L-Arabitol 376 230.00 

Adonitol 373 250 

Xylitol 368 267.00 

 

The sample consists in 300 mg of SA deposited on a 

microscope glass with no control of the thickness. 

This sample is prepared as follows: 1) the product is 

first molten in a vessel; and 2) the molten product is 

then poured on the glass slide. 
 

Experimental means: The main elements of the 

set-up are a CCD camera and a heating/cooling 

system for temperature control.  

The heating/cooling stage is a layered structure 

including, from the bottom to the top: i) a cooling 

element, which is kept at constant temperature during 

the experiments; ii) a flat heating element (80 mm x 

115 mm x 1 mm), which is an electric resistance (4.7 

Ω) placed between a copper layer and a layer made of 

kapton; iii) a metallic plate (80 mm x 115 mm x 10 

mm) which is provided with a K-type thermocouple 

for temperature control. The heating element is 

controlled to heat the sample according to a 

predefined temperature pattern, whereas the metallic 

plate acts as a thermal diffuser.  

The used camera is a high speed camera (Genie 

HM1024) and allows image capture rate from 0.1 fps 

to 117 fps in 1024x768 active resolution. The highest 

spatial resolution is about 4 µm. The set-up allows 

working temperatures ranges from ambient 

temperature to 200°C and a maximum cooling rate 

of 10°C/min. This set-up is also mounted on a 

vibration free solid support 
 

Experiments: The sample is initially in the liquid 

state at temperature below the melting point 

(undercooled melt) and the tests are carried at 

constant bulk temperature. The heating/cooling 

system is used to reach the selected working 

temperature (T0) on the aluminium plate and to keep 

it constant thereafter. The sample is then placed on 

the aluminium plate and we wait until thermal 

equilibrium is reached. The studied SA and the 

corresponding ranges of working temperatures are 

given in Tab.3.  
 

Afterwards, the crystallization is initiated with a 

small seed placed in the middle of the studied 

product. The small seeds used to activate the 

crystallization are carefully prepared: 1) the same 

product as the studied one is first molten in a vessel; 

2) droplets of it are deposited on a glass side 3) in 

contact with the glass slide, heterogeneous 

nucleation occurs generating semi-spherical 

crystallized droplets; 4) once crystallized, they are 

measured and only the ones of diameters ranging 

from 200 to 300 µm with a regular semi-spherical 

shape are used to activate the crystallization.  

 

Table 3  

List of the studied SA and the working temperatures 
 

SA Working temperatures 

Erythritol From 50°C to 110°C, every 5°C 

L-Arabitol From 40°C to 90°C, every 5°C 

Adonitol From 28°C to 93°C, every 5°C 

Xylitol From 30°C to 85°C, every 5°C 
 

Data treatment: The movies recorded during the 

experiments are then processed in order to determine 

crystal growth rates using the data processing 

developed in [2].  
 
RESULTS & DISCUSSION 
 

Crystal growth kinetics: The experiments carried 

out show that the SA crystal growth is interface-

controlled with diffusion-limited kinetics. The 

modern form of Wilson-Frenkel model for crystal 

growth hence applies and is written as follows [1,3]: 


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It is adapted to the crystallization rate of glass-

forming materials, where the mobility of the atoms 

limits the growth rate (diffusion-limited kinetics). In 

these materials a rearrangement of the configuration 

and positions of the other atoms in the liquid is 

required for an atom or molecule to join the crystal. 

This rearrangement process is therefore thermally 

activated with the same activation energy as the 

liquid diffusion and the decrease of the viscosity.  
 

Fig.1 presents the graphs of crystal growth velocities 

of the four studied SA according to the bulk 

temperature.  

  

  

  

  
 

Figure 1 

Graphs of crystal growth velocity vs. bulk 

temperature for a) Erythritol b) L-Arabitol c) 

Adonitol d) Xylitol. 

The crystal growth rate is zero at the liquidus 

temperature. As the temperature decreases, the 

growth rate increases to a maximum up to a 

temperature at which the term including the 

activation energy drastically increases. Below this 

latter temperature, the growth rate decreases as the 

activation energy term begins to dominate. 

Tab.4 shows the maximum crystal growth velocity, 

obtained using Wilson-Frenkel model, at the 

corresponding temperature for each SA. Erythritol 

crystallization appears to be much faster than the 

one of the other SA. Indeed, the crystal growth rate 

of Adonitol, Xylitol and L-Arabitol is two orders of 

magnitude inferior to Erythritol one. Adonitol is a bit 

faster than L-Arabitol and Xylitol. The obtained 

growth rates for Adonitol, L-Arabitol and Xylitol 

seem too low for the application. They lead to low 

heat release rates and too long discharge times. 

Erythritol presents very interesting crystal growth 

rates which could match the required energy 

discharge powers.  
 

Table 4 

List of the studied SA and the working temperatures 
 

SA 
Temperature 

(K) 

Maximum 

Growth velocity 

(m/s) 

Erythritol 351 435.2 

L-Arabitol 342 2.6 

Adonitol 341 8.6 

Xylitol 335 2.9 

 
 

Active growth sites & crystal morphologies: 
The modern form of Wilson-Frenkel model is used 

here to investigate the temperature dependence of 

a 

b 

c 

d 
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the fraction f of interface sites that are active growth 

sites. From Eq.1, we can hence write: 
 

2

( )
    

(2 / ) 1 exp

1
    exp

ls
B

m

a

v T
kf

H T
k T

RT T

S
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l R
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
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 

 


 

  
  

  

 
 
 

 (2) 

 

By assuming that the entropy difference, ΔSa, and the 

diffusion jump distance, l, are not functions sensitive 

to the temperature, the pre-factor k can be considered 

as a constant. Then, Eq. 2 can be used to analyze the 

temperature dependence of f. This equation can also 

be used to distinguish which mechanism controls the 

interface reaction, because f has a different 

temperature dependence for each mechanism. The 

mechanism of growth may be defined as the manner 

in which atoms or molecular groups attach to the 

growing crystal surface. Two broad categories of 

mechanisms can be distinguished: continuous and 

lateral. The continuous mechanism operates when 

molecules can attach to the crystal surface at 

essentially any site (rough surfaces), allowing the 

interface to advance uniformly. For continuous 

growth, f is generally assumed to be large and 

independent of the temperature. Lateral growth 

occurs when a crystal surface is essentially atomically 

flat (smooth surfaces). Two idealized types of lateral 

mechanisms can be distinguished: surface-nucleation 

and screw dislocation. In the surface-nucleation 

mechanism, it is assumed that molecules can attach 

only at the edges of one-molecule-thick-layer on the 

crystal surface. Each layer is initiated by one or more 

one-molecule-thick-nucleii. Its formation obeys the 

classical laws of nucleation kinetics. In such case, the 

density of active growth sites f depends on the 

density of growth sites provided by the nucleation 

process. However, defects in the crystal structure can 

help to form new layers, so that a nucleation process 

is not necessary for growth. For instance, a screw 

dislocation that ended at a surface provides a 

continuous step on a surface for growth. The fraction 

f of active sites for growth is now proportional to the 

undercooling [3,4].  
 

 

  

 

 

 
 

Figure 2 

Temperature dependence of the density of active 

growth sites. Plot of kf, the density of active growth 

sites vs the undercooling ΔT for a) Erythritol b) L-

Arabitol c) Adonitol d) Xylitol. 

 

 

a 

b 

c 

d 
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Fig.3 shows pictures of SA crystal morphologies at 

different undercooling degrees. 
 

Erythritol  

 
ΔT=10K, t=5s 

 
ΔT=80K, t=3s 

Xylitol 

 
ΔT=30K, t=172s 

 
ΔT=50K, t=235s 

a 
 

L-Arabitol  

 
ΔT=10K, t=517s 

 
ΔT=60K, t=150 s 

Adonitol 

 
ΔT=10K, t=50s 

 
ΔT=60K, t=59s 

b 

 Figure 3  

Pictures of the SA crystal morphologies at small (left 

raw) and high (right raw) undercooling degree: a) 

faceted dendritic morphologies b) dense branching 

morphologies 

Using the measured values for the crystal growth 

velocity v (data in Fig.1), the temperature dependence 

of f has been calculated using Eq. 2. As shown in 

Fig.2 (left side, inset), for all the studied SA, at small 

undercoolings (ΔT < 40 K), the fraction f of active 

sites for growth increases linearly with the 

undercooling, in accordance with the theory of 

growth on screw dislocations. Then the density of 

active growth sites increases dramatically. At small 

undercoolings the defect density determines the 

density of active growth sites and at large 

undercooling (ΔT > 50 K) another mechanism takes 

over. This second mechanism could be either surface 

nucleation or a continuous mechanism due to 

increased roughness of the edge of the steps or both. 
 

As it can be seen in Fig. 3, among the tested SA, 

Xylitol and Erythritol present faceted dendritic 

morphologies whereas Adonitol and L-Arabitol 

present dense branching ones. In both cases, the 

morphology of the crystal-melt interface is also 

changing with undercooling. At small undercoolings, 

faceted interfaces with large facets are observed for 

Erythritol and Xylitol and respectively large 

branches, for L-Arabitol and Adonitol. With 

progressively larger undercoolings, the size of the 

facets, respectively branches, decreases. At high 

undercoolings, the morphology of the interface is 

spherulitic and its roughness is probably also 

increased for all SA.  

In Fig.4 is represented the logarithm of kf against to 

the inverse of temperature. It can be seen that there 

is a quite good linear relationship between Ln (kf) 

and 1/T. Therefore, the following model has been 

adjusted to the data (red line in Fig.2): 
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The crystal growth velocity is hence approached by 
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Table 5 

Fit parameters for each studied SA 
 

SA C1 (mm-2) C2 (K-1) 

Erythritol 9.9043 108 8.4956 103 

L-Arabitol 4.2964 1010 5.8085 103 

Adonitol 8.0792 103 9.5747 103 

Xylitol 2.5890 109 6.5214 103 

 

The blue line in Fig.2 represents the crystal growth 

velocity calculated using Eq.4. The fit parameters 

are estimated and listed in Tab.5.  

The agreement with measurements is quite good. We 

notice the importance of a detailed analysis of the 

interface temperature when discussing the 

temperature dependence of experimentally 

determined growth rates. Indeed, the red line in Fig. 

3 corresponds to Eq.4 in which C1, C2 and v are 

obtained using the values of the bulk temperature. 
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Figure 4 

 Plot of ln (kf) vs the undercooling ΔT for a) 

Erythritol b) L-Arabitol c) Adonitol d) Xylitol. 

 

CONCLUSION 
 

A study of crystal growth kinetics of SA and of the 

involved mechanisms according to the temperature 

has been performed. The experiments carried out 

show that the SA crystal growth is interface-

controlled with diffusion-limited kinetics. The 

modern form of Wilson-Frenkel model, adapted to 

the crystallization rate of glass-forming materials, 

presents a good agreement with the measured 

kinetics. It has also been proved that SA growth 

mechanisms, kinetics and crystal morphologies 

depend on the bulk temperature. Increasing the 

undercooling degree lead to morphological 

transitions. SA interfaces are smooth at small 

undercoolings (screw dislocations) and become 

rough at high ones (either surface nucleation or a 

continuous mechanism).   

Regarding seasonal energy storage, the obtained 

growth rates for Adonitol, L-Arabitol and Xylitol 

seem too low (maximum velocities 2-9µm/s). 

Indeed, they lead to low heat release rates and too 

long discharge times. On the contrary, Erythritol 

presents very interesting crystal growth rates 

(maximum velocity > 400µm/s maximum). 

Therefore, Erythritol could be a very promising 

candidate for TES applications. The other studied 

SA could be used in seasonal energy storage 

applications but a method (such as bubbling, see 

ICOME 2016, A. Godin) to activate their 

crystallization in extended and highly spatially 

resolved areas would be required.  
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ABSTRACT  
The breakage and aggregation processes in batch systems had attained highly interest in applied mathematics 

and engineering fields. In this work, we developed analytical solutions of the particle breakage and aggregation 

using the population balance equation (PBE) in batch flow systems. To allow explicit solutions, we 

approximated the particle breakage and aggregation mechanisms by assuming functional forms for breakage 

and aggregation kernels. In this framework, the   Adomian decomposition method (ADM), variational iteration 

method (VIM) and homotopy perturbation method (HPM) were used to solve the population balance model. 

These semi-analytical methods overcome the crucial difficulties of numerical discretization and stability that 

often characterize previous solutions of the PBEs. The obtained results in all cases showed that the predicted 

particle size distributions converge exactly in a continuous form to that of the analytical solutions using the 

three methods. 

Keywords: Population balance model, Adomian decomposition method, variational iteration method, 

homotopy perturbation method. 
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INTRODUCTION 
Nonlinear integro-partial differential equations are 

encountered in various fields in applied 

mathematics[1,2] and engineering[3]. For example, 

population balance equation (PBE) is used to 

describe various kinds of phenomena such as 

crystallization[4,5], polymerization[6-8], aerosol[9], 

granulation[10–13], and biological [15] .  

The continuous distribution of particles for PBE in 

batch system is usually described by a number 

density function  tvn , , which represents the 

number of particles within a differential volume size 

range per unit volume of latex. The rate of change of 

the particle number density is described by a 

nonlinear integro-partial differential population 

balance equation for one-dimensional[16-18]    
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Here it is assumed that at any instant the number of 

particles  tvn ,  depends only on time and one 

internal coordinate, which is the particle volume v .  

where:  v  and  ,,vv  are the breakup and 

aggregation frequencies, respectively, and 

 dvvv  / ,  is the number of daughter particles 

having a volume in the range from dvvv    to  

formed upon breakup of the particle of volume
,v . 

The first two terms on the right hand side represent 

particle formation due to breakup and aggregation 

succeeded by two terms which represent particle loss 

due to breakup and aggregation. 

Numerical solution of the above PBE (1) is difficult 

due to the  integral and the non-linear behavior of the 

source term. There are only few numerical techniques 

available in the literature to compute the complete 

property distribution. Some numerical techniques can 

be found in the following literature [19-25], these 

series of papers on the available numerical methods 

were discussed up to the mid-eighties  to find 

efficient and stable numerical  methods for solving 

the population balance equation, such as the fixed- 

and moving pivot methods, Dual Quadrature Method 

of Generalized Moments (DuQMoGeM), and 

Cumulative Quadrature Method of 

Moments(CQMOM).  

In recent years, several methods have drawn 

particular attention, such as the Adomian 

decomposition method[26], the variational iteration 

method [27], and the homotopy perturbation 

method[28]. The main advantage of the techniques 

are the most transparent methods of solution of 

(PBEs) and can be coupled with an optimization 

algorithm to solve inverse problems of the estimation 

of  properties of building materials because they 

provide immediate and visible symbolic terms of  

both analytical  and numerical  solutions to  linear as 

well as nonlinear integro-partial differential 

equations without linearization or discretization. 

We propose in this work these three semi analytical 

methods as a novel converging sequence of 

continuous approximations to the particle number 

density function with new breakage and aggregation 

kernels, which  a solution to the PBE. 

THE ADOMIAN DECOMPOSITION METHOD 

In this section we consider the model equation of the 

form: 

),(tgNuRuuL                                          (2)  

where L is the linear operator usually containing the 

highest-ordered partial derivative wich is assumed 

to be easly invertible, R is the linear remainder 

operator and N represents the nonlinear term, and 

g(t) the source term.  

Operating with  
1L  on (2) and using the given 

conditions  we have the canonical form: 

 NuRuLuu  1

0                                         (3) 

The nonlinear operator Nu can be decomposed by 

an infinite series of polynomials given by  





n

nANu                                                          (4) 

where sAn

'
 are the Adomian polynomials given by 

0
0!

1























 




 i

i

i

n

n

n uN
d

d

n
A n=0,1,2,              (5) 

The Adomian decomposition method [26] assumes 

that the unknown function ),( vtu  can be expressed 

by the sum 

  .
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
i

iuu                                                             (6) 

The solution of the linear PDEs in the form (3) with 

the initial value  

),(0 vfu                                                              (7) 

can be determined by the series (6) with the 

Adomian recursion scheme 

  nnn ALRuLtvu 11

1 , 

  , .0  k                  (8) 

 

THE VARIATIONAL ITERATION METHOD  

Consider the following functional equation: 

 ,, txgNnLn                                                  (9)                                                       

where L is a linear operator, N a nonlinear operator 

and  txg ,  a source  term. 

According to the VIM, we can construct a correction 

functional as follows: 
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                (10) 

where   is a general Lagrangian multiplier which 

can be identified optimally via the variational theory 

and nn~  is a restricted variation which means 

0~ nn  [27]. Consequently, the solution is given 

by    txntxn nn ,lim,  . 
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THE HOMOTOPY PERTURBATION METHOD  

To represent the procedure of this method, let us 

consider the following function: 

Ω0,rf(r)A(u)                                          (11) 

with the boundary conditions 

Ω0,r)
n

u
B(u, 




                                        (12) 

where A and B are general differential operator and 

boundary operator, respectively. )(rf is a known 

analytical function and Ω  is the boundary of the 

domainΩ . 

After dividing the general operator into a linear part 

(L) and a nonlinear part (N), Eq. (11) can be 

rewritten as 

  .0)()(  rfuNuL                                  (13) 

According to the HPM, we construct a homotopy in 

the form 

               ,0; 00  rfvNpupLuLvLpvH

 

or 
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                                                                      (14) 

Where r  and  1,0p  is an embedding 

parameter, 0u is an initial approximation of Eq.(11) 

which satisfies the boundary conditions Eq.(12). In 

HPM, one can use the embedding parameter as a 

small parameter. Therefore, the basic assumption is 

that the solution of Eq.(14) can be expressed as a 

power series in p : 

 2

2

10 vppvvv                                  (15) 

The approximate solution of Eq. (11), therefore, can 

be readily obtained: 




210
1

lim vvvvu
p

                           (16) 

 

APPLICATIONS 

 

In all the following case studies, we will apply the 

Adomian decomposition method, variational iteration 

method and the homotopy perturbation method to 

solve the population balance equation, and present 

the analytical  results to verify the effectiveness of 

these methods. 

Aggregation only with multiplicative kernel 

  ,,, vvvv  and 
ven 0  

Consider the problem in the continuous system as 

given by Eq.(1) with   ,,, vvvv  : 
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 Homotopy perturbation  method  

To solve the Eq. (17) by the HPM, we can construct 

the following homotopy: 
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Substituting Eq. (15) into Eq. (18) and equating the 

coefficients of p with the same power, one gets  
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The corresponding solutions for the above system of 

equations are the series solution which is given as 
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 Variational iteration   method 

We apply variational iteration method to Eq. (17) 

where its iteration formula reads 
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From this scheme we calculate the solution 

components recursively as follows: 
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The general term for the two methods is: 
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Then the exact solution is given by: 
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where  HypergeometricPFQ is the generalized 

hypergeometric function. 

The above analytical solution is the same as that 

derived by [28] using the Laplace transform 

methods.It should be noted that the authors didn't 

find the exact solution of (17) for the same form of 

the aggregation kernel by the Adomian 

decomposition method and then gave only 

approximate series solution.  

Fig. 1 shows the particle number density for initial 

time, t=0.5 and t=1 are as predicted using HPM and 

VIM methods. Our graph shows that these semi 

analytical solutions are very close to the exact one, 

which was determined by the Laplace method [28].  
        

 

5.2. Breakage only 

In this section we consider the particle breakage 

with general frequency   kvv   and  daughter 

particle distribution  
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With   vvevn 0
 as an initial distribution. 

 

 Adomian decomposition method 
We find the solution to (28) by the recursive 

relationship of ADM as follows: 

             


















t

mm

v

n dttvnvdvtvnvvvvn
0

,,,,

1 ,, ,  /

m=0,1,2...                                                       (31) 

Then, the first few terms of the decomposition series 

are given by 
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 Variational iteration   method 
Following the same procedure as VIM’s for 

calculating the Aggregation, we obtain the following 

iteration  
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determined. The general term of the series of the two 

methods  is given by 
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The exact solution is obtained as 
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It should be noted that we have treated only the 

problems with exact solutions. However, an 

approximate solution can be obtained for any 

breakage and aggregation kernels if the solution of 

the problem exits. 

Fig. 2 presents the comparison of the number density 

distributions at time t=0.05 for the cases of k=2 and 3 

corresponding  respectively to the parabolic and 

cubic breakage rates. Clearly this comparison shows 

that the parabolic breakage rate gives much 

production of particles than for cubic breakage rate. 

 

. 
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Figure 1. Aggregation with product kernel, and an 

exponential feed distribution. 
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Figure 2 .Breakage with parabolic and cubic 

breakage rates at t=0.05, and an Gaussian feed 

distribution. 

CONCLUSIONS 
In this paper, Adomian decomposition method 

(ADM), variational iteration method (VIM) and 

homotopy perturbation method (HPM) have been 

successfully applied to find the solution of the 

population balance equation involving particle 

breakage and aggregation. Solution of population 

balance equation shows that the results of proposed 

methods are in agreement with each other. The 

results obtained here clearly show, that these semi 

analytical methods, are capable of solving 

population balance equation, without any restrictive 

assumptions or transformations, that may change the 

physical behavior of the problem. The comparison 

between VIM and HPM with Adomian 

decomposition method (ADM) shows that VIM and 

HPM are more effective and convenient to use and 

overcomes the difficulty arising in calculating of the 

Adomian polynomials that mostly require tedious 

algebraic calculations. Moreover, the VIM requires 

the valuation of the Lagrangian multiplier λ. It 

general these semi analytical methods can be widely 

used in mathematical, physical and engineering 

problems regarding to the classical methods, due to 

their simplicity and efficiency. 
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ABSTRACT 
To reduce the energy consumed by ventilation in a building is a critical task for the related researchers. 

Using the solar chimney effect to obtain the nature ventilation at day time is possible. Here a hybrid wall 

with PCM was provided, and the effect of the position of PCM in the hybrid wall on the solar chimney 

effect was studied. The thickness of PCM was 1cm, the air gap was 30cm and the power of the simulation 

solar light was 780W. The results show that when PCM was in front of absorber, the temperature of the air 

in the gap was higher than that of the air with a PCM behind the absorber. As for the air velocity in the gap, 

when the simulation solar light was turn on, the air velocity with PCM in front of the absorb was higher 

than that of the air with PCM behind the absorb. While when the simulation solar light was turn off, the air 

velocity with PCM in front of the absorb was lower than that of the air with PCM behind the absorber It is 

interesting to guide the construction of the hybrid wall. 

 

Keywords Hybrid wall; chimney effect; PCM; nature ventilation; building energy consumption; 
position. 

NOMENCLATURE 
ṁ   the air mass flow rate, kg/s 

ρ    the air density, kg/m3 

V    the average air velocity at the hybrid wall 

cross-section, m/s  

 

INTRODUCTION  
The energy consumption of the ventilation is one 

important part of the total energy consumed by 

buildings, it is one of the feasible method to 

realize the nature ventilation by the solar 

chimney effect, which is one of the hottest 

research topics in the energy utilization [1]. In 

solar chimneys, the solar radiation is utilized to 

enhance the natural ventilation in buildings, 

which is resulted from the fact that the density of 

the air inside the solar chimney will be reduced 

for a temperature rise caused by the heat 

adsorption of the air. 

Some experiments and theoretical investigations 

have been carried out to study the effects of 

geometry, inclination angle and meteorological 

parameters on the ventilation performance of 

solar chimneys [2~6].But the nature ventilation 

resulted from the solar chimney effect has one 

critical shortage that there will be no nature 

ventilation at night when there is no solar light. In 

order to solve the problem, some researchers 

began to use the hybrid wall including the phase 

change materials (PCM) to improve the solar 

chimney effect. In the solar chimney, PCM is 

used as the heat storage. In day time, PCM 

absorbs heat and stores it, while at night, PCM 

releases heat and maintains the solar chimney 

effect. There are many kinds of PCM which can 

be used in the hybrid wall, including water based 

materials, salt hydrate, eutectic, paraffin, fatty 

acid and so on[7-8]. Different researchers carried 

out some studies on the chimney effect according 

to the thermal properties of PCM. Li and Liu [7-

10] experimentally and numerically studied the 

PCM (paraffin wax RT 42) solar chimney and 

obtained good agreements. They found that the 

application of high effective thermal conductivity 

of PCM can further improve the performance of 

the chimney under lower solar radiation. Liu [11] 

carried out the experiment of the solar chimney 

effect with different thickness PCM 

(Na2CO310H2O) and find the thickness had an 

important effect on the nature ventilation 

performance of the hybrid wall. While for the 

hybrid wall used as the heat storage, the position 

of PCM in the hybrid wall also has an important 

on the chimney effect performance. There is few 

study about that. At here, it focus on the effect of 

the position of PCM on the chimney effect. 

 

EXPERIMENTAL SETUP  
 

The experimental setup was installed in one large 

laboratory with a temperature of 20±2℃, The 

setup included two parts as shown in Fig.1 The 

first part was the chimney part including the 100 
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mm Polyurethane insulation, the 

PCM(Na2CO3·10H2O) layer, the absorber 

(10mm cement sand plaster), the frame for 

sensors, the glass and the experimental frame. 

The position of PCM and the absorber can be 

exchanged. The PCM layer can be adjusted 

according to the experimental requirement, in this 

paper the thickness of PCM was 10mm. The gap 

between the glass and the absorber can be 

changed from 5mm to 600mm. In the study, the 

depth of the gap was 300mm, the width was 

1000mm and the height was 1000mm also. The 

second part is the heating part. A solar simulator 

has been designed as the heat source to reproduce 

solar radiation in this experiment. The light 

source consists of 12indoor heating lamps (Model 

DAAIC) and the light intensity of the lamps is 

controlled by a contact voltage regulator (Model 

TDGC2-3) with a variable range from 60 V to 

160 V, in this study the voltage was 140 V 

(780W). The wavelength of the lamps is 

measured by USB200 fiber spectrometer and 

ranges from 0.34 µm to 1.03 µm. More details 

about the heating part was specified in reference 

[3]. The distance between the chimney and the 

solar simulator was 1000mm. 

 

 
1:100mm Polyurethane insulation; 2: PCM 

Na2CO3·10H2O; 3: absober (9.5mm cement 

sand plaster); 4:the frame for sensors; 5:glass; 

6:experimental frame; 7:solar simulator 

 

Fig.1 schematic diagram of the experimental 

setup 

 

In this study, the PCM was Na2CO3•10H2O for a 

low melting temperature with a melting 

temperature 360C. In the solar chimney, in order 

to avoid the component separation of 

Na2CO3•10H2O, it was divided into small size 

with a width and height of 30mm×30mm shown 

in Fig.2. 

 
 

Fig.2 PCM of Na2CO3•10H2O integration and 

the probes 

 

The measuring positions of the temperature, the 

air velocity were shown in Fig.3. In order to 

avoid the reveres effect at the gap outlet, the 

measuring position of the outlet was located a 

distance of 125mm from to outlet. In order to get 

the temperature distribution of different 

components of the solar chimney, 128 copper 

constantan thermocouples with an accuracy of 

±0.2℃ were used. As for the air velocity, the 

multichannel anemometer (Model 1560) with an 

accuracy of ±0.01 m/s was used, whose range is 

from 0m/s to 10 m/s. 

 

 
3-a cross section 

 
3-b lateral section 

Fig.3 measuring position of sensors 

1: insulator; 2: PCM; 3: absorber; 5: glass;  

:Temperature sensor;   :air velocity sensor   
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RESULTS AND DISCUSSION 
 

Comparison of the temperature development 

of PCM the absorber 

 

Fig.4 shows the temperature development of 

PCM the absorber at two different position of 

PCM. From 4-a, we can find that the temperature 

of the absorber was higher than that of PCM. The 

development of both of PCM and absorber 

increased quickly in a short time in the beginning 

three hours when it was being charged, and the 

absorber had a higher increasing rate than PCM 

had. The reason is that the absorber absorbed heat 

from the radiation firstly, but for its low heat 

capacity, so the temperature of the absorber 

increased quickly. Because PCM was behind of 

the absorber, so its temperature increasing rate 

was smaller than that of the absorber. After three 

hours heat charging, the temperature of PCM 

reached the beginning melting temperature, so 

the temperature of PCM almost kept at a constant 

value, while the temperature of the absorber still 

increased slowly. When the heat charging 

stopped, the temperature of the absorber was 

reduced quickly from 430C to 270C in one hour, 

and the temperature of PCM also reduced a little 

about 10C to reach the solidification temperature. 

When PCM reached the solidification 

temperature, both temperature of the absorber 

and PCM were kept at a constant temperature. 

After that, both of them began to reduce slowly to 

the environment temperature, but were always 

higher than that of the environment, which would 

resulted in the chimney effect after heat charging. 

From Fig4-b, it shown a different temperature 

development of the absorber and PCM compared 

to Fig.4-a. First, the temperature of the absorber 

and PCM increased quickly in one hour after the 

charging beginning, then the increasing rate was 

reduce. And after that, the temperature of PCM 

was kept at a constant value, while the 

temperature of the absorber still increased slowly. 

Then the temperature of PCM increased quickly 

to a constant value about 500C, and the 

temperature of the absorber still increased 

quickly. In Fig.4-b, PCM was fixed in front of the 

absorber, it was directly heated by the radiation 

heat. When the temperature of PCM reached the 

melting temperature, it began to melt. In 

theoretically, the temperature of PCM should be 

kept at a constant value. But when the radiation 

heat was larger than the melting latent heat of 

PCM, and the conductivity of PCM and the 

absorber were enough, the temperature of PCM 

would still increase slowly as in Fig.4-b. When 

the melting was finishing, the temperature of 

PCM increased again quickly until to reach the 

steady state. Because the absorber was behind of 

PCM, it's temperature was always lower than that 

of PCM, but it would be increased to get a 

balance between PCM and the absorber. When 

the radiation heat was stopped, the temperature of 

PCM reduced quickly, and there was not the 

solidification stage with a constant temperature. 

The main reason was that the convection heat 

was higher than the solidification heat. 
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4-a the heated surface temperature development 

of PCM and absorber when PCM was behind of 

the absorber at the height of 750mm 
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4-b the heated surface temperature development 

of PCM and absorber when PCM was in front of 

the absorber at the height of 750mm 

 

Fig.4 the heated surface temperature development 

of PCM and absorber 
 

The air temperature distribution in the air gap 

 

Fig.5 shows the air temperature distribution in the 

air gap from the absorber or PCM to the glass 

when the charging time was five hours. It will 

find that the air temperature in the gap when 

PCM was in front of the absorber was higher than 
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that of the air in the gap when PCM was behind 

the absorber. The main reason is that PCM stored 

more heat when PCM was in front of the 

absorber. From Fig.4, we can find that the 

temperature of PCM was higher than that of the 

absorber. And as for the glass temperature, both 

of them are almost the same. So under the effect 

of the coupling glass and the absorber or PCM, 

the air temperature will be different. When PCM 

was in front the absorber, it had higher 

temperature, so the air temperature in the gap was 

higher. 
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Fig.5 the distribution of the air temperature in the 

air gap 

 

The air velocity and the air mass development 

in the air gap 

 

Fig.6 shows the air velocity and the air mass flow 

rate development during the whole experimental 

time. For the air mass flow rate, it is calculated as 

equation (1). 

ṁ = ∫ ρ × V × dA =
A

0
ρ ×V × dA   (1) 

Where ṁ is the air mass flow rate, kg/s, ρ is the 

air density, kg/m3, V refers to the average air 

velocity at the hybrid wall cross-section, m/s. 

From Fig.6, it can be found the development 

tendency of both the air velocity and the air mass 

flow rate is the same, so the air velocity is 

analyzed. During the heat charging time, the air 

velocity increased continuously when PCM was 

in front of the absorber, and was higher than the 

value when PCM was behind of the absorber. 

From Fig.4, we have found that the temperature 

of the position of P2 with PCM in front of the 

absorber was higher than the temperature of the 

position of P2 with PCM behind the absorber, 

which meant a bigger temperature difference 

between the air in the gap and the wall surface. A 

bigger temperature difference will result a large 

chimney effect. So the air velocity in the air gape 

with PCM in front of the absorber was large, 

which also resulted in the larger air mass flow 

rate. During the discharging time, the air velocity 

with PCM in front of the absorber was lower than 

the value with PCM behind of the absorber, 

which meant a lower air mass flow rate as shown 

in Fig.6-b. During the discharging time, PCM 

was cooled quickly, and the stored heat was 

transferred in a short time at the beginning of the 

discharging. So during the whole time of the 

discharging, the temperature difference between 

the air in the gap and PCM surface was lower, 

and a smaller chimney effect was caused shown 

in Fig.6-b in the discharging time. 

From Fig.6, it provides a selection to arrange 

PCM in the solar hybrid double wall. If we want 

to adjust the nature ventilation resulted from the 

chimney effect, PCM should not be heated by the 

radiation heat directly. PCM fixed in the middle 

of the hybrid wall can store the heat effectively, 

and will discharge the heat a long time at the 

night which will result a stronger nature 

ventilation at night. 
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6-a the air velocity development 
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6-b the air mass development  

Fig.6 air velocity and air mass development 

 

CONCLUSIONS 
 

To improve the nature ventilation at night is an 

important way to reduce the energy consumed by 

the mechanical ventilation. Here the position of 

PCM in the hybrid wall on the chimney effect is 
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discussed, the temperature development, the air 

velocity development and the air mass flow rate 

development were discussed. By the experiments, 

we can conclude when PCM is heated by the 

radiation heat directly, The temperature 

difference between the heat surface and the air in 

the gap will be higher than the temperature 

difference of PMM behind of the absorber. If the 

density of the radiation heat is enough, the heat 

surface temperature of PCM will rise directly 

with a short time of constant temperature 

(melting temperature) depending the conductivity 

of PCM and the convection resulted from the 

chimney effect in the charging time. While in the 

discharging time, the heat surface temperature of 

PCM will decrease quickly without a time of 

constant temperature (solidification temperature). 

For a good energy storage, PCM should not been 

heated by the radiation heat. 
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ABSTRACT  
A numerical method to solve transfer equations in a thin phase change material (PCM) layer in contact with a 

solid material or a fluid is presented. This numerical method is applied to predict the heat transfer in a lid-

driven cavity which one of its vertical plane wall is covered with a thin layer of PCM. The mathematical and 

numerical modeling will be first presented, then the boundary condition associated to the PCM wall is 

formulated in term of “Signorini boundary condition”. The numerical method proposed to solve this 

formulation is validated by a test case. 
 

Key words: Forced convection, Lid-driven cavity, Heat transfer, Phase change material, Signorini problem. 

NOMENCLATURE 
 

Cp     = specific heat (J kg K-1) 

H    = height (m) 

Lm    = latent heat (J kg-1) 

Lref   = reference length (m) 

Num = average Nusselt number  

Nuc  = local Nusselt number  

Pr    = Prandtl number  

q”   = heat flux density (w m-2) 

qc    = non dimensional diffusive flux  

Q”  = non dimensional heat flux  

Re    = Reynolds number  

uref = reference velocity (m s-1) 

T   = temperature (K) 

Tm = melting temperature (K) 

 

Greek symbols 

 
ρ = density (kg m-3)  

µ = dynamic viscosity (Pa s) 

k = thermal conductivity (W m-1 K-1) 

α = thermal diffusivity (m2 s-1) 

ν = cinematic viscosity (m2 s-1) 

λ = liquid fraction  

ɵ = non dimensional temperature  

 

 

INTRODUCTION  

 

In the last decades the use of PCM has been 

extensive in various fields such as: building’s to 

improve their thermal inertia, thermal protection of 

electronic devices in order to limit the peak of 

temperature, increase battery life time, solar power 

plants, etc. The common goal of all these 

applications is the heat energy storage. Heat energy 

storage not only reduces the mismatch between the 

supply and the demand, but also improves the 

performance and reliability of energy systems, hence 

plays a crucial role in the future energy needs [1,2]. 

Phase change materials (PCMs) usually provide a 

large amount of heat, due to phase change during 

charging and discharging [3-5]. Due to the rise of 

computer-aided modeling, several numerical 

methods for solving phase change problems have 

been developed. A phase change problem is more 

generally characterized by a moving melting front 

which splits the domain into a liquid and a solid 

phase. The overall phenomena are described by heat 

transfer equations and involves latent heat terms. 

The well-known “Stefan problem” [6-8] which is 

well-studied since more than 100 years, illustrates 

this kind of phase change phenomena. Two types of 

numerical method have been developed to these 

problems. Firstly, the interface tracking of the 

melting front is based on Lagrangian description of 
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the interface. On the other hand, a derived 

formulation of the heat equation, namely enthalpy 

method [9-10], is based on a Eulerian description 

thanks to the introduction of the liquid fraction. In 

our work, we consider a PCM thin layer on the 

boundary of a fluid domain; we formulate this by 

means of “Signorini formulation” and we propose a 

new numerical method. The mathematical and 

numerical modeling is first presented and numerical 

results dealing with a lid-driven heated cavity which 

one of its vertical plane wall is covered with a thin 

layer of PCM is next investigated to highlight the 

potential of this method.  

 

ANALYSIS AND MODELLING 
 

Let us consider a lid-driven cavity containing an 

incompressible fluid (Fig-1). The left wall of the 

cavity is covered with a thin layer of PCM and is 

subjected to a pulsating heat flux. The top wall is 

moving with a non-dimensional velocity U, a 

constant temperature is imposed on the right wall of 

the cavity while the bottom wall is adiabatic (See 

Fig-1). The equations that govern transfer in the fluid 

by forced convection and conduction in the PCM 

layer are linked at the vertical wall by conditions of 

temperature and heat flux continuities. The Obereck-

Boussinesq approximation is used to relate density to 

temperature variation, and to link in this way the 

temperature field “ɵ” to the flow field [11,12]. The 

flow inside the cavity is governed by the Navier-

Stokes equations which are given in their non-

dimensional following form: 
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Figure 1: Lid-driven heated cavity 

 

In equations (1-4) the dimensionless parameters are 

based on: the length scales ;HLref  the reference 

velocity 
"

2
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Hg
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


 , and 1 refT , 

10  cTT , 



rP ;  



uL
Re  ;  

 

For heat transfer by conduction in the PCM layer, 

we assumed that its thickness is small in comparison 

with refL , its thermal inertia is neglected and the 

heat transfer occurs only in the normal direction to 

the vertical wall. A thermal balance at the interface 

fluid-PCM leads to:  
 

  '.  mc Lnjq     on  
PCM                                   (5) 

 

Where qc is the diffusive flux, j the imposed heat 

flux, n the outward normal, mL  the latent heat,   

the density, and '  the time derivative of the liquid 

fraction. So, the melting-solidifying model in the 

PCM is given by a system of inequalities:  
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This model can be divided into the two following 

models 
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Equations (7) describe the mushy-solid phase change 

and the equations (8) the mushy-liquid phase change. 

This boundary condition is similar to one of 

Signorini mechanical contact problem [12]. The 

literature revealed a recent numerical method of 

Signorini problem developed by Zhang and Zhu [13]. 

This method used to solve the Signorini boundary 

condition over the Laplace equation is based on an 

iterative method. This method is retained for this 

work.  

 

NUMERICAL METHODOLOGY 

 
Our boundary formulation is different from that of 

the Signorini boundary condition, developed by 

Zhang and Zhu by the lake of normal derivative term 

in our formulation. So, first we try to get closer to 

their formulation in order to use their iterative 

algorithm. Then, we proceed the time discretization 

of equation (5) expressed on equations (7) and (8). 

This discretization at each time step leads to the 

Signorini boundary condition on PCM  that is the 

PCM boundary of the solid part as follow as:  
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and the liquid part as follow as  
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(9) and (10) are indeed complementary. The special 

feature of this formulation is that the two parts are 

valid in the mushy zone, which allows us to exchange 

between the two parts. In the next section, we present 

the iterative algorithm of resolution for the implicit 

scheme proposed.  

The method of solving the boundary condition is 

based on the projection method presented by Zhang 

and Zhu [13]. They propose to introduce a fixed point 

equation to solve the non-linear boundaries. We 

present the resolution of the solid part. For a constant 

c>0, the equation of the solid phase is equivalent to 

the following fixed point equation:  

0)].([  nTbacTTTT mm                 (11) 

 

With )0,max(][ xx  . According to Zhang and Zhu, 

an iterative scheme is proposed as follows:  
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The iterative steps are: 

 

 

Step 1   

 

Initially, the boundary condition on PCM is set to 

mTT )0(
 and a first solution is guessed with 

solving the heat equation.  

 

Step 2 

 

The part of PCM  which is defined by 

 0).(, )()(  nTbacTTxS kk
mPCMd  

is computed. On this part, Dirichlet condition is 

prescribed while on its complement compared to 

PCM  Robin condition is considered.  

 

Step 3 

 

A new approximation of elliptic boundary value 

problem is computed:  
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Step 4  

If the convergence criterion  )()1( kk TT  is 

reached, the next liquid fraction 1n is updated and 

a new time step is performed. Otherwise go to step2. 

Regarding the liquid part of the boundary condition 

the calculation algorithm is the same, replacing a by 

a-1 in the algorithm. 

 

 

 



17 – 20 May 2016, La Rochelle, France 

666 Binous et al. 

VALIDATION 

 
In order to validate the proposed numerical method, 

we consider a one dimensional case which allows us 

comparisons with standard methods. So, we consider 

the heat conduction problem in a solid bar which the 

left end is covered by a thin layer of PCM. The 

temperature at the left end of this bar is imposed. 

Consequently, a conductive heat transfer takes place 

in the rod and there occurs a phase change 

phenomenon in the PCM layer. The transfer 

equations in the PCM thin layer and the rod are 

coupled by temperature and flux continuities at the 

interface rod-PCM. In the solid bar, heat transfer is 

governed by the unsteady heat conduction equation 

and in the PCM domain heat transfer is described by 

enthalpy method (Voller method) [14]. To validate 

our model, the average interface temperature 

calculated with our numerical method and the multi-

domain [15] are compared. Indeed, the testing 

physical model is a rod of length 10 cm with a 

thermal diffusivity α=2.61 10-4 m2/s. Computations 

are carried out with four PCM thickness (e=2 cm, 

e=1 cm, e=0.5 cm and e=0.1 cm). It should be noted 

that the heat energy stored is defined by                   

Lv × e=55000 J m /kg, is constant. It should be 

highlighted that our numerical code is able to 

reproduce the time evolution of the average 

temperature at the interface rod-PCM. The average 

interface temperature obtained by multi-domain 

method and by our method are very close as the PCM 

thickness decreases (Fig-2). This results validate our 

method for a thin PCM layer thickness. We can also 

observe that the phase change occurs at melting 

temperature of the selected PCM whatever the phase 

change as melting or solidifying.  

In the next section, this new boundary condition is 

applied in a fluid dynamic problem. 

 

The lid-driven cavity in figure (1) is considered now. 

Regardless the PCM boundary conditions, the 

Navier-Stokes equations are discretized by means of 

second order finite difference defined on a staggered 

grid. Then, the semi-implicit scheme of Adams 

Bashforth/Crank Nicholson is considered as time 

discretization. The velocity/ pressure coupling is 

overcoming by the projection method [16]. The 

method of solution for the linear systems resulting of 

these discretization’s is based on multigrid solver. We 

consider the numerical method dealing with the PCM 

heat transfer equation, which is coupled with Navier-

Stokes equations. Then, we consider a thin PCM 

layer on the left wall of the square enclosure.  

 

 

 

 
Figure 2: evolution of average interface rod-PCM 

temperature versus time.   

 

RESULTS AND DISCUSSION 
 

Computations have been performed for Prandtl 

number Pr = 0.7 as well as a rectangular heat flux 

function q"(t) which is applied on the left wall with 

a dimensionless frequency f=0.01. The figure 3 

presents the evolution of the average temperature 

versus time along the left wall and figure 4 the 

evolution of the local Nusselt number versus time at 

right wall for four Reynolds number Re=400, 

Re=600, Re=800 and Re=1000. The heat energy 

storage is set to 150000 J m/ kg. It can be see that a 

periodic behaviour is retrieved even if a PCM layer 

is added on the left wall. We observe a sinusoïdale 

evolution of the average temperature and the local 

Nusselt number versus time. For a Reynolds number 

Re=400, the amplitude of the average temperature is 

varying between 0.176 and 0.2 and for Re=1000 

between 0.12 and 0.168. The amplitude of the local 

Nusselt number for Re=400 is varying between 0.81 

and 0.92 and for Re=1000 is in the range 0.87 and 

1.12. So, if Reynolds numbers increase, the 

amplitudes of the average temperature and the local 

Nussuelt number increase. This evolutions during 

time remains in phase. It can be concluded that the 

variation of the Reynolds number has an impact on 

the amplitude of the average temperature along the 
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left wall and the amplitude of the local Nusselt 

number along the right wall.  

 
Figure 3 : Evolution of the left wall average 

temperature versus time.  

 

 
Figure 4 : Evolution of the right wall local Nusselt 

number. 
 

CONCLUSIONS 
 

A numerical method for predicting heat transfer by 

conduction in PCM layer and material as a rod or 

fluid is presented. The numerical method is suitable 

for heat transfer by conduction and convection 

transfer along a plane wall recovered by a thin 

thickness PCM layer. So, this numerical method can 

be easily coupled with different modes of heat 

transfer as conduction or convection. This numerical 

method has been applied first to a rod which one end 

is covered by a thin PCM layer and next to a lid-

driven cavity with a vertical wall covered by a thin 

PCM layer thickness on the left wall. It has been 

shown that the Reynolds number reduces the 

difference between the maximum and minimum 

values of the average temperature and the local 

Nusselt number. 
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ABSTRACT  
Latent heat storage units (LHSU) using phase change materials (PCMs) are very interesting for thermal energy 

storage applications due to their absorption / release of great amount of energy at a substantially constant phase 

transition temperature. However, the PCMs are characterized by a low thermal conductivity, which limits the 

heat exchange rate and slowed the melting/solidification rate of these materials. This paper presents a 

numerical investigation of heat transfer during solidification process of PCM in a rectangular LHSU unit 

through dispersion of high conductivity nanoparticles. The storage unit consists of a number of vertically 

oriented plates of Nano-enhanced phase change material (NEPCM) separated by rectangular channels in which 

flows a heat transfer fluid (HTF). A two dimensional mathematical model is considered to investigate 

numerically the LHSU thermal performance. The solidification problem was formulated using the enthalpy 

porosity method. The finite volume approach was used for solving equations. The numerical model has been 

validated by experimental, theoretical and numerical results available in literature. The effects of nanoparticles 

volumetric fraction on the heat transfer rate have been investigated. 

KEYWORDS 

Nano-enhanced phase change material (NEPCM), Phase change material (PCM), Nanoparticles, Latent heat 

storage unit (LHSU), Solidification, Enthalpy method. 

 

NOMENCLATURE 
c specific heat (J/kg K)  

d NEPCM slabs thickness (m) 

f liquid fraction 

g gravity (m/ 2s ) 

h volumetric enthalpy (J/ 3m )   

H height of the NEPCM slabs (m) 

k thermal conductivity (W/m K) 

m  HTF mass flow rate (kg/ s) 

Nc number of HTF channels 

p pressure (Pa) 

q heat charging rate (W) 

T temperature (° C) 

t time (s) 

u, v velocity components (m/ s) 

x, y Cartesian coordinates (m) 

w thickness of the HTF channels (m) 

Greek symbols 

α thermal diffusivity ( 2 / sm ) 

ϕ volumetric fraction of nanoparticles 

β coefficient of thermal expansion of liquid     

              (K-1) 

μ dynamic viscosity (N s/ 3m ) 

υ cinematic viscosity ( 2 / )m s  

ΔH latent heat of fusion (J/ kg) 

ρ density (kg/ 3 )m  

ψ stream function (m2/ s) 

Ψ dimensionless stream function (=ψ /αm,l) 

Subscripts 

e inlet 

f HTF 

o melting 

s solid 

l liquid 

m PCM 

n nanoprticles 

nm NEPCM 

INTRODUCTION  
Thermal energy storage systems (TESS) are 

practical to store heat and extend the operational 
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time of thermal systems. Among of such TESS, those 

storing heat using phase change materials (PCMs) 

have become an appealing method to conserve 

produced energy. These materials (PCMs) are 

becoming increasingly attractive because of their 

high storage density and their storage / release heat at 

a substantially constant temperature. However, their 

main disadvantage is the low thermal conductivity, 

which limits heat transfer exchange and causes poor 

melting / solidification rates. Latent heat storage 

systems (LHTS) using PCMs have been used in 

several applications such as solar heating and cooling 

[1-3], building envelopes [4-8] and electronic cooling 

[9-12]. Therefore, a number of studies on LHSS 

including experimental, analytical and numerical 

investigations were performed by many researchers 

for the last 20 years. 

 

De Gracia, Navarro [13] used a numerical model to 

study the thermal performance of a space heating and 

cooling system during the charge process. The 

studied storage system is composed of phase change 

material (PCM) panels placed inside the air chamber 

of a ventilated façade. Liu, Belusko [14] studied 

numerically the thermal performance of a flat slab 

phase change thermal storage (PCTS) unit stored 

thermal energy transferred from several heat transfer 

fluids (HTFs). They used a validated mathematical 

model to predict the HTF outlet temperature, liquid 

fraction and heat transfer rate during both charging 

and discharging processes. Osterman, Butala [15] 

used phase change material (RT22HC) as thermal 

energy storage to reduce energy consumption in 

buildings. The proposed storage unit consists of 30 

plates of PCM placed in a heat transfer fluid (air) 

flow. Bechiri and Mansouri [16] performed an 

analytical investigation of LHSS composed of several 

PCM flat slabs separated by laminar HTF flow. The 

results show that the obtained solution gives a good 

estimation during charging and discharging 

operational modes. Halawa and Saman [17] 

conducted a numerical study of an air LHSS 

consisting of a number of one dimensional slabs. The 

effects of air mass flow, air gaps, slab dimension and 

charge/discharge temperatures difference on the air 

outlet temperature and heat transfer rate of LHSS 

have been studied.  

In the best of knowledge of the authors, the 

solidification of nano-enhanced phase change 

materials (NEPCM) inside vertical slabs separated by 

rectangular channels through which HTF (water) 

flows has not extensively studied by researchers. The 

proposed work is motivated by the need to intensify 

heat transfer and accelerate discharging operational 

mode in latent heat storage units (LHSU) which can 

be integrated to solar thermal systems to extend 

their operational times and enhance their thermal 

performances. 

 

NUMERICAL MODEL 
The system under investigation consists of (Nc+1) 

vertical slabs of phase change material (PCM: 

Paraffin wax P116) dispersed with high conductivity 

nanoparticles (Al2O3), separated by Nc rectangular 

channels through which a HTF flows as shown in 

Figure 1a. A representative volume in the LHSU, 

which is repetitive, is chosen. The solution domain 

is shown in Fig. 1b. It consists of a NEPCM 

rectangular enclosure of width, d/2, and height, H, 

and a HTF channel of width, w/2. The LHSU 

contains a volume of 0.1 m3
 filled with NEPCM. 

The initial temperature of the superheated liquid 

NEPCM is 60°C. The mass flow rate and the inlet 

temperature of the HTF are 0.3 kg/s and 22°C, 

respectively. .The number of HTF channels in the 

LHSU is 10 and the width of each channel is 6 mm. 

Numerical calculations were performed for water as 

a HTF and Paraffin wax (P116) dispersed with 

nanoparticles (Al2O3) as a Nano-PCM. The thermal 

properties of HTF, PCM and nanoparticles (Al2O3) 

are summarized in Table1. 

The density, specific heat and latent heat of the 

NEPCM are defined as follows: 

(1 )   nm n mρ ρ ρ      (1) 

,

( ) (1 )( ) 

 p n p m

p nm

nm

ρc ρc
c

ρ
    (2) 

(1 )( ) 
 

 m
nm

nm

ρ H
H

ρ
         

(3) 

The dynamic viscosity and thermal conductivity of 

the NEPCM are given as follows: 

m
nm 2.5(1 )








               (3) 

nm eff dk k k                      (4) 

where keff is the thermal conductivity of the stagnant 

NEPCM and kd corresponds to the conductivity 

enhancement term which represents the Brownian 

motion. They are considered as follows: 

2k 2(k k )
k

2k (
k

k k )

k

k

  


  




n m m n

eff m

n m m n

   (5) 
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2 2

d p nm nk C ( c ) u v d        (6) 

Where dn is the diameter of nanoparticles (dn = 45 

nm) and C is  an empirical constant evaluated 

according to the work of Wakao and Kaguei [18]. 

The modeling of the thermal and flow characteristics 

of the LHSU is made using the governing 

conservation equation of energy for HTF, continuity, 

momentum and energy equations for NEPCM. The 

flows in HTF channels and liquid NEPCM are 

assumed laminar and two-dimensional. The HTF and 

liquid phase of PCM are incompressible and 

Newtonian. For the HTF (water) circulating in 

channels, the flow is assumed hydro-dynamically 

fully developed. The thermo-physical properties are 

assumed to be constant except for the density of 

liquid phase of NEPCM according to the Boussinesq 

approximation. The enthalpy–porosity approach was 

used for the formulation of phase change problem 

[19]. 
 

 
Figure 1 

(a) Latent heat storage unit (LHSU) 

(b) Computational domain 

 

 

Table 1 

Thermal properties of HTF, PCM and 

nanoparticles 

Property HTF (water) Paraffin Wax Al2O3 

Density 

(kg/m3) 

989 802 3600 

Specific heat 

(J/kg K) 

4180 2510 765 

Thermal 0.64 0.36(l),0.24(s) 36 

conductivity 

(W/m K) 

Dynamic 

viscosity 

(kg/m s) 

577×10-6 1.3×10-3 - 

Latent heat 

(kJ/kg) 

- 226 - 

Melting 

temperature 

(°C) 

- 47 - 

 
 

Consequently, the two dimensional system of 

equations can be expressed as follows:  

For HTF 

f f f f f
f f

T (v T ) T T
( ) ( )

t y x x y y

    
    

     
        (7) 

where 
2

f moy

3 x
v V (1 ( ) )

2 w / 2
  . 

For NEPCM 

Continuity equation: 

  
 

 

nm nm)nm nm
( v( u ) 0

x y
                                     (8) 

Momentum equations: 

     
  

  

   
     
    

nm nm nm nm nm nm nm nm

nm nm
nm nm u

( u ) ( u u ) ( v u )
t x y

u up ( ) ( ) S
x x x y y

   (9a)                   

     
  

  

   
     
    

nm nm nm nm nm nm nm nm

nm nm
nm nm v

( v ) ( u v ) ( v v )
t x y

v vp ( ) ( ) S
y x x y y

   (9b)     

Energy equation: 

nm nm nm nm nm

nm nm
h

p,nm p,nm

( h) ( u h) ( v h)

t x y

k kh h
( ) ( ) S

x c x y c y

     
  

  

   
 

   

               (10) 

with 


 



2

u m3
(1 f)S C u
(f b)

                                      (10a) 


    



2

v nm nm nm 03
(1 f)S C v g (T T )
(f b)

             (11b) 

nm nmh c dT                                (10c) 

h nm nm

f
S H

t


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
                                          (11d)  

a b 
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where f is the local liquid fraction and h is the 

sensible specific enthalpy. 
 

Initial and boundary conditions:     

f nm 0 nm nmt 0 T T T , u v 0                       (12a) 

fT
x 0 0

x


 


                                                      (12b) 

nm f
nm f nm nm

T T
x w / 2 k k , u v 0

x x

 
   

 
    (12c) 

nm
f e nm nm

T
y 0 T T , 0, u v 0

y


    


             (12d) 

nm nm
nm

T v
x w / 2 d / 2 0, u 0, 0

y x

 
    

 
   (12e) 

f nm
nm nm

T T
y H 0, 0, u v 0

y y

 
    

 
       (12f) 

RESULTS AND DISCUSSION 
The streamlines describing the flow field in the liquid 

NEPCM at times: t = 1min, 10 min, 34 min and 56 

min for ϕ=0% and 10% are shown in Figs.2a-2d and 

Figs.3a-3b, respectively. With the start of the HTF 

circulation between the slabs, a large anticlockwise 

cell develops and decreases in size as solidification 

progresses. It should be noted that compared to the 

case of ϕ=10%, the maximum value of streamline 

function is achieved for ϕ=0% which indicates that 

the dispersion of nanoparticles in PCM enhances the 

conduction and causes a decrease in the effect of 

natural convection. 

The temperature distribution in the liquid NEPCM at 

the same times: t = 1min, 10min, 34 min and 56 min 

for ϕ=0% and 10% are shown in Figs.4a-4d and 

Figs.5a-5b, respectively. At the early stages, the heat 

transfer is controlled by natural convection and 

therefore the isotherms are distorted in the liquid 

NEPCM. The effect of natural convection decreases 

with increasing time which promotes heat transfer by 

conduction mode. Consequently, the isotherms in the 

NEPCM enclosure become nearly parallel to the 

vertical heat exchanger wall. It should be noted that 

the comparison between Figs. 4 and 5 shows that the 

minimum temperature is achieved for ϕ=10%. 

The effect of the volumetric fraction of nanoparticles 

on the time wise variation of the liquid fraction is 

shown in Fig. 6. It can be seen, from this figure, that 

the liquid fraction decreases with increasing time. 

The results also show that the solidification time 

decreases with the increase of the nanoparticle 

volumetric fraction.  

The effect of the volumetric fraction of nanoparticles 

on the time wise variation of the heat transfer rate is 

shown in Fig. 7. As shown in Figure 7, the heat 

transfer rate goes through three stages. The first 

stage begins with the start of the discharge process 

where the heat transfer rate increases to reach a 

maximum value. Larger maximum value 

corresponds to higher volumetric fraction of 

nanoparticles. In the second stage, the heat transfer 

rate undergoes a nonlinear decrease until it reaches 

the zero value. In the third stage (steady state 

regime), the heat transfer rate remains constant and 

equal to zero. This behaviour is due to the fact that 

there is no heat exchange between HTF and 

NEPCM in this stage and the NEPCM temperature 

has become equal to the HTF inlet temperature. 

 

 
Figure 2 

Streamlines for ϕ=0% at (a) t=1 min, (b) 10 

min, (c) 34 min and (d) 57 min. 

 
Figure 3 

Streamlines for ϕ=10% at (a) t=1 min, (b) 10 

min, (c) 34 min and (d) 57 min 
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Figure 4 

Isotherms for ϕ=0% at (a) t=1 min, (b) 10 min, 

(c) 34 min and (d) 57 min 

 
Figure 5 

Isotherms for ϕ=10% at (a) t=1 min, (b) 10 min, 

(c) 34 min and (d) 57 min 
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Figure 6 

Time wise variation of the liquid fraction 
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Figure 7 

Time wise variation of the heat transfer rate 

 

CONCLUSIONS 
In the present research study, solidification of Nano-

enhanced phase change material in a rectangular 

latent heat storage unit (LHSU) has been studied 

numerically.  A mathematical model based on the 

conservation equations of mass, momentum and 

energy has been developed to investigate the effect 

of the volumetric fraction of nanoparticles. 

The following conclusions are drawn: 
 

 The dispersion of high conductivity 

nanoparticles in a pure PCM enhances 

the heat transfer rate; 

 The solidification time decreases with 

the increase of the volumetric fraction 

of nanoparticles.  
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ABSTRACT 
This work is based on the approach of a numerical study of the thermo physical property of the hollow brick 

used in buildings.  

This material is filled by a material with phase change (PCM) that is proposed to increase the thermal inertia of 

the walls in buildings. Numerical calculation using in this study is based on the finite elements methods which 

make possible to determine thermo physical property such as effective thermal conductivity and heat capacity 

equivalent. 

 

KEYWORDS: hollow brick, PCM, Thermo physical properties, finite element method 

 

 

NOMENCLATURE 
 : Specific heat capacity (J/kg·K)                                               

 :   Temperature (K)                                                                     

 : Latent heat of fusion, (J/kg)                                                    

  : Thermal conductivity W/m.K                                                 

 : Density (kg/m3) 

f : The melted fraction 

t  : Time (h) 

  : Flux density (W/m²) 

w  : Thickness of material (m) 

 

Subscript                                                                                      
     : Liquid                eff  : Effective 

    : Solid                    e  : equivalent                                                                    

is   : Inside                    : Melting point     

os  : Outside                  

 

INTRODUCTION 
Nowadays, energy and environment are the two keys 

in the development of human beings. 

Energy production and consumption is the main 

driving force of all urban and industrial activities.  

More than 80% of world energy is provided by 

combustion of fossil fuels. 

In addition, 16% of the total energy consumption is 

provided by nuclear power and the remaining 4% 

includes other forms, such as hydro, wind and solar 

energy. It is worth to note that a well developed 

country with enormous energy sources and proper 

energy management systems can have an improved 

economic status than its neighboring developing 

countries. On the other hand, it can be seen that the 

demand for energy will tend to grow as the 

economies of the developing world rises 

simultaneously. 

To overcome these problems that are facing the 

world today, in the twenty-first century, some 

measures have been taken by the industrialized 

countries. So The Europe 2020 strategy sets three 

objectives for climate and energy policy, to be 

reached by 2020 [1].  

 Reducing GHG emissions by at least 20 % 

compared with 1990 levels;  

 Increasing the share of renewable energy in 

final energy consumption to 20 %; and  

 Moving towards a 20 % increase in energy 

efficiency.  

The achievement of these objectives through a 

reduction in energy consumption and the increased 

production of energy called "renewable" (solar, 

geothermal, wind etc ...).  

The building (residential and tertiary sectors) in 2010 

consumes about 40% of total world energy [2]. In 

Algeria, the proportion is 39% and the construction 

sector is the largest consumer of energy [3]. Much of 
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this consumption comes from heating and cooling 

systems which ensure a compatible internal 

temperature with comfort conditions. 

From this perspective, it is timely to propose systems 

for correcting the thermal design of buildings to 

obtain situations of well being. Among the proposed 

solutions: wall insulation and roof [4], the use of 

light colors on the external surfaces [5], and the use 

of energy storage devices in the building structure 

[6]. This last technique requires the phase-change 

materials (PCMs) and offers the opportunity to 

achieve good energy efficiency and also reduce the 

environmental impact associated with the use of 

conventional energy. 

The advantage of the integration of PCM is to allow 

the storage of a large amount of energy as latent heat 

in a small volume through the melting of these 

materials, then return in an ambient medium to 

solidification.  

Indeed, a perfect knowledge of thermo physical 

properties of a PCM and the measurement method 

are essential to properly analyze a storage system by 

latent heat, validate models and predict the 

effectiveness of PCMs [7]. According to some 

authors, the data provided by the manufacturer may 

sometimes be incorrect and usually optimistic [8]. 

Initially, this work is based on the presentation of a 

numerical study to determine the proprieties thermo 

physiques of this material proposed for building 

walls with using COMSOL [9] based on the fine 

elements method. 

 

DESCRIPTION OF MATERIALS: 
The PCM is introduced during its manufacture in the 

cavities of a hollow brick. The hollow brick consists 

of 8 holes as dimension (thickness, width, length) 

10x20x30 cm. For the cavity in this material has a 

parallelepiped section (3.5 x 3.5 cm²) and 30 cm in 

length (Figures 1). 

 

 
Figure 1 

Hollow brick wall  

 

The PCM used in this study is paraffin (n-

octadecane). 

The composition of the paraffin-polymer mixture is 

optimized so as to completely eliminate the potential 

leakage of the PCM in the liquid state. To the 

melting phase, the onset temperature is 26 ° C; the 

temperature at the peak is 27.6 ° C and latent heat of 

fusion is 243.5 kJ / kg.  

These values are consistent with the results already 

achieved and those in the literature [10]. The thermo 

physical characteristics of hollow brick and PCM are 

shown in Table 1. 

In this study, the heat transfer is considered in 

one dimensional. The material is assumed 

homogeneous and isotropic. All thermo physical 

properties were kept constant but may be 

different in the liquid and solid phases 

(conductivity and specific heat) and no 

convective heat-transfer in the liquid PCM 

phase. 
Table 1 

 Characteristics of PCM and hollow brick 

 

 
 

Density 

(kg/m3) 

Thermal 

Conductivity 

(W/m.K) 

heat 

capacity 

(J/kg·K) 

PCM 

(solid)  

 

865 
 

0.358 
 

1934 

PCM    

(liquid) 

 

780 
 

0.148 
 

2196 

hollow  

brick 

 

1600 
 

0.7 
 

840 

 

The mathematical formulation of this problem 

following the implementation of the enthalpy balance 

is: 

2

2

x

T

t

f

f
L

t

T
C














                    (1) 

With: ɛ=0: The case of a construction or PCM 

material (liquid or solid phase). 

 ɛ=1: PCM molten at T =
m

T ,  

The equations of the system (1) above, associated 

with the boundary conditions (internal and external 

surfaces) is solved numerically using the finite 

element method (COMSOL).  
The indoor environment is still considered held at a 

constant temperature C
is

T   20 . On the outer face 

of the wall is imposed a linear increase in 

temperature from 20 ° C to 50 ° C for 15 hours (up 

shift = 2 ° C / h) then the temperature is maintained 

from the outside at 50 ° C for 9 hours. 
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NUMERICAL VALIDATION:  
Before presenting the numerical results, the 

numerical code is validated by comparison with 

an experimental solution available in the literature 

[11]. 

In this experimental work, they studied the phase 

change of the PCM in the melting and in the 

solidification process. 

In this validation we will take into account only 

the part of melting. The experimental setup 

consists to study an alveolar slab incorporated by 

PCM. This last is paraffin with melting point 

equal to 27°C. 

On the bottom face of the slab a linear rise is 

imposed in temperature of 20 ° C to 35 °C for one 

hour (Rate of rise = 1.25 ° C / hr) and then 

maintains the temperature of the bottom face at 

35°C for 6 hours. 

Their top side is in direct contact with the 

atmosphere of the laboratory room to C
is

T   20 . 

Figures 2 show the comparison between our 

numerical results with the results that were 

obtained in the experimental on the variation in 

the temperature of bottom and top surfaces of the 

slabs. 

 
Figure 2 

Temperature at the interfaces of the slab 

 

As shown in Figure 2, when the temperature is 

lower than 300 K (Temperature of melting), the 

numerical result agrees well with the 

experimental measurements but when the PCM 

transforms to its liquid state, we observed that the 

temperature deduced numerically increasing more 

rapidly than of the experimental. 

This difference can be explained by the presence 

of natural convection in the experimental cases by 

against we neglect its effect in our numerical 

study. 

In a general way, we see that our numerical model 

is valid to predict results which are closer to 

reality when the natural convection in the liquid 

phase of PCM will be neglect. 

RESULTS AND DISCUSSION 
To clarify the influence of PCM a comparative 

study was established between the temperatures in 

the two sides of the hollow brick. 

In the first case, the hollow brick is incorporated 

by PCM and in the second part is the reference 

case (material without PCM). 

The result of this comparison is shown in the 

figures 3. 

 
Figure 3 

Temperature variation surfaces   

 According to time 

 

It is found that the temperature level in the reference 

case is higher than the first case when material is 

incorporated by PCM for similar conditions.  

This numerical study clearly highlights the effect of 

PCM in the thermal inertia of this material.  

The variation of the temperature between two sides of 

the hollow brick with PCM is much slower than the 

reference case. This is due to thermal losses in the 

hollow brick during the melting of PCM. 

 

To calculate the thermo physical properties, it’s 

required to study the difference between the flux 

density in the both sides of the material incorporated 

by PCM and comparing it with the reference case. The 

result is presented in figures 4. 
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It is clear that the heat losses are very important in the 

hollow bricks with PCM compared to the reference 

case and this is due to the large accumulation of heat 

in this material. 

In the following of our work we are going to 

determine the equivalent values of thermo physical 

properties of the hollow brick with PCM. 

  
Figures 4  

The difference between flux density in the hollow 

brick with and without PCM 

 

For the equivalent specific heat: 
In our case we have only a fraction f  of the material 

changes therefore the equivalent heat capacity 

condition can be written: 

  
T

f
LCC fppe






                                 (2) 

fL  As the latent heat of change of state and f   is 

the melted fraction of material that changes state. 

  
Figure 5 

The equivalent thermal capacity of hollow 

Brick with PCM 

 

It’s observed a strong augmentation in peC  of the 

hollow brick during the process of melting of PCM. 

The value of peC   is varied from 300 K to 303 K 

(range of melting temperature). 

  
To determine the thermal conductivity in the solid 

state, it’s required to impose a temperature difference 

between two faces of the material until reaching the 

steady state. 

The relation below provides faster access to the value 

of the effective conductivity in the solid state: 

s

eff
T

w







                                      (3)          

 

w  : Thickness of material 

sT  : Temperature difference between 
os

T  and 
is

T  

when
os

T , 
is

T  <
m

T . 

 

In the same way, for the determination of the liquid 

conductivity, the material is subjected to a temperature 

difference. This time, the temperature levels in the two 

sides are higher than the melting temperature: 

l

eff
T

w







                                      (4)                                                                               

  

lT  : Temperature difference between 
os

T  and 
is

T  

when
os

T , 
is

T  >
m

T . 

 

The result of the effective thermal conductivity is 

shown in Table 2. 

 

TABLE 2 

 The effective thermal conductivity 
 

Effective 

Conductivity 

Brick +PCM 

eff  W/m. K 

phase solid 

 

0.5 

eff W/m. K 

 phase liquid 

 

0.33 

 

 CONCLUSION:  
A numerical simulation based on the finite element 

method was undertaken to study the thermal 

characteristics in the melting process of a phase 

change material (PCM 27) incorporated in hollow 

brick and compare it with the reference case (without 

PCM). 
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We noticed that the steady state is reached much 

later when the wall is filled with PCM. 

Paradoxically, the material being introduced is more 

heat conductive than the wall without PCM. This 

result is explained by a large accumulation of heat in 

the PCM particularly when phase change. 

This study demonstrated also the possibilities for 

thermal characterization of materials containing 

phase change materials from a numerical simulation. 
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ABSTRACT  
In the present work, the new extraction process of Détente Instantanée Contrôlée DIC  was studied, developed, 

optimized and  compared to the conventional hydrodistillation method for the extraction of essential oils of 

sandalwood. DIC was used as a thermomechanical treatment, DIC subjecting the product to a high-pressure 

saturated steam. The DIC cycle ends with an abrupt pressure drop towards vacuum, and this instantly leads to 

an autovaporization of sandalwood volatile compounds. An immediate condensation in the vacuum tank 

produced a micro-emulsion of water and essential oils. Thus, an ultra-rapid cooling of residual leaves occurred, 

precluding any thermal degradation. Response surface methodology RSM was used with a 2-parameter 5-level 

Design of Experiments (DoE). The structure with a slight destruction of cell walls after DIC treatment. The 

operating parameters (independent variables) were the treatment time t, and the number of pressure drops C, 

whilst the main response was the extraction of extraction efficiency EE of volatile compounds. RSM Statistical 

analysis allowed comparing this process with conventional hydrodistillation unit operation in terms of total 

yields of essential oil. The most important differences between the two essential oils were reflected in the 

yields, with 1.14 as against 1.23 g EO/100 g of raw matter, and in the extraction time, with 5 min as against 24 

hours for respectively the DIC and the hydrodistillation operations. These differences have been previewed 

through the fundamental analysis based on both concept of thermodynamics of instantaneous transformations 

and calculation of the volatility as well as on Darcy similar transfer law was used to explain the main results. 

KEY WORDS: Intensification, Instant Autovaporization, Volatility, Instant Controlled Pressure Drop DIC, 

Distillation Paradoxical Stage 

 

INTRODUCTION  
Sandalwood is considered one of the most valuable 

trees in the world (1), Sandalwood oil is an essential 

oil obtained by the distillation of the heartwood and 

roots of the plant Santalum album (family – 

Santalaceae). S. album is a hemiparasitic tree of great 

economic value, growing in Southern India, Sri 

Lanka, Australia and Indonesia. Its trunk contains 

resins and essential oils particularly the α and  β 

santalols, santalenes and many other minor 

sesquiterpenoids (2).These sesquiterpenoids are 

responsible for the unique sandalwood fragrance. A 

number of aromatic and phenolic compounds have 

also been identified in the oil S. album (3). The 

quantity of oil produced in a tree varies considerably 

according to location (environmental factors) and age 

of the tree, even in nearly identical growing 

conditions (2). It should also be noted that santalol 

composition can vary depending on the method of 

oil extraction, sections of a single tree. The 

international standard (ISO 3518, 2002) for 

sandalwood oil and similar authorities stipulate a 

minimum of 90% w/w santalol (as free alcohol) in 

the oil (4).  

Sandalwood oils are essential oils commonly used 

as fragrances for body oils and incense as well as in 

medicines and cosmetics. Sandalwood oils have 

many well-known health benefits in traditional 

medicinal systems such as Ayurveda, as antiseptic, 

antipyretic, antiscabietic, diuretic, expectorant, 

stimulant, and for the treatment of bronchitis, 

dysuria, urinary infection, and in gonorrheal 

recovery. 

Sandalwood oils are usually extracted by steam 

distillation (5). However, solvent extraction can be 

performed on chips of sandalwood (6). It would 

present numerous disadvantages(5). Therefore, 
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various other alternatives were tested. Thus 

Marongiu and al.(7), Piggott and al (8) used 

supercritical or subcritical fluid for extracting and 

fractioning essential oils. Microwave-assisted 

extraction was also used as new innovative 

techniques (9). They offer some advantages regarding 

kinetics and preservation of the chemical 

composition, but as far as we know, no industrial 

development has been achieved and all applications 

are still at the laboratory or pilot scale. 

In this context, it was proposed to carry out a 

comparative study of the extraction of the essential 

oils of the sandalwood using two different methods: 

traditional hydrodistillation and the innovative 

technology of Détente Instantanée Contrôlée DIC 

(French, for instant controlled pressure drop). DIC 

was defined in 1988 (10) and has been studied, 

developed, optimized and used at industrial scale for 

various applications such as drying and 

decontamination, texturing, the extraction of non-

volatile molecules such as flavonoids (11) and of 

volatile compounds (12-15). In the present work, we 

studied DIC, as essential oil extraction process. A 

preliminary thermodynamic study allowed us to 

determine the relative or absolute volatility of each 

compound versus temperature. The hydrodistillation 

was performed as references to compare the DIC 

extraction yields and kinetics.  

 

MATERIELS AND METHODS  

Raw Material: The bark of the sandalwood tree 

used in this study, was provided by the company 

BAHAVE (Nantes, France). Its was originally 

from Australia and harvested in avril 2013. Its 

initial moisture content was 11 g H2O/100 g dry 

matter, with average diameter of 2mm. 

Assessment protocol: In the present study we had 

examine the effects of the total heating time (t) and 

the number of cycles (C) as DIC operating 

parameters (independent parameters), regarding the 

extraction efficiency EE considered as the main 

response parameter (dependent variable). The 

principle objective was to identify separately the 

impacts of evaporation and autovaporization 

phenomena. An experimental design was built 

intervening t and C; the first must be correlated to the 

evaporation process while the second one must reveal 

the effect of the autovaporization by itself. This 

investigation was achieved according to the protocol 

shown in Figure. 1. The treatments by 

hydrodistillation were performed as references to 

compare the DIC extraction yields and kinetics. An 

adequate statistical treatment of the data issued from 

the experimental work carried out in the present 

article allowed us to study, analyze, optimize and 

model the DIC extraction of essential oils. 

 

 

 

 
 

 

 

 

 

 

Figure.1.Protocol treatment of sandalwood 

chips oil extraction 

Hydrodistillation:The hydrodistillation equipment 

used was a modified Clevenger, in accordance with 

conventional hydrodistillation protocols, 50 g of raw 

material was immersed in 500 mL of distilled water 

in a 1 L distillation flask. The extraction of essential 

oils was performed out from the first drop of 

distillate until no more essential oil was obtained. 

The essential oil yield (Y) is defined as the ratio of 

the mass of the oil obtained (MEO) to the dry of 

sandalwood chips (Mdm): 

Y (%) =    (1) 

Laboratory scale (DIC) process: The reactor we 

used was a 18 l processing vessel with a heating 

jacket; thermal treatment in this vessel was achieved 

using saturated steam with a pressure varying from 

0,1 MPa up to 0,6 MPa, which means a temperature 

between 100 and 160°C. A 1600 l vacuum tank with 

cooling water jacket is connected with a water ring 

vacuum pump allowing the vacuum to be 

maintained at 5 kPa. A pneumatic valve ensures an 

“instant” connection between the vacuum tank and 

the processing vessel; it can open in less than 0.2 s. 

Some other valves control the flow of steam and 

compressed air within the processing vessel. (Figure 

2). 

DIC treatment:In the present study, the raw 

sandalwood was directly put in the DIC reactor-

processing vessel. After placing the raw material in 
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the treatment vessel and closing it, a first vacuum 

stage (about 5 kPa) was established in order to 

remove the air presented in the vessel and, thus to 

assure close contact between the surface of the 

sample and the steam to be injected just after (Figure 

3. phase c). 

 
 

Figure.2. Schematic diagram of DIC system. (1: 

boiler; 2: processing vessel; 3: quick pneumatic motion 

valve; 4: vacuum tank; 5: vacuum pump; 6: tank of liquid). 

 

High pressure saturated steam used in our case was 

0.6 MPa according to the experiment design (Table 

1), and the product temperature to 160 °C. This stage 

lasted 10–300 s and ended by an abrupt pressure drop 

towards a vacuum (5 ± 0.2 kPa) by opening the 

pneumatic valve V3 (Figure.2), which assured a 

decompression rate higher than 1 MPa s−1 

In our case, several DIC-cycles were carried out and 

atmospheric pressure was estabilished after the final 

pressure drop. Figure. 3 gives the flow-sheet of this 

treatment. In our case, during the total thermal 

treatment time (phases d of various cycles), a part of 

essential oils must evaporate; the instant pressure 

drops towards a vacuum would normally 

simultaneously provoke an autovaporization of a part 

of water and volatile molecules (essential oils), and 

an instantaneous cooling of the product immediately 

stoppes its thermal degradation. 

Statistical and experimental design protocol: 

Response surface methodology (RSM) method with a 

five-level central composite rotatable experimental 

design method was adopted. In the present study, the 

saturated steam pressure used kept constant at 0.6 

MPa and the two DIC operating parameters we 

studied were  the total heating time t, and the number 

of pressure drops C, (Table 1).  

Moisture content just before DIC treatment was 

maintained constant (11±0.3 g H2O/100 g dry 

matter). DIC treatment experiments were then carried 

out using the operating conditions described in Table 

3. 

 

 
 

Figure.3. Temperature and pressure history of a 

cycle of DIC extraction: (a) Sample at atmospheric 

pressure; (b) initial vacuum; (c) saturated steam injection 

to reach the selected pressure; (d) constant temperature 

corresponding to saturated steam pressure; (e) abrupt 

pressure drop towards vacuum; (f) vacuum; (g) releasing 

to the atmospheric pressure. Evolution vs time of the 

product and vessel temperatures (±0.5 ◦C) during a 1 

cycle-DIC treatment (16) 

Table  1 Independent variables used in response 

surface methodology at a fixed steam pressure value 

 

parameters 

Coded level 

-α -1 0 +1 +α 

number of cycles 2 5 12 19 22 

treatment time (s) 120 240 600 960 1080 

 

The statistical treatment of results was executed 

using the analysis design procedure of Statgraphics 

Plus software for Windows (1994, version 4.1, 

Levallois-Perret, France). Variance (ANOVA) was 

performed to determine significant differences 

between independent variables, and Pareto charts 

were introduced as well as general trends, response 

surface, empirical model coefficients, and R2 were 

determined. The dependent variables had concerned 

process performances : the response was expressed 

with a second order polynomial model of 

independent variables:  

 

   

where Y was the response, 

, ,  were the regression 

coefficients, C, t were the independent variables, ε 

was random error. Response surface methodology 

could be used to optimize the operating parameters 

by coupling various studied responses. 

The extraction efficiency EE considered as the main 

response parameter (dependent variable) was 

calculated from SPME analysis by summing the 

areas, carried out on untreated sandalwood chips 
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(raw material) and residual solid after DIC 

treatments, as: 

 

 

Analysis by GC/MS with solid-phase 

microextraction (SPME) :The volatile molecules 

present in the untreated solid samples, as well as in 

DIC treated samples were analyzed through SPME 

system (model CombiPal, CTC Analytics AG, 

Zwingen, Switzerland) connected with a GC–MS 

system. Comprising a Varian GC 3800. equipped 

with a capillary column VARIAN, with an apolar 

phase (polydimethylsiloxane) model VF-5ms  (30m× 

0,25 mm× 0,25 mm), was connected to a mass 

spectrometer Saturn 2100T,  equipped with a sample 

tray of the CombiPaL ( Cie Varian, Les Ulis, France). 

In this study, a 75µm CAR/PDMS Fuses Sillica fiber 

was used.The SPME parameters including the sample 

mass, extraction temperature, extraction time, and 

desorption time were respectively: 1 g, 70 °C, 30 min 

and 10 min. GC analysis conditions were optimized, 

with helium used as carrier gas, at a constant rate of 1 

ml/min. The column temperature was 70 °C for 6 

min; it increased to 120 °C at 15°C/min, from 120 to 

200 at 3 °C/min, and 25 °C/min up to 250 °C. The 

detection, and transfer temperature was 230 °C and 

250 °C respectively. 

Compounds were identified by comparing their mass 

spectral fragmentation patterns with those stored in 

the data bank MS from National Institute of 

Standards and Technology (NIST). For each 

compound on the chromatogram, percentage of peak 

area relative to the total peak areas from all 

compounds was determined and reported as the 

relative amount of that compound. 

 

RESULTS AND DISCUSSION 

Hydrodistillation: The study of the kinetics of 

extraction of essential oil by hydrodistillation 

reveals extraction increases with time to reach 

after 160 hours of extracting a level of stability. 

(Figure 4). 
The partial pressures of water and other volatile 

compounds inside the holes of the plant considered 

as porous material closely depend on the temperature 

 
Figure.4. Kinetics of hydrodistillation of 

sandalwood 

 

through the thermodynamic liquid/gas equilibrium 

of the mixture of the volatile molecules.(12) . 

Therefore we sought to determine the 

thermodynamic properties of liquid-vapor 

equilibrium of each compound of sandalwood. The 

vapor pressure at various temperatures of the 

various compounds was determined using the ACD / 

I-Lab (ACD / Labs 2010-2014). These data then plot 

the relative volatility of each compound relative to 

the water Figure 5. The results show a relative 

volatility whose evolution is significant depending 

on the temperature. Thus, in the field of 

hydrodistillation, the temperature is 100 ° C, and the 

relative volatility is less than 0.004. This aspect of 

very low relative volatility explains the low kinetic 

evaporation extraction. 

 

 
Figure.5 Relative volatility of sandalwood volatile 

compounds vs water 

 

Comparative extraction yields of 

hydrodistillation extraction and DIC: These both 

values of hydrodistillation and DIC yields were sub-

estimated, the first would be due to the condenser 

problems whereas the second would concern some 

amount of essential oils linked on the vacuum tank 

wall.  However, these values were able to prove the 

ability of DIC to extract very quickly much higher 

yields of sandalwood essential oils. 
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Table 2 Yield of essential oils obtained using DIC 

extraction in comparison with conventional 

hydrodistillation.  

 DIC   Hydrodistillation  

Yields (g 

EO/100 g dm) 
1,14   1,23  

Total heating 

time  
5min   24h  

DIC optimization statistical and experimental 

design protocol: As shown in Table 3, we performed 

a central composite experimental design. The number 

of DIC cycles and total heating time were taken as 

independent parameters it allowed analyzing and 

determing the importance of the Autovaporisation 

and evaporation respectively. The extraction 

efficiency EE% determined on each solid residue 

after DIC experimental design by SPME was 

considered as the main response parameter. 

The mathematical relationship obtained with the 

statistical package Statgraphics was a polynomial 

equation representing the quantitative effect of 

process variables and their interactions on the 

measured response EE. 

 

The response surfaces allowed us to represent the 

total effect of operative parameters. RSM 

optimization was used to show the impact of the 

operative factors in terms of extraction efficiency EE 

(Figure. 8). Thus, it was possible to identify the 

highest and the quickest DIC extraction process 

through the operation efficiency. Here, it was clear 

that the number of cycles (revealing the impact of the 

pressure drops) was the only factor to have a 

profound effect. 

The values of the coefficients of C and t were related 

to the effect of these variables on the response EE 

(Figure.6). A positive value represented an effect that 

favors the operation, while a negative value indicated 

an antagonistic effect. 

t : Total time of treatment

Standardized Pareto Chart for EE

0 2 4 6 8

Standardized effect

AB

A:t

AA

BB

B:C
+
-

C:Number of cycles

Figure.6 Standardized Pareto chart for EE (%) 

This mathematical relationship is listed below: 

 

EE (%) = 15,6644 - 0,0218008t + 4,54692C + 

0,0000199396t2 - 0,000341237tC - 0,0729185C2 

 

With R2 = 87,62% 

The optimized operative conditions with the goal to 

maximize the extraction efficiency EE was 

calculated as an optimum value of 77,17%, for 120 s 

as a total thermal treatment time t, and 22 as a 

theoretical value of the number of cycles C 

These t and C optimized values were substituted and 

used in experimental trials carried out at 0.6 MPa as 

saturated steam pressure P, total thermal treatment 

time t = 330 s, and C = 22 cycles, which means 15 s 

of thermal treatment time for each cycle. 
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Figure.7 The response surfaces to represent the total 

effect of operative parameters 

 

CONCLUSION  
The present research work confirmed the high 

relevance of DIC treatment as extraction process. At 

both fundamental and experimental points of view,  

this study allowed the DIC extraction process to be 

defined as a mainly autovaporization phenomenon; 

the contribution of evaporation to the extraction of 

essential oils was established to be very weak even 

negligible in the usual DIC processes. The natural 

structure of some plants such as sandalwood 

preve(7)nts an easy conventional essential oil 

extraction. The extraction performed by 

hydrodistillation (HD) showed that a slow process. 
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Table 3 DIC extraction trials with extraction efficiency  

 

 

1 2 3 4 5 6 7 8 9 10 11 12 13 

Total time (s) 600 1080 600 600 960 960 600 240 240 600 120 600 600 

Time per cycle (s) 50 90 27 50 51 192 50 48 13 50 10 300 50 

Number of cycles 12 12 22 12 19 5 12 5 19 12 12 2 12 

Efficiency (%) 47,54 48,32 69,51 40,97 71,03 38,06 63,22 31,28 67,69 55,34 59,92 15,43 50,12 
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ABSTRACT. A numerical and experimental study has been carried out to investigate the performance of a modular solar dryer using 

a parabolic trough collector to produce the required heat for drying agricultural products. The modular solar dryer consists of a 

parabolic trough solar collector, a water-air heat exchanger and a drying chamber. The solar concentrator system has been constructed 

and tested without tracking device. The parabolic trough solar concentrator was oriented north-south and tilted from the horizontal at 

an angle equal to the latitude of the location (Algiers latitude =36°). Tomato slices have been used in this study. The drying 

experiments have been performed for two air flow velocities and several air drying temperature in order to determine the drying 

velocity and the characteristic drying curve. A drying program based on thermal and mass balances on components of the cabinet 

dryer was developed and implanted in the TRNSYS software. Mathematical models describing the other components of the drying 

system are included in the TRNSYS library. Simulations are carried out for meteorological data of Algiers (Algeria). The results 

show that the parabolic trough solar collector gives drying air temperature in the range 60-90°. The air drying temperature, drying 

efficiency and collector system efficiency increases with increasing the flow rates of the air and water. The simulation results are in 

good agreement with experimental data. The discrepancies between experimental and numerical results are inferior to 8%. The drying 

duration required for reducing moisture from 80% to 10.5 % (Wet basis) is less than five hours and the drying efficiency is about 

80%.  

INTRODUCTION 

Various works have been reported on mathematical 

models and computer programs to simulate the 

performance of drying systems to estimate the solar drying 

curves and drying rate and investigate the efficiencies of 

the solar drying system. Equations for predicting the 

drying process and the air solar collector functioning are 

solved using numerical methods such as (Nodal method, 

Euler method, Finite element method, characteristic 

methods, etc.). Several researchers and engineers in solar 

drying technologies are conducted their own models to 

simulate the Various works have been reported on 

mathematical models and computer programs to simulate 

the performance of drying systems to estimate the solar 

drying curves and drying rate and investigate the 

efficiencies of the solar drying system. Equations for 

predicting the drying process and the air solar collector 

functioning are solved using numerical methods such as 

(Nodal method, Euler method, Finite element method, 

characteristic methods, etc.). Several researchers and 

engineers in solar drying technologies are conducted their 

own models to simulate the drying system behavior prior 

to their prototype implementation. The computer 

software's are used in engineering design to get simulation 

results of a solar system efficiently in a very short time, 

which consists of several connected components. A large 

number of drying parameters, calculations, tables and 

graphs can be carried out by computer programs that 

simulate theoretical approaches to be easily converted to 

practical works. The simulation software's such as 

(TRNSYS, SIMULINK-MATLAB, etc.), have the great 

advantage of increasing the prediction of the long-term 

(multi-year) performance of the solar system as proposed 

in this work. TRNSYS remains one of the most simulation 

software with flexible open source and facilitates the 

addition to the program of mathematical models not 

included in the standard TRNSYS library. There are many 

applications in the literature of this software in solar 

energy applications.  In the following we present some 

works which have used TRNSYS for conducting 

parametric studies to simulate the behavior of the drying 

systems and solar water heating systems. A.Gama et al. [2] 

performed a study in both design and construction of a 

parabolic trough solar concentrator 

without tracking the sun. The TRNSYS software was used 

to simulate the thermal performance of a system consisting 

of a closed loop (with water) and its use for heating 

sanitary water, storage tank with heat exchanger. The 

results showed that the outlet temperature of the fluid 

(water) does not exceed 100° C for several values of water 

flow rate. B.Ringeisen et al. [3] investigated the 

effectiveness of adding a concave solar concentrator built 

from low-cost, locally available materials to a typical solar 

crop dryer. The solar dryer is wooden structures covered 

with transparent plastic film and contains several wooden 

trays to withstand the tomato slices. The focal line of the 

concentrator is directed towards the solar dryer. The results 

would tend to show that the addition of a solar concentrator 

can help to increase drying efficiency by increasing drying 

rate of tomato slices and did not negatively affect tomato 

quality and reducing drying time by 21% compared the 
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direct mode solar drying system. N.Benaouda et al. [4] 

conducted a numerical and experimental study of an 

indirect forced convection solar drying system of bay 

leaves using a simulation program, written in FORTRAN 

and integrated to TRNSYS software. The TRNSYS 

software was used to simulate the thermal performance of 

the solar drying system composed of a solar collector, 

drying chamber and of an auxiliary heater. The results 

showed that the return on investment is about 2 years for a 

sale price of dried leaves equal to 4.02 (USD) per kg, a 

solar fraction and an efficiency of the solar collectors equal 

respectively to 60% and 75%. The useful heat gain 

currently can be achieved by using a flat-plate collectors 

and concentrators, since collectors’ efficiency depends on 

the irradiation, materials, heat transfer characteristics and 

ambient weather condition; the collector performances 

depending on these parameters was investigated by 

various authors [1-4]. In the case of a flat plate collector, 

the performance-related results depend principally on the 

absorber that heats the air flowing in its vicinity. Many 

works [5] show that adding a single or double panel of 

glass cover for greenhouse effect, in which air flows 

above, below, or both sides of the absorber plate and/or 

heat exchange absorber surface enhance the thermal 

performance of these collectors, that operate with an outlet 

air temperature between 10-30ºC according to a drying 

conditions [6]. However, in the case of a modular solar 

dryer with flat-plate solar collectors for heating the air 

drying, the air temperature, outlet the collector is not 

sufficiently high for an efficiency of the 

dryer. Consequently, these solar dryer systems are 

made by an auxiliary source to produce the required 

heat for drying agricultural products, usually electrical, 

with a high price and a precarious availability in 

agricultural areas. Without the auxiliary heating, the solar 

drying is slower, low flow rate to achieve the air 

temperature; collecting area is large enough to reach the 

desired temperature, etc.  To our knowledge, the most 

dryers for food products and vegetables work in optimum 

drying temperatures ranging between 60 and 85 °C [7].  In 

order to fulfill the requirements of the air drying 

temperature, the air mass flow rate must be decreased, 

usually causing a   significant decrease of the performance 

of solar collectors. In addition, during the day the outlet air 

temperature of the  flat plate solar collector evolution has 

a bell shape with  a maximum value  at midday (solar time) 

[8]. The drying performance is depending generally on the 

drying conditions such as air temperature or flow rate and 

collector efficiency can be enhanced by using, for instance, 

a system composed of  a parabolic trough solar 

concentrator, Liquid-Air Heat Exchanger and a ventilator 

to move the   drying air in the dryer chamber. This system 

will certainly bring an alternative to operating without an 

electrical heater and can easily achieve air drying 

temperature of 60-90°C with the great values of air flow 

rate, allowing to adjust the mean drying parameters for an 

efficiency drying process [2]. So, this paper is about a 

numerical study of a modular solar dryer composed of a 

parabolic trough solar concentrator, an air-water heat 

exchanger and a dryer cabinet. The parabolic trough 

collector has been designed, fabricated and tested.  The 

modular solar dryer is connected to the parabolic trough 

solar concentrator, which is placed on a north-south axis 

so that the troughs can track the sun from east to west [9]. 

The product to dry is tomato slices. The dried slices 

tomatoes are an essential ingredient in cooking for many 

preparations such as sauces, pizzas, etc.  Computer 

subprograms for a cabinet dryer is constructed based on a 

transient theoretical analysis and are added to the 

TRNSYS environment. The aim of this work is to use 

TRNSYS tool to simulate the functioning of the modular 

solar dryer in the Algiers weather conditions in order to 

determine notably its thermal efficiency.    

MATERIALS AND METHODS 

Drying system 

The modular solar dryer, as shown in Figure 1, consists 

of a parabolic trough solar collector, a water-air heat 

exchanger and a drying chamber. The parabolic trough 

solar collector which can be used for domestic applications 

as hot water is composed of an aluminum foil sheet with a 

shape of a parabolic cylinder for reflecting and 

concentrating solar radiations onto a copper tube with ∅25 

mm outside diameter. This tube, considered as the 

absorber of the trough solar collector, is located at the 

focus line of the parabolic cylinder and is surrounded by a 

glass for lowering convective heat loss from the collector 

pipe. The space between the tube and the glass cover is 

evacuated. The parabolic trough solar collector can rotate 

about a single axis of rotation east-west oriented (the rate 

of rotation is 15 degrees per hour), and is seasonal or 

monthly tilt adjusted. The fluid is supplied by the parabolic 

trough solar collector flows via a circulation pump (type 

WILO Star, 3 Speed) through the closed primary circuit of 

a heat exchanger. This heat exchanger is consisted of 

copper tube coils and of aluminum fins for increasing the 

heat exchange rate. Automatic air vents are installed at a 

high point in the system for removing the air contained in 

the solar circuit (Figure 1a) and to keep constant pressure 

in this circuit. An expansion tank (2litre capacity, low 

pressure) is in a closed loop heating. Its function is to 

absorb the expansion of water in the solar loop (Figure 1a) 

when the water reaches the boiling point and limit also the 

pressure in the solar circuit. A second open circuit of air is 

linked with the dryer chamber by operating the centrifugal 

flow fan (Type BA12C37T-2, operating temperature -10 C 

to + 70 C, Power: 19 ~ 21W) through this heat exchanger; 

the hot air produced is then fed into the drying chamber. 

The drying chamber is a parallelepiped enclosure of 

dimensions 0.93 m × 0.65 m cross-sectional areas and 1.9 

m height whose walls are composed of galvanized iron 

plate. Vertical, top and bottom walls as well as the door are 

insulated using polyurethane foam of thickness equal to 60 

mm. The access to the inside of the drying chamber is via 

an insulated door (0.93 m × 1.9 m). There are ten trays (L 

= 0.02, W = 0.01 m). The tray is made of a wood frame of 

thickness equal to 0.005 m and a perforated aluminum 

sheet. The distance from the bottom of this drying chamber 

to the bottom tray is about 20 cm and a distance of 20 cm 

among each tray. The bottom side (drying loop) of this 

chamber is a circular tube (15 cm in diameter) connected 

to a centrifugal fan (220 V, 0.1 kW). The air circuit of a 

heat exchanger is connected to the centrifugal fan with a 
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stainless tube. A PT100 platinum sensor placed at the 

entrance of the drying chamber allows to specify the 

desired air temperature (Tdry). This temperature is 

depending on the flow rate of each fluid (air and water). 

The flow rates can be varied between 1.0 and 2.0 m3 h−1 

and 0.1 and 0.3 kg s-1 respectively, using a ventilator speed 

controller (Inline Duct Vortex Blower Exhaust Control 

1800W) and a flow pump control system integrated into 

the pump. 

 

 

FIGURE 1. (a) Synoptic views of solar drying system (b) and  

 

 

 
(c): The schematic of the Collector design  

Experimental test on a Parabolic Trough 

Solar Concentrator   

Collector (Trough design)  

A pilot trough-receiver unit is developed from the 

standard reflective stainless steel sheets (2.4 m × 1.2 m). 

The desired focal length of the concentrating parabolic 

trough has been obtained using the software "Parabola 

calculator" [10]. This software, based on the parabolic 

equation developed by Price et al  [11],  needs the parabola 

dimensions: Diameter (D), depth (h) and the number of 

body segments (Ns) from the user and displays the focal 

length (f), the volume, the fLength/Diam (f/D) and  the 

coordinates x; y of each body segment (figure 1b-c).  The 

parabolic equation   is expressed in Cartesian coordinates 

as:   

 

X2= 4fy    (1) 

 

From equation (1), the height of the parabola in terms 

of the focal length and aperture diameter is:  

(a /2)2 = 4f h    (a)     Or:  f=a2/16h     (b)    (2 a-b) 

The geometrical concentration Cg is defined by the 

ratio between the area of the collector aperture AAperture and 

the surface area of the receiver Aabsorber-tube. 

The concentration factor Cf is:  

aperture

f

absorber_tube

A 2DL D 2.4
C = = = = =30.55

A 2πrL πr 3.1416*0.025
      

 (3) 

A solar concentrator system has been constructed 

and tested without tracking device. The parabolic trough 

solar concentrator was oriented north-

south and tilted from the horizontal at an angle equal to 

the latitude of the location (Algier latitude =36°). To 

know the full benefit of the system, we carried out tests on 

the system. These experiments, carried out during July 

2014, are intended to measure during the day long the 

outlet water temperature (Tw), the ambient temperature 

(Ta) and air drying temperature (Tdry).  The hourly 

global solar radiation sequences (Gt) are also recorded.  

 

TABLE 1. Geometrical data of the PTC 

Item Sample Value 

Diameter  D 2.4 m 

Aperture    a 1 m 

The concentrator 

height  

h 0.25 

m 

Receiver 

diameter  

d 3.8 cm 

Focal length  f 0.25 m 

Geometrical Cf  Cf 30.55 
 

  

FIGURE 2. (a) Parabolic trough solar concentrator realized in Algiers, Algeria, 

(b) Detail of drying trays with tomatoes 

 

(b) 

(c) 

https://www.google.dz/url?sa=t&rct=j&q=&esrc=s&source=web&cd=5&cad=rja&uact=8&ved=0CEkQFjAEahUKEwis3de6gN3GAhVH83IKHUuTB0c&url=http%3A%2F%2Flink.springer.com%2Farticle%2F10.1007%252FBF02507397&ei=FUCmVez-FcfmywPLpp64BA&usg=AFQjCNGUBi8SzLhMenzv78T-FllqRcN2jQ&sig2=IOCH3OSvdzmfBEawaAeqJQ&bvm=bv.97949915,d.bGQ
https://www.google.dz/url?sa=t&rct=j&q=&esrc=s&source=web&cd=5&cad=rja&uact=8&ved=0CEkQFjAEahUKEwis3de6gN3GAhVH83IKHUuTB0c&url=http%3A%2F%2Flink.springer.com%2Farticle%2F10.1007%252FBF02507397&ei=FUCmVez-FcfmywPLpp64BA&usg=AFQjCNGUBi8SzLhMenzv78T-FllqRcN2jQ&sig2=IOCH3OSvdzmfBEawaAeqJQ&bvm=bv.97949915,d.bGQ
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Product to be dried (Tomato slices)  

The tomatoes, greenhouse-grown, were procured from 

local-market and stored in a refrigerator maintained at 6°C 

until the drying experiments. Before starting the 

experiment, tomatoes of size 60–80 g were maintained at 

ambient temperature during approximately one hour.  The 

tomatoes were washed with water and sliced into circular 

discs of 4- 6 mm thicknesses using a hand-operated 

adjustable mechanical slicer. The sliced tomatoes were 

placed on trays in a single layer and dried using the 

modular solar dryer described previously (figure 2b.). The 

dry weight of the tomato was determined by using a 

vacuum oven at 70°C for 24 h [12]. Triplicate samples 

were used for the determination of moisture content and 

the average values were reported.  

Mathematical modeling (Transfers 

equations) 

Solar collector 

The linear parabolic concentrator, Type 536, in the 

TESS’s library (Thermal Energy System Specialists) [13] 

was used to simulate the energy useful and outlet water 

temperature.  Refer to "Solar Engineering of Thermal 

Processes", by Duffie and Beckman [9] for more 

information on the modeling of these collectors. The solar 

inputs for this collector should be output from the TYPE 

16 radiation processor operating in modes 2 or 3 for 

tracking surfaces. This subroutine requires an external data 

file which contains the incidence angle modifiers as a 

function of incidence angle (up to 10°). The subprograms 

compute the evolution during the time of the outlet air 

temperature through the air solar collector, and the useful 

energy delivered at the outlet of the collector.  

 

 

The energy balances on the collector components give the following equation: 

Absorber_tube  Absorber_tube 

4 4

b Aperture absorber amb L absorber amb uατI A =εσ(T -T )A +U  (T -T ) A +Q                                              (4) 

Thermal energy extracted from the collector: 
u absorber lossesQ =Q -Q                                                                           (6) 

With     
losses L absorber_ tube m amb m out_w in-wQ =U A (T -T ), T = (T +T )/2                                                                              (7) 

 
solar b aperture absorber solarQ =I A ( ) and Q =τα Q ( )a b                                                                                   (8 a-b) 

 

The calculation of the overall loss coefficient (UL) 

based on convection and radiation. For the assumption that 

the area between the cover (glass) and the receiver 

(absorber) tube is a stagnant quantity of air, UL is one be 

found out from the following equation: 

w pw out_w in_w

L

absorber_tube m amb

m c (T -T )
U =

A (T -T )
                                                  (9) 

 

 

The useful heat is related to the flow rate can also be 

defined on the base of the water temperature differentials 

between inlet and outlet as [9]: 
u w pw out_w in_outQ =m c (T -T )                                                                                          

(10) 

 

The solar collector efficiency is defined as [9]:

w pw out_w in_w

c

solaire

m c (T -T )
η =

Q
                                                          (11) 

With the determination of the optical efficiency and 

overall loss coefficient, we obtain the following 

relationship the optical efficiency is depending on the 

m amb

optical c L

b f

(T -T )
η =τα-η =τα-U

I C
                        (12) 

With AAperture and AAbsorber_tube  , the collector aperture 

and the absorber tube area; Qu  the useful heat and Qlosses 

the heat loss by radiation, convection and conduction; 

Qsolar, Qabsorber   the solar energy incident on the area of the 

absorber tube and the heat absorbed by the black absorber 

area; Tout_w , Tin_w, water inlet and outlet temperatures; 

Tabsorber and Tamb , temperature of absorber and the ambient;  

Ib  the incident beam radiation;  and α  the transmittance 

and the absorption coefficient;  ε the emissivity of the 

absorber tube; σ  the Stefan- Boltzmann constant  (5.67 × 

10-8 W / m²K4 ); mw the  water mass flow rate (kg/s).  

Heat Exchanger  

The TRNSYS component of Type 5g (Shell and Tube) 

is used for modeling the air- water heat exchanger.  The 

water outlet temperature is calculated by F.P Incropera 

and D.P Dewitt [14].   

min

w,out w,in w,in a,in

pw

C
T =T -ε (T -T )

C

 
 
 
 

   (13)
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Where: 

Cmin    : minimum capacity rate of one the fluid (water or air) J K-1 

Cpw: specific heat capacity of water (J kg-1K-1) 

Tw,out  : outlet water  temperature  (K) 

Tw, in   : inlet water temperature (K)   

Ta,in    : inlet air temperature  (K) 

Ta, out (Tdry) : outlet air temperature  (K)  

: heat exchanger effectiveness  

ma ,mw : air and water  mass flow rate (kg s-1) 

 

 

FIGURE 4. Heat Exchanger schematic 

Cabinet dryer (component program developed) 

The system is modeled using the time-dependent 

energy and mass balances.  We suppose that (a) there is a 

one-dimensional heat-flow across the components of the 

solar collector and the drying cabinet perpendicular to the 

air flow direction; (b) there are no shrinkage and no 

chemical reactions during drying; (c) the thermal 

properties of the product, the air and their moisture content 

are constants in the range of temperature considered, the 

ground temperature is equal to the ambient temperature, 

the air is transparent to the solar radiation and its thermal 

inertia is negligible. The dryer chamber is divided, 

respectively, into N slices perpendicular to the air flow rate 

direction.  From the drying air, the temperature computed 

in the ith slice is supposed to be the inlet one of the 

following slice. The thermal properties of the product, the 

air and their moisture content are constants in the range of 

temperature considered.  

General equation:         

T nj
m C =σ + h +h +h T -T

j p j s j r,j-k c, j-k d, j-k k jt k=1


  

   
   

                                                (14) 

Dryer:                            
a pa a a pr c,a-pr a pr wi c,a-wi a wi dry v

X
m C (T -T *)=S h (T -T )+ΔS h (T -T )+m L

t




                                     (15) 

Tomato slices:             
pr p-pr cv,pr-a pr a pr dry v 0

Tpr X*
m C ( )=h ΔS (T -T )-m L ( )

t t


 

 
                                                    (16) 

0

*
( )

X

t




 is the initial drying rate expressed in kg per kg-1dm s-1,    and 

0

*
( )

X

t




 obtained from drying kinetics’ 

experiments (given in Table. 2). The input data are meteorological data, initial, final moisture content and equilibrium 

moisture of the slices tomato. The drying efficiency is the ratio between the thermal energy utilized for the drying and 

the thermal energy available for the drying. The solar fraction is defined as the useful energy supplied by the collector 

divided by the thermal energy available for the drying [1, 4]:     

( ) ( )v v u

D

D D

m L Q
a f b

Q Q
                                                      (17 a-b) 

Trnsys simulation  

We use the TRNSYS software (version 17) [15] to 

simulate the functioning of the modular solar dryer. 

All components described above and parameters needed 

for the simulation were introduced in this software as 

shown in Figure 5. Multiple simulations are done for 

several values of air drying temperatures and air drying 

velocities. The simulations are performed for the following 

operational conditions and assumptions (Table 1): 

 

 

FIGURE 5. Schematic diagram of solar drying system in assembly panel of TRNSYS simulation studio 

Economic analysis  

An economic analysis is necessary to support decision-

making the choice of a modular solar drying connected to 

a parabolic trough solar concentrator for slices tomatoes. 

In this work we choose a succinct model and we focused 

this study on the payback period of the modular solar dryer 

presented above. This analysis is focused on the payback 

period.  The great advantage of the payback period is that 

it is simple and is an excellent tool for engineers and 

technical staff in research to choose among proposals 

without going through a detailed economic analysis [16]. 
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We adopted the following assumptions. The rates 

(Insurance, maintenance, etc. was assumed to be constant 

during the useful life of the system, (ii) the inflation rate is 

neglected (iii) the costs and gains are annual, (iv) the 

operating costs include electrical consumption for pump 

and ventilator, labor, insurance, maintenance and repair 

costs. (v) Costs and income are annual; (vi) The revenue is 

achieved by selling the dried tomato slices. The life of the 

system is assumed to be 15 years.  First, we calculate the 

average annual net income (total income-costs). The 

payback period is the time in which the initial investment 

is expected to be recovered from the net income generated 

by the modular solar dryer. 

The favorable conditions as the ambient temperature 

and solar heat flux density, also the availability of tomato 

throughout the year in Algeria location allow using the 

solar dryer almost all the year (250 days). The costs and 

the main economic parameters based on the economic 

situation in Algeria are shown in Table 4. Using this data, 

the payback period, which is the time in which the initial 

investment is expected to be recovered from the net 

income generated by the modular solar dryer, was 

calculated using the formula below [16]. 

 

Initial inverstiseme

Annual Net Undi

nt
Pa

scou
yback perio

nted Bene
d =

fits
       

 (18) 

RESULTS 

Drying Kinetics of Tomato Slices 

(Experimental study) 

In this study, convective drying kinetic of tomato slices 

was conducted in order to identify the characteristic 

parameters of tomato slices. The effect of air velocity 

of several air drying temperatures and two air velocities of 

0.5 and 1.0 ms-1 is shown in Figure 3. 

 

TABLE 2. Drying characteristic of tomato slices 

Parameters Values / Relationship  Unit  R2  FitStdEr

r  

Moisture content  

(kg water/kg dm) 

X0=16.6,  Xf =0.140     

Constant drying rate 

phase (CDRP)(-dX*/dt)0  
0.0017   (Ts-Th) V1.58       - 0.933   0.013  

reduced drying rate  =-3.109X*5 + 8.344X*4 - 7.49X*3 + 1.751X*2 

+1.48X* + 0.022  

     -  0.963  0.025  

Xeq  at  T=40-50°C  -0.060+3.198Hr-10.114Hr
2 + 8.77Hr3+8.77Hr

4  (kg water /kg dm) 0.997  0.032  

Xeq  at  T=50-60°C  0.005+0.807Hr-2.580Hr
2+ 2.355Hr

3++ 2.055Hr
4  (kg water /kg dm) 0.978  0.021  
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FIGURE 3. The drying kinetics of tomato slices 

 

A variation of the moisture content of tomato slices 

over drying time for different temperatures and air drying 

flow rate is shown in Figure 3. It will be noted the absence 

of the constant drying phase. This result is in agreement 

with the drying of various food products which do not 

exhibit constant rate drying phase [1, 17].According to the  

results of  the authors mentioned above[1, 17],  the drying 

duration  decreases with the increase on the one hand of 

the air drying velocity on the other hand of   the air drying 

temperature.   

Simulation 

Parabolic Trough Solar Concentrator 

The figure 6 b-c shows the effect of the air flow rate on 

the outlet air temperatures of the parabolic trough solar 

concentrator during June, July and August. We observe an 

increase of this temperature when the air flow rate 

decreases. In fact, the flow rates of air and water 

were adjusted to 50, 20 kg h-1 respectively, in order to 

obtain a  drying air temperature in a the range  60-80°c, 

values recommended for the drying of tomato slices. The 
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water outlet air temperature decreases as these days’ 

months and consequently the outlet air temperature 

decrease as the air flow increases. The collector efficiency 

as a function of (Tm-Tamb)/Gt is illustrated by Figure 6a. 
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FIGURE 6. (a) Collector efficiency for a parabolic trough solar concentrator. (b), (c) and (d) Water outlet temperature of a 

evacuated glass receiver, and drying temperature, with local time for a typical day in July and different flow rates.  

Drying efficiency and solar fraction 

When the amount of heat needed for the drying process 

is supplied by a parabolic trough solar concentrator, the 

solar fraction and the drying efficiency are during the year, 

superior to those obtained with a typical flat plate solar 

collector (Figure 7). We note from this figure that during 

summer the drying efficiency and the solar fraction reach 

respectively 90% and 100 %.  

Experimental  

A period of one clear sky days (14th July) has been 

selected for measuring all required temperature, as was 

mentioned previously for modular solar dryer by using a 

parabolic trough solar concentrator as shown in figure 1. 

As we have seen in figure (8 a-b) the performance of the 

parabolic trough solar concentrator is high for July days, 

although the solar radiation and ambient temperatures are 

lower than those of the winter days. The ambient 

temperature is in the range 25-38°C, while the total solar 

radiation is 480 Wm-2 at 9:00 am reaching about 900 Wm-

2 at solar noon then decreases after solar noon gradually. 

In Figure 10, it can be noted that that experimental results 

are close to those obtained from simulations for the drying 

conditions given in Table 3. The parabolic trough solar 

concentrator can provide an air low rate of 50 kg h-1 at a 

temperature varying between 60 and 80 ° C during five 

hours. This will fully ensure the drying of the tomato 

slices. These results are promising for this configuration of 

a parabolic cylindrical without a sun tracking system.  
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FIGURE 7. Monthly evolution of the drying performance 

during the drying tomatoes the dryer is connected to parabolic 

trough solar concentrator and to a typical flat-plat collector 

FIGURE 8. (a) Hourly weather data variation. (b) Ambient 

temperature, water outlet temperature of a evacuated glass 

receiver, and drying temperature, with local time for 

14/07/2014 clear July day in Algiers (a flow rate mwater = 20 

kg h -1and mair = 50 kg h-1) 

Payback analysis 

The payback period is very small (1.004 years) compared to the life of the modular solar dryer (15 years), so the 

solar dryer will dry tomato slices free of cost for almost its entire life period.  

TABLE 3. Simulation parameters and assumption 

Item Conditions or assumption 

Location 

Crop 

Air temperature drying 

Relative humidity  

Air drying velocity 

Drying period 

Initial moisture content 

Final moisture content 

Drying time  

Air flow rate  

Water flow rate  

Algiers, Algeria 

Tomatoes 

60 and 70 °C 

20-40 %

0.5, and 1 m s-1

June, July and August

0.937 to 1.083 kg w kg-1dm

0.05236 to 0.07921  ″

6-4  hours

10-100 kg h-1

10-25 kg h-1

Note. 1.01 US Dollar =100DZD 

119000
Payba

11
ck perio

8470
d = 1.004

TABLE 4. Payback period of the modular solar dryer 

costs/ income Number / rate DZD 

Modular solar dryer Collector, 

Dryer chamber with trays, Pump 

Ventilator, Exchanger, Various

accessory } 

119000 

Capacity of dryer 20 kg 

Weight Coefficient of tomato  0.2 
Drying cycle 4-6 hours

Depreciation  1 119000 

00 Life of dryer  15 years 
Cost of maintenance 2.5% of 

(119000)

2,50% 2975 

Labor cost (430*6*250)  430/h 645000 
Repair costs 2.5% of (119000) 2,50% 2975 

Cost of assurance 2% of (119000) 2% 2380 

Cost of fresh tomatoes (10 

×20×250)

10 DZD 

/kg

75000 
Electric cost (4 semesters) 800 3200,00 
Total cost 731530 

Price for dried tomato (120 ×20 

××250)

120 

DZD/kg
850000 

Total income   850000 
Net income 118470 

CONCLUSION 

Experimental and numerical studies of a modular solar 

dryer with cylindrical-parabolic concentrating effect have 

been carried out. The numerical study based on heat and 

mass balances has enabled us to develop a mathematical 

model to control the outlet temperature of the collector. 

The experimental study has allowed the determination of 

the air and the water flow rates for suitable drying 

conditions. The parabolic trough solar collector system 

provides all the heat needs for the drying process. The 

performance evaluations show that the drying time 

required, reducing the moisture content of the tomato 

slices from 80% to 10.5 % (Wet basis) is less than five 

hours with a drying efficiency of 90%. The economic 

evaluation was done according to the criterion of the 

payback period. The payback period was very small 1.004 

years compared to the life of the dryer estimated at 15 

years. 
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ABSTRACT  
The drying of sewage sludge is a current environmental problem, not sufficiently described in the literature. 

Hence, the aim of this work is a numerical study of heat and mass transfers during solar drying of residual 

sludge. This sludge is assimilated to a porous medium and exposed to a forced convection laminar flow within 

a horizontal channel. The transfers in the channel and the porous medium are respectively described by the 

classic equations of forced convection and the Darcy-Brinkman-Forchheimer model. The implicit finite 

difference method is used to discretize the governing differential equation system. The algebraic systems 

obtained are solved using the Gauss, Thomas and Gauss-Seidel algorithms. To determine the drying rate, we 

associate a drying kinetics model. We particularly studied the effects of solar radiation intensity on the space-

time evolution of temperature, velocity and mass fraction at the porous medium-fluid interface. Moreover, the 

evolutions of the Nusselt numbers are represented to characterize the transfers at the sludge surface. This work 

is completed by a drying kinetics study. Indeed, we represent the effect of solar radiation on the space-time 

evolution of the drying rate.

KEYWORDS 
 

Heat transfer, mass transfer, solar drying, sewage sludge. 

 

NOMENCLATURE 
T temperature (K) 

u longitudinal velocity (m/s) 

v transverse velocity (m/s) 

c mass fraction  

x longitudinal coordinate (m) 

y transverse coordinate (m) 

t time (s) 

L channel length (m) 

H channel height (m) 

e thickness of the sludge (m) 

Ms dry mass (kg) 

 

 

Dv vapor diffusion coefficient (m²/s) 

Lv latent heat of vaporization (J/kg) 

q solar flux density (W/m²) 

k permeability of porous medium (m²) 

Cf Forchheimer coefficient  

Re Reynold number ( ) 

Pr Prandtl number ( ) 

Sc Schmidt number ( ) 

Da Darcy number ( ) 

Xs Water content in dry base (kg water/kg Ms) 

Hr relative humidity (%) 

 

Greek symbol 

 thermal diffusivity (m2.s-1) 

λ thermal conductivity (w.m-1.K-1) 

 kinematic viscosity (m2.s-1) 

φ porosity of porous medium 

ρ density (kg.m-3) 

Ω vorticity (s-1) 

ψ stream function (m2.s-1) 

 

Subscript 

f  fluid 

p  porous 

0 Ambient 
 

Superscript 

* dimensionless variable 
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INTRODUCTION 
The energy required to be provided to evaporate 1 kg of 

water is very important, it is in the order of 4180 J/kg. 

For this, the use of renewable energy and not expensive 

during the process of sewage sludge drying, as solar 

energy, is necessary to reduce energy consumed. To 

achieve this objective, we need to master the 

mechanisms of heat and mass transfers in the solar 

drying operation. 

In this context, many scientific works are focused 

on this phenomenon. Among these studies we cite 

the work of H. Amadou et al. [1], which provides a 

numerical model of the drying kinetics based on 

the concept of the characteristic curve. The 

comparison between the results of this model and 

those obtained by laboratory experiments shows an 

excellent accordance. R. Slim [2] has realized a 

numerical model of the sludge drying taking into 

account the climatic conditions. He has found the 

optimal operating cycle for the heat pump which is 

used for the ventilation of the greenhouse. To 

define the optimal parameters for improve the heat 

and mass transfers during the evaporation of a 

saturated porous layer, Y. Chou et al. [3] have 

conducted a numerical study of the effects of 

different parameters as Reynolds number and the 

layer porous thickness on the temperature, vapor 

mass fraction, sensible and latent Nusselt numbers 

and evaporation rate at the interface. They have 

shown that an increase of the Reynolds number 

generates an intensification of the heat and mass 

transfer. R. Font et al. [4], have conducted a series 

of laboratory experiments on drying sludge where 

the temperature and the velocity of drying air are 

not constant. These experiments have shown that, 

whatever the conditions, there is crust formation on 

the sludge surface. These same authors have 

developed a numerical model of the drying kinetics 

that takes into account the crust formation. The 

results obtained by this model are in agreement 

with the experiments. Using a recent engineering 

approach known as REA (Reaction Engineering 

Approach), Putranto et al. [5] have modeled the 

convective drying of sewage sludge. Their model 

determines the activation energy of the sludge from 

the drying rate which has been previously 

determined by experiment. The comparison of the 

results obtained by this new model with 

experimental datas of the literature shows its 

effectiveness. 

In this work, we propose to provide a further 

contribution to previous work already done on this 

subject. So, the present work is a numerical study 

of the solar drying of sewage sludge in laminar 

forced convection where the solar radiation and the 

ambient temperature vary during the day. 

POSITION OF THE PROBLEM 
The system considered in this work is a horizontal 

channel where the upper wall is transparent to the solar 

radiation. The bottom is a porous medium, which has the 

characteristics of sewage sludge. This sludge is exposed 

to a forced laminar flow with a parabolic velocity profile, 

a temperature T0, a relative humidity Hr0 and a constant 

pressure P0 at the inlet (Figure 1). 

 
Figure 1: Geometric configuration 

In order to simplify the problem, the following 

assumptions are made: 

 The transfers are laminar and two-

dimensional ; 

 The fluid is Newtonian and incompressible ; 

 The viscous dissipation is neglected ; 

 The Soret and Duffour effects are neglected 

; 

 The Boussinesq approximation is retained ; 

 The air water vapor mixture is a perfect gas 

; 

 The air-porous media is at local 

thermodynamic equilibrium ; 

 The porous medium is isotropic. 

PROBLEM FORMULATION 

 

Conservation equations: To generalize the results, 

the equations are written in dimensionless forms. The 

variables used to obtain the dimensionless variables are 

the height of the channel and the inlet conditions (the 

velocity, the temperature and the moisture content) 

 

In the channel: For a two-dimensional case in 

Cartesian coordinates, the system of equations for heat 

and mass transfers by forced convection may be 

formulated by the following dimensionless form: 

 Conservation of mass 
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 Conservation of X-momentum 

 

 

 Conservation of energy 

 

 

 Conservation of species (water vapor) 

 

 

 

 
Where all the air property ( ) are variable. 

In the porous medium: In order to ensure the momentum 

conservation in the porous medium we use the model of 

Darcy-Brinkman-Forchheimer [6]. In order to overcome 

the difficulty posed by the boundary conditions to 

impose on the pressure to solve the momentum equation 

in porous medium, it is written using the formulation of 

stream function-vorticity [7]. In this formulation the 

continuity equation is satisfied automatically. So the 

transfer equations in the porous medium are: 

 Stream function equation 

 

 Vorticity equation 

 

 
 Energy conservation  

 

 
With:  

 

 

Initial conditions: Initially (t*=0) the temperature, 

the pressure and the water vapor concentration are 

uniform in the channel. Inside, the porous medium, the 

temperature and the water content are also uniform. 

 

Boundary conditions: 

For the channel: At the channel inlet: 

  

At the upper surface of the channel:  

 
At the outlet of the channel: 

 
 

For the Porous medium: At the right and left walls 

of porous medium: 

 
For the boundary conditions of the stream function and 

vorticity, we consider: 

 
Similarly, for the bottom wall: 

 

 
For the fluid-porous medium interface:  

 

 
The vapor concentration at the interface can be 

calculated by: 

 
 is the equilibrium vapor pressure at the interface 

temperature which is given as : 

 
For the stream function and vorticity boundary 

conditions to the fluid-porous medium interface, we 

consider: 

 
The heat balance at the interface air-porous medium 

gives us: 

 

 
The daily evolutions of the global solar radiation and the 

ambient air temperature are approximated by sinusoidal 

functions: 
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Where A is the maximum intensity of the solar radiation, 

 is the sunrise hour and h is the time in hours. 

 is the sunshine duration and  is the phase shift 

between the maximum of the temperature and global 

solar radiation. 

The daily variations in temperature of the ambient air 

and the global solar radiation are approximated by two 

Gaussians. We consider a delay of two-hour between the 

two evolutions. The sunshine duration is 14 hours.  

Drying kinetics model: To determine the drying 

rate, we adopt the model of the drying kinetics of sewage 

sludge defined and validated by H. AMADOU [1]. This 

model is based on the concept of characteristic curve [8]. 

 

 

 

 

 

 
 were determined experimentally by 

H. AMADOU [1]. The values are presented in Table 1. 

Table 1: model parameters 

Parameter Value 

k 0.0938 

n 0.484 

 2.37 

 -3.30 

 1.92 

NUMERICAL RESOLUTION AND 

VALIDATION 

 

Numerical resolution: For the two media (fluid and 

porous), the transfer equations are discretized implicitly 

by using a finite difference method. The numerical 

resolution is realized by the Gauss and Thomas 

algorithms in the fluid medium and by the Thomas and 

Gauss-Seidel algorithms in the porous medium. The 

considered mesh is regular and rectangular in the two 

media. In our case, we have considered a mesh for the 

channel with 121 nodes in the X-direction and 201 nodes 

in the Y-direction. For the porous medium, we have 

taken a mesh with 121 nodes in the X-direction and 41 

nodes in the Y-direction 

Validations: The computational code has been 

validated for the two media. We compare our results with 

those of Mohamad [10] in the case of heat transfer by 

forced convection in a horizontal channel filled with a 

porous medium whose walls are maintained at constant 

temperature. For the flow, we have compared our 

evolution of average Nusselt number with that obtained 

using the correlation developed by Sieder and Tate [11] 

in the case of a laminar flow in a horizontal duct where 

the walls are at a constant temperature. For the two 

cases, the maximum difference does not exceed 4%. 

RESULTS AND DISCUSSION 
The results, below, illustrate the effect of the variation of 

maximum solar radiation intensity on the drying process. 

They are obtained for an ambient air relative humidity 

Hr=50 % and a Reynolds number Re=1000. These 

results are taken at one pm of the day of half drying. 

Four maximal values of the solar radiation intensity have 

been used (qmax=500 w/m², qmax=700 w/m², qmax=850 

w/m² and qmax=1000 w/m²). 

Thermal and mass transfers: The figure 2 

shows the evolutions of temperature, mass fraction and 

dimensionless vapor velocity at the sludge surface for 

different maximum solar radiation intensities. As 

expected, the surface of the sludge heats up with the 

intensification of solar radiation. This increase of surface 

temperature generates an increase of the mass fraction at 

the surface and an increase of the evaporation velocity at 

the surface. 

Moreover, in this figure we note that the temperature 

evolutions have a minimum value at the inlet of the 

greenhouse and increases along the channel. The mass 

fraction and the evaporation velocity at the surface of the 

sludge have the same evolution that the temperature. 

In order to better analyze the effect of maximum solar 

radiation on the mechanism of heat and mass transfers, 

we presented in Figure 3 the evolutions of the sensible 

and latent Nusselt numbers at the sludge surface for 

different maximum solar radiation intensities. 

We can see on these figures that the mass and heat 

transfers are more important at the inlet of the 

greenhouse. This is due to the fact that, at the inlet, the 

temperature gradient and mass concentration gradient 

between the surface of the sludge and the air in its 

vicinity are important. After the entrance zone, the air 

humidity and the air temperature have increased and the 

gradients of temperature and mass fraction at the sludge 

surface are less important. It follows that the Nusselt 

number decreases along the greenhouse. 

We can also see, on those figures, that the latent Nusselt 

number is more important than the sensible one, which 

means the predominance of transfers by latent mode. 

Drying kinetics: On the figure 4, we have 

presented the evolution of the drying rate along 

the sludge surface for different maximum solar 
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radiation intensities. As expected, the 

intensification of solar radiation generates an 

increase of the sludge drying rate 

 
(a) 

 
(b) 

Figure 2: Evolution of the temperature and the mass 

fraction at the sludge surface 

. 

Moreover, we note that for a moderate solar 

radiation, the maximum of the sludge drying 

rate is located at the entrance of the greenhouse 

and then decreases continuously to a constant 

value at the outlet. For a high solar radiation, 

the sludge drying rate decreases in the entrance 

zone of the greenhouse and then increases in 

the outlet zone. This can be explained by the 

fact that the water content is more important in 

the outlet zone. 
On the figure 5, we have represented the evolution of the 

drying rate during one day for different maximum solar 

radiation intensities. Gradually, with the increasing of 

solar radiation during the day, we note that the drying 

rate also increases, but with a time delay which 

corresponds to the time required to heat up the sludge 

and increase the evaporation. 
The maximum of the drying rate is obtained at 14 hours, 

two hours after the maximum solar radiation, after this 

maximum it decreases with the time. 

 

 
(a) 

 
(b) 

Figure 3: Evolution of the local sensible and latent 

Nusselt numbers at the sludge surface 

 

 
Figure 4: evolution of the drying rate along the sludge 

surface 
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Figure 5: drying rate evolution during one day 

We also note that during the night, in the absence of solar 

radiation, the drying rate is not equal to zero. Even in the 

night, there is evaporation because the surface 

temperature of the sludge is always important. 

CONCLUSION 
This paper presents a two dimensional numerical 

study of heat and mass transfers during solar drying of 

sewage sludge. The solar radiation intensity and the 

ambient air temperature are supposed variable during the 

day. The results show principally that: 

 The temperature, the mass fraction and the 

evaporation velocity at the sludge surface 

increases with the solar radiation intensity 

 The heat and mass transfers at the sludge 

surface are maximum at the greenhouse inlet. 

 The latent heat transfer increases with the 

solar radiation while sensible heat decreases. 

 The drying rate increases when the solar 

radiation is intensified. 
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ABSTRACT  
In this paper, we propose to study the coupled phenomena of heat and moisture transfers in bio-based 

materials. We are interested in an innovative building composite material, which named as AKU-IBS.This new 

material contributes to the construction of passive building. In order, to describe the hygrothermal behavior of 

this panel, a mathematical model has been developed. This model couples the heat transfer and moisture 

diffusion, also takes into account the thermo physical properties and the boundary conditions of temperature 

and relative humidity of the composite. Therefore, a multiple series of hygrothermal calculations on several 

cases of wall are proposed. Firstly, the case of internal insulation when an insulating Neopor material is 

exposed at the interior of the wall. In the second case, we propose the opposite; the insulation is used at the 

exterior of the wall. Initially, the temperature and relative humidity of the wall are at 20°C and 50% 

respectively. The hygrothermal behavior of this configuration is evaluated under a periodic climate outside 

condition. This evaluation is carried out for a summer and a winter seasons. Finally, to compare the 

hygrothermal behavior on insulation by exterior or by interior, we proposed to evaluate the exchange of heat 

and air at the interface. The evolution of the temperature field and the moisture content was processed. 

 

NOMENCLATURE 

   Thermal conductivity [W/m.K]  

  Moisture content [kg/kg] 
  Porosity [-]   

  Gradient moisture potential [m2.Pa/(s.°M)]   
   Density of material [kg/m3] 

mD  Total moisture permeability[kg/(m.s.Pa)]  

  Water saturation degree [-] 

lvh  Latent heat of vaporization [J/kg] 

e Thickness [cm] 

n Layer number 

ext External ambiance Time [s] 

int Internal ambiance  

0 Initial condition 

H Relative Humidity [%] 

T  Temperature [°C] 

t Time [s] 

 

INTRODUCTION  
The hygrothermal behavior of envelopes affect on 

indoor comfort and the consumption of energy in 

building. Moreover, it depends on thermal and 

hydric proprieties of the wall components and 

building materials which constituted this wall [1]. In 

this context, bio-based materials are becoming the 

subject of several studies in order to understand and 

characterize their hygrothermal behavior [2, 3].  

The study of the heat and moisture transfers in 

porous building materials can involve several levels 

of scale [4]. The scale of component which concerns 

the composition of the wall represents the second 

level of research. At this scale, two types of 

configurations can be represented: simple or 

multilayer wall. For the simple wall, it is a 

monolayer without coating while the multilayer 

system is a wall covered with one or more coating 

layers. The coating and the other outer layers play 

an important role in hygrothermal behavior of the 

wall [5]. The external layers limit the flow of air and 

Cm    Moisture storage capacity [kg/(kg.Pa)] 

Cp       Heat capacity [J/(kg.K)] 
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moisture through the biobased materials walls and 

have an impact on the heat conduction [6]. However, 

the comprehension of the heat transfer physic and the 

diffusion of vapor and liquid water within a material 

is complex. It can be analyzed by two types of 

research: numerical simulation and experimentation 

investigation. Collet et al.[7], have showed in their 

experimental investigation about three types of  bio-

based concrete, that the vapor diffusion occurred 

homogeneously throughout the material thickness 

and that the framework does not disturb the 

hygrothermal behavior of the wall. Evrard et al.[8] 

studied by simulation, the hygrothermal behavior of 

different wall systems subjected to different 

variations in temperature and moisture. Ait 

Oumeziane et al. [9], as Samri D.[10] proposed in 

their numerical investigation the consideration of air 

transfers and hysteresis sorption-desorption. In fact, 

taking account of air transfer leads to a better 

distribution of water vapor within the hemp concrete 

and the curve of sorption-desorption improves the 

representation of the actual storage of moisture in the 

material. However, it is often noted that the 

simulations and the experiments are carried out 

simultaneously [11]. This allows a comparison and 

validate the model on which the simulation is based. 

In this paper, we present a numerical investigation 

about the transient hygrothermal behavior in a 

multilayer configuration on concrete combined with a 

bio-based building composite named IBS-Aku panel 

[12], which is exposed at the interior and at the 

exterior of the structure. This wall is insulated by a 

polystyrene insulatating. The hygrothermal behavior 

of this configuration is evaluated under different 

dynamic conditions for two seasons (summer and 

winter) in the region of Longwy. Initially, the 

temperature and relative humidity of the wall are at 

20°C and 50% respectively. The evaluation of the 

performance of insulation will be established by 

comparing between the internal and the external 

insulation. 

 

MATHEMATICAL MODEL: 

Gouverning equations 
Literature disposed multiple models about the 

coupled phenomena of heat and moisture transfers in 

porous materials. In this present paper, we propose a 

bidimensional model, which the moisture is 

transported under liquid and vapor phases. The 

governing partial differential equations of this heat 

and mass transfer model through a multilayer wall 

are given by the following equations: 

t
hTdiv

t

T
C nlvnnnpn








 
 )(  

)( TDwDdiv
t

C nmnnmnmn 






  

 

Boundary conditions 

The structure of this envelope is composed of four 

layers: L1 and L4 represent the IBS panel with a 

thickness of 3.5 cm, L2 is the polystyrene insulting 

and L3 is the concrete layer. These two last layers 

have the same thickness as 10 cm (see Fig. 1).  

At the interface between two materials inside the 

wall, the distributions of temperature and relative 

humidity are continuous and the contact is supposed 

perfect. The current model does not consider the 

radiation on the surfaces.  

 
                  L1                L2                  L3           L4 

 

 

 

 

 

 

 

 

 

 

 

 

 

               Figure 1 

                Multilayer configuration of the wall 

The boundary conditions are corresponding to 

exterior solicitations for two seasons; winter 

(January) and summer (July) in the region of 

Longwy (see Fig.2). The temperature inside is fixed 

at 23°C for the two cases. The calculations were 

carried out for aone week period of time. 

 
Figure 2 

Exterior boundary conditions of temperature 

 

For relative humidity, the comfort zone is between 

40% and 80%. The same initial conditions are 

Outdoor periodic 

temperature  

Hext 

Tint 

Hint 
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considering for both envelope of the building 

(T0=20°C and H0=50%).  

According the above analysis, the boundary 

conditions can be given as follows: 
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MATERIALS AND CASE OF STUDY 
The objective of this study is to evaluate the 

hygrothermal behavior of a multilayer building 

envelope. This behavior is associated to the hydric 

and the thermal proprieties of materials implemented. 

In this case, we propose to study a new structure 

distributed by a Belgian company SYSTEM'BAT 

[12]. It is based on a formwork system, named 

ISOL+ST, which is a monolithic technology of 

construction where the walls and slabs are concreted 

in prepared casing panels of wood chips. 

 

 
Figure 3 

Composition of structure ISOL + ST 

 

The basic material of this structure is the IBS-Aku 

panel, which is a biobased material, with a 3.5 cm 

thick. It is composed by an 89% of wood chips and 

10 % of cement. The system proposed, is a double 

reinforcements of IBS-AKU panels, which are an 

external and internal porters of our structure, 

separated by a layer of concrete and insulated by 

Neopor polystyrene.  

The hygrothermal proprieties of these materials 

constituted our multilayer wall are presented in the 

following table: 

Table 1 

Hygrothermal proprieties of materials  

Materials L    Cp Dm 

Panel IBS 3.5 675 0.11 1880 9.55 10-13 

Concrete 10 2500 1.2 840 1.64 10-12 

Polystyren 10 15.8 0.034 1470 3.44 10-12 

unity cm kg/m3 w/m.K J/kg.K kg/m.s.Pa 

 

 

RESULTS AND DISCUSSION 
This study is a numerical investigation by 

simulation in order to describe the evolution of 

temperature and relative humidity gradients in the 

wall. However, we propose to evaluate the effect of 

thermal insulation for two cases: internal insulation, 

external insulation for a better prediction of the 

performance of insulation. This analysis consists to 

pose once the insulating polystyrene on the outside 

of the concrete layer and once on the inside of this 

layer for the internal insulation case. 

The simulation results show the temperature and 

relative humidity profiles, in each layers of the wall 

for different cases of insulation and two cases of 

seasons.  

 

Summer season 

 
Figure 4 

External insulation: Evolution of the Temperature in 

the wall 
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Figure 5 

Internal insulation: Evolution of the Temperature in 

the wall   
 

Winter season 

 
Figure 6 

External insulation: Evolution of the Temperature in 

the wall   

 

 
Figure 7 

Internal insulation: Evolution of the Temperature in 

the wall   

By analyzing these figures from Figure 4 to Figure 

5, we can note that the temperature profiles change 

allure for all four layers as a result of the difference 

in intrinsic properties of each material. The variation 

of the temperature curve in the wall thickness is 

between 15 and 30 °C for the summer season and 

between -5 and 25°C. The low temperatures in the 

thickness of the wall at the interface of junction with 

the insulator can increase the potential of 

degradation on the wall.  

The external and internal formwork panels IBS-

AKU posed at the two extremes sides have a same 

hygrothermal performance characterized by a high 

thermal resistance which prevents the passage of the 

cold or the heat and thus the maintenance of indoor 

thermal comfort. This combination of polystyrene 

with wood-cement panel is applied for construction 

parts and builds a healthy home of high energy 

efficiency. In fact, the lightness of this polystyrene 

insulation block limits the physical constraints. 

 
Figure 8 

Evolution of temperature in the time for different 

cases of study 

 
Figure 9 

Evolution of relative humidity in the time for 

different cases of study 
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These two figures (Figure 8 and Figure 9) show that 

the temperature and relative humidity profiles in the 

interior surface, in summer for the two cases of 

insulation, have almost the same performance; but in 

winter it can be seen that the external insulation have 

a better performance than the internal insulation. So, 

this combination of IBS blocks with polystyrene 

insulation provides a thermal inertia for greater 

comfort in summer and winter in the construction. 
 

CONCLUSIONS 
In order to study the influence of thermal insulation 

in a multilayer wall, a coupled heat and moisture 

transfer transient model was proposed in this paper. 

Relative humidity and temperature were chosen as 

the driving potentials. The coupled heat and moisture 

transfer through walls under periodic boundary 

conditions were simulated for two seasons (summer 

and winter). The analyze of the effect of internal or 

external insulation show that external insulation have 

a better performance in the multilayer building 

envelope proposed in this study.  

 

 

KEYWORDS 

Building materials, IBS-Aku panel, Multilayer 

configuration, exterior insulation, interior 

insulation 
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ABSTRACT 
Nowadays, the Algerian energy consumption among the residential sector ranks first. The national energetic 

consumption is growing in an inordinate way because the Algerian state has launched a massive plan of 

housing construction without taking in consideration the legislation of energy performance. In addition, the 

simultaneous change of users requirements to maintain their comfort, especially in summer, which leads to 

a large amount of electricity consumption through using air conditioning. In the actual study, we focused on 

the seasonal consumption of air conditioning system that varies according to the degree of comfort and air-

conditioned area. In Ouargla city, in the south of Algeria, the analysis of historical energetic data shows that 

the cooling system of the building consumes more than 63% of the total energy per year in the average. To 

decrease this considerable seasonal energy consumption, the building energy performance should be 

improved by two solutions. The passive solution is through the optimization of the envelope, while the 

active solution is the integration of PV system. Obtained results, through the analysis of simulation showed 

that 172 kWh/m² is consumed by the cooling system which represents more than 70% of the total energy 

consumption in Hollow Brick envelope. However, in the performance envelope (3D panel) the integration 

of photovoltaic panels in the roof can reduce seasonal energy consumption until to 87.4 kWh/m² per year 

which represents more than 50% of the total energy consumption. In the case of (3D panel) we can save the 

half 50% of the total energy consumption. 

Keywords Energy consumption, Envelope building, Hollow Brick, 3D panel, Dry land, BIPV

NOMENCLATURE 
3DP       3D Panel 

BIPV     Building Inegrated PhotoVoltaic  

CEEC   Continuous Electric Energy 

Consumption 

CGEC   Continuous Gas Energy Consumption  

EXPS    Extruded polystyrene  

HB        Hollow Brick  

PV        Photovoltaic  

SEEC   Seasonal Electric Energy consumption  

SGEC  Seasonal Gas Energy consumption 

 

INTRODUCTION 
Nowadays, energy consumption through the 

residential launched a huge plan of housing 

construction without taking into account the 

legislation of energy performance [2-4].  

Algeria holds one of the largest solar potential in 

the world. It is valued at more than 3,000 hours 

of sunshine per year and 5 kWh of daily energy 

received on a horizontal surface on most part of 

the country and more than 3,500 hours in the 

Saharan region [5]. Thus in summer, this 

situation is added to simultaneous changing of 

user’s requirements to maintain their comfort. 

Buildings face problems of discomfort, mainly 

due to the overheating phenomenon and the 

facades exposure to sector ranks first [1]. 42% of 

national consumption could grow by exaggerated 

way because the Algerian state has solar 

radiation. These lead to a large amount of 

electricity consumption by using air conditioning.  

Available results in current literature show that 

annual energy consumption could be saved by 

choosing optimal orientation and using insulation 

of walls and roofs of sun protection during hot 

season [6-9]. Bioclimatic design can minimize 

the seasonal energy consumption; it refers to the 

reduction of energy consumption without causing 

a decrease in the level of comfort [10]. Some 

published simulation results show that protection 

against solar radiation and glare has a great 

influence on the arid climate [11-14].  

Energy consumption could be divided into two 

types; the first one is the continuous energy 

consumption of equipments which are working 

during the year as lighting, fridge, TV and other 

equipments. The second one represents the 

seasonal equipments which are used for air 

conditioning, cooling and heating.  

mailto:belahya.hocine@univ-ouargla.com
mailto:bhocine30@gmail.com
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The present paper aims to compare between two 

buildings envelope and integrate PV system; the 

first one is hollow brick which is very common 

used in this region, the second one is high 

performance energy envelope which is 3D panel. 

The best strategic combination of construction 

that must be applied to improve the performance 

of buildings consists to using solar panels as an 

insulator against the direct sunlight and glare 

especially in the summer which reduced the 

seasonal energy consumption for cooling; 

secondly  PV systems can choose either to feed 

the generated electricity into the distribution grid 

and receive compensation in the form of e.g. a 

feed-in tariff or to directly use it at the installation 

site (self-consumption) and thus reduce the 

amount of energy purchased from an electric 

utility. It is common to combine these two 

options, i.e. to directly use as much of the locally 

generated electricity as possible and feed excess 

energy into the public grid [15, 16]. 

 

DATA COLLECTION  
 

SITE METEOROLOGICAL DATA 

 

Ouargla city is located 800 km southern from 

Algiers the capital Fig.1. It is one of the most 

important cities of Algeria and the main source of 

wealth. It is known as the oil and the oasis 

capital. It is difficult for people to deal with a lot 

of natural obstacles, particularly the hard climate 

that is characterized by high temperatures, low 

rainfall and low humidity, especially in summer. 

The values of the average temperature are shown 

in Fig. 2. 

 

 

Figure 1. Geographical situation of Ouargla city 

 

 

 
Figure 2. Average monthly temperature in 

Ouargla 

 

REFERENCE HOUSE CHARACTERISTICS 

 

To estimate yearly energy consumption, 100 

houses are taken from 5 different zones to be 

more representative in the real sample, in order to 

improve the yearly average energy consumption; 

we depend in the selection on a reference type 

house which has all the characteristics of the 

buildings in this region (Table 2). Detailed model 

of the reference house has been implemented in 

TRNSYS [17]. This software calculates the 

yearly simulations by using the time step for one 

hour. 

 

HISTORTY OF CONSUMPTION IN 

REFERENCE HOUSE 

 

In this study, we noticed that the maximum load 

penetrates the building envelope through its roof 

and walls. Air conditioning system consumes a 

large proportion of the generated electrical 

energy and it increases the fuel consumption 

which causes more environmental pollution. We 

depend in our study on two types of electrical 

energy consumption; the first is seasonal 

consumption which is the value of the seasonal 

consumed energy (air conditioning in summer 

and heating in winter), while the continuous 

consumption is the value of the yearly consumed 

energy. The historical energetic data analysis of 

one year shows that the cooling system of the 

building counts more than an average of 63% of 

the total energy consumption. The following 

figure 3 shows the continuous and seasonal 

consumption of electric energy in the 5 zones of 

Ouargla. The continuous and seasonal electric 

consumption per subscriber represented in Fig. 3 

revealed that the proportion of the continuous 

electrical energy consumption stays almost 

constant at five zones with a value of 30% and 

seasonal consumption of electrical power of 70%.  
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Figure 3.  Continuous and seasonal electric 

energy consumption 

 

HOUSING DESIGN OPTIMISATION 

 

The function of building envelope is to separate 

physically the building interior from the external 

environments. Therefore, it serves as an external 

protection to the indoor environment while 

facilitating as climate control at the same time 

[18]. External wall materials in our chosen 

sample are the hollow brick (Fig. 4) this category 

of materials has a high thermal mass by 

absorbing heat from the solar radiation and 

transferring it to the interior. The other category 

materials are 3D panel insulation envelope, with 

superior thermal insulation (Fig. 5). The table 1 

shows more detail. 

The plan design in prototype simulation is shown 

in Fig. 6. With 100m² area this design is selected 

as reference house in the present study. The 

annual results from the insulated house 3D panel 

envelope and Hollow Brick are shown in Table 1. 

We used TRNSYS program to simulate energy 

consumption in Ouargla climate; then we 

obtained in the case of 3D panel the total energy 

consumption is 87 kWh/y m² vs 172 kWh/y m² 

for Hollow Brick. 

The plan design in prototype simulation is shown 

in Fig. 6. With 100m² area this design is selected 

as reference house in the present study. The 

annual results from the insulated house 3D panel 

envelope and Hollow Brick are shown in Table 1. 

We used TRNSYS program to simulate energy 

consumption in Ouargla climate; then we 

obtained in the case of 3D panel the total energy 

consumption is 87 kWh/y m² vs 172 kWh/y m² 

for Hollow Brick. 

Fig. 7 and Fig. 8 show the monthly energetic 

performance of the two studied cases. These 

figures show a slightly better performance of the 

3D panel envelope.  In this case of insulation 

compared with the case of the reference house. 

The 3D panel envelope is able to reduce the 

seasonal energy consumption to the half i.e. 50 

%.  

 

 
Figure 4. 3D panel wall (Insulated house) 

 

Figure 5. Hollow Brick (Reference house) 

 
Figure 6. Typical house plan 100m² area 

 

 
Figure 7. Seasonal Consumption HB vs 3DP 
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Figure. 8. Total Energy Consumption HB vs 

Energy 3DP 

 

 
Figure 9. Arid climate 3D panel case. 

 

Table 1    The yearly energy consumption for 

Hollow Brick and 3D Panel 

 
Continues 

Consumption (kWh) 

Seasonal Consumption 

 
Total 

 

(kWh/year 

m²) 
Cooling  

(kWh) 

Heating 

(kWh) 

Hollow 

Brick 
2500 7230 5814 172 

3D 

Panel 
2500 514 4852 87 

 

Table 2    Thermo physical properties for 

envelopes building  

Material 
       K 

(W/mK) 

     ρ    

(kg/m3) 

  Cp  

(J/ kg K) 

Concrete [19] 1.731 2243 840 

Hollow Brick 

[20] 
  0.62 1600 840 

EPS [19] 0.029 35 1213 

Plaster [20]   0.72 1865  840 

 

Table 3 The Investment and price for HB and 

3DP for on grid 

Total power 

   

On grid 

price kwh                           investment* 

Hollow Brick 6  

kW 
   11.8 DZD/kwh                  1 000 400.00 DZD 

3D panel            

1 kW 
      12.7 DZD/Kwh                    278 000.00 DZD 

 *110.05 DZA=1$ (March, 11th 2016) 

 

ECONOMICAL ANALYSIS OF THE 
INTEGRATION OF HOTOVOLTAIC 
SYSYTEM IN THE ROOF  

Photovoltaic (PV) generation is one of the most 

rapidly growing renewable energy sources, and is 

regarded as an appealing alternative to 

conventional power generated from fossil fuel 

[21-23].The Integration of PV in the roof can 

reduce the seasonal energy consumption. The 

simulation results show that protections against 

solar radiation and glare have a great influence on 

the arid climate 3D panel case (Fig.9). The 

integration of photovoltaic panel reduces the 

seasonal cooling energy consumption from 514 

kWh to 486 kWh, it represents about 6%. In the 

second case of the Hollow Brick, the integration 

of PV panel reduces the seasonal cooling energy 

consumption from 7230 kWh to 3516 kWh which 

represents 48.63%. 

CONCLUSIONS 
 

This study attempts to design a new residential 

building in the dry lands, by using the 

photovoltaic solar panels. The objective is to 

optimize thermal comfort in summer, and to 

reduce the need of the seasonal energy 

consumption through air conditioning. The 

analysis of the total energy consumption in 

Hollow Brick envelope, which is common, shows 

that the total energy consumption is 172 kWh/m², 

and more than 70% is consumed by cooling 

system. However in the high performance 

envelope (3D panel) the integration of 

photovoltaic panels in the roof as protector 

against solar radiation can reduce seasonal energy 

consumption until to 87.4 kWh/m² per year, 

which reduce the total energy consumption to 

50%. 

The main obstacle for the integration PV system 

is its high capital cost of investment. It requires a 

long-term strategy, energetic legislation and 

standards to encourage it. However, we can 

overcome this obstacle by injecting the excess 

unused PV electricity on the grid which can 

contribute to the overall economic feasibility. Net 

metering is beneficial for the residents because it 

excludes their need to purchase an expensive and 

unwieldy battery storage system. Net metering 

can also prove advantages for utilities because it 

helps to have peak loads, which generally 

coincide with maximum PV power production. 

Net metering can also reduce the price of kW and 

make BIPV competitive project against the 

classical electric one.  
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ABSTRACT 
Single stage absorption chillers using H2O-NH3 have received increasing research interest in recent years, in 

order to make them competitive with conventional refrigeration machines. This work presents a study on the 

performance of such tri-thermal machines, used for negative temperature refrigeration. The objective is to 

determine the values of the system operating temperatures that minimize the irreversible losses in the various 

heat exchangers. To do this, the overall exergy efficiency of the system has been expressed as a function of the 

various operating temperatures. This objective function is to be maximized. The results show that the cycle is 

more thermodynamically efficient when the absorption cooling system is operated at a low evaporation 

temperature (lower than 0 °C). Thus, the exergy efficiency is maximal and varies from 0.46 to 0.52 for an 

evaporation temperature ranging from 0 to -15 °C, the heat source temperature from 75 °C to 120 °C and 

condensation/absorption temperature around 30 °C.  

KEYWORDS: absorption chiller; exergy; thermodynamic irreversibility; exergetic efficiency; water-ammonia. 

 

NOMENCLATURE 
h specific enthalpy (kJ•kg-1) 

Ir irreversibility (kW) 

 mass flow (kg•min-1) 

P pressure (kPa) 

 flow of heat exchanged (kW) 

 specific entropy (kJ•kg-1•K-1) 

 entropy generation (kW•K-1) 

T temperature (°C) 

 power (kW) 

X ammonia mass fraction 

Symbol  

 Carnot coefficient 

 exergetic efficiency 

 specific exergy (kJ•kg-1) 

 exergy destroyed by the process (kJ•kg-1) 

Subscripts  

a Reference 

c Condenser 

e intake cooling water or chilled water 

g heat source 

p ammonia-poor solution 

r ammonia-rich solution 

s outlet cooling water or chilled water 

sys system 

o evaporation 

 

INTRODUCTION  
Cold generation is mainly achieved by 

compression refrigeration machines, which require 

large energy consumption. In addition, these 

machines use, for their operation, refrigerants that 

deplete the ozone layer or contribute to a 

considerable extent to the increase in the greenhouse 

effect. 

mailto:amihad007@yahoo.fr
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Many industries generate heat from fossil fuels 

for their processes. After use, this heat is released in 

to the environment as waste. Waste heat can be used 

to operate an absorption system for cold production 

[1]. 

Absorption chillers have several advantages 

compared to compression machines and appear as a 

promising alternative [2] for cold generation, with 

various advantages:  

 use of thermal energy (thermal effluents, 

solar, biogas, etc.) 

 use of environmentally friendly refrigerants 

 low maintenance due to the absence or the 

presence of very few mechanical moving 

parts; therefore, they exhibit limited 

operating cost 

 limited electricity consumption and hence, 

limited operating cost  

The power consumption required to operate the 

pump of an absorption system, only electrical 

elements of the system, is less than 1 % of the 

cooling capacity, unlike the compression systems that 

require at least 20 to 50 % cooling capacity [3]. 

 

LITERATURE REVIEW 
The performance of absorption chillers depends 

not only on the performance of various heat 

exchangers of the system but also on the 

thermodynamic and chemical properties of the used 

fluids. A number of researchers have used either 

COP, exergy efficiency or both to analyze absorption 

cooling systems. A particular attention is given to 

simple effect absorption cooling system [1, 4-11].  

Zhi-Gao-Lin Nuo Sun and Xie [4] worked on an 

experimental study of the performance of a small 

combined cold and power (SCCP) for air 

conditioning system with micro gas turbine. A 

double-effect absorption refrigeration unit LiBr-H2O 

is used in their work. A burner is installed in the 

double-effect absorption chiller, which is used to 

increase refrigerating capacity of the absorption 

chiller when air-conditioning needed more cooling 

load. The output temperature of chilled water and 

cooling water is respectively 7°C and 35 °C. Primary 

energy rate (PER) and comparative saving of primary 

energy (ΔSCCP) demand are used to evaluate the 

performance of the system. PER and ΔSCCP of the 

system are 0.867% and 12.3% with burner working, 

and 0.726% and 19.4% with no burner working, 

respectively. 

Martinez and Pinazo [5] employed a statistical 

method in order to improve the initial design of a 

lithium bromide-water single eff ect absorption 

chiller. Experimental designs and variance analysis 

are used to measure the eff ects of the variation of 

the heat exchangers areas on the performance of an 

absorption machine. To this end, the inlet cooling 

water temperature, the chilled water and the hot 

water of the generator are maintained respectively at      

29.4 °C, 11.5 °C and 82.2 °C. Thus, for a machine 

whose nominal COP equals 0.717, they obtained 

0.786, representing an improvement of 9.6 %, 

without varying nominal capacity and total heat 

transfer area.  

Lostec and al. [6] introduced the simulation of a 

single stage solar absorption chiller operating with 

an H2O-NH3 mixture under steady state conditions. 

This simulation is based on heat and mass balances 

for each component. A parametric study is 

conducted to investigate the effect of evaporator and 

desorber temperature on the absorption chiller’s 

performance. The numerical model is compared and 

validated with experimental data obtained with a 

solar absorption chiller operating at an evaporation 

temperature of 16 °C, heat source temperature of 75 

°C and inlet cooling water temperature of 24 °C. 

The COP decreases by 25 % with a decrease of 10 

°C in evaporator temperature and the COP increases 

by 4 % with an increase of 10 °C in desorber 

temperature.  

Adewusi and Zubair [7] made an entropy 

analysis of H2O-NH3 absorption chillers single-stage 

and two-stage in order to reduce the entropy 

generated. They computed some parameters such as 

the COP of the machine and the total entropy 

generated flow in the system. This study is 

performed with an evaporation temperature of -10 

°C, condensation temperature of 40 °C, and heat 

source temperature of about 135 °C and 200 °C 

respectively for single and two stage systems. The 

two-stage system with a COP of 0.734 is more 

efficient than the single-stage system with a COP of 

0.598.  Moreover, the total entropy generated for the 

two-stage system is greater than that for the single 

stage system. The authors showed that the increase 

in total entropy generated two-stage level is due to 

the irreversibility in the desorber as it produces 

about 50 % of the total entropy generated in the 

system. To correct this, they advocated reducing the 

heat to the generator so as to have a better 

performance factor.  
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Bazzo et al. [8] worked on experimental study of 

combining a natural gas micro turbine, a heat 

recovery steam generator (HRSG) and an H2O-NH3 

pair absorption chiller fired by steam. The system is 

tested under different turbine loads, steam pressures 

and chiller outlet temperatures. According to the first 

law of thermodynamics, at the ambient temperature 

of around 24 °C and micro turbine at full load, the 

plant is able to provide 19 kW of saturated steam at 

5.3 bar (161 °C), corresponding to 9.2 kW of 

refrigeration at        -5 °C (COP = 0.44). From a 

second law point-of-view, it is found that there is an 

optimal chiller outlet temperature that maximizes the 

chiller exergetic efficiency. They noted that the micro 

turbine presented the highest irreversibilities, 

followed by the absorption chiller and the HRSG. In 

order to reduce the plant exergy destruction, a new 

design is recommended for the HRSG. Nevertheless, 

the performance chiller operating in cogeneration is 

25 % less than the nominal value of 0.59 for the 

direct firing system. 

Aman and al. [9] conducted energy and exergy 

analyses to evaluate the performance of the H2O-NH3 

absorption chiller for residential air conditioning 

application under steady state conditions. The system 

operates at an evaporation temperature of 2 °C, 

condensation temperature of 30 °C, and heat source 

temperature of 80 °C. One of the aims of their study 

is to maximize the exergetic efficiency of an 

absorption chiller with a low temperature driving 

source such as solar thermal energy. The analyses 

uncovered that the absorber is where the most exergy 

loss occurs (63 %) followed by the generator (13 %) 

and the condenser (11 %). Furthermore, the exergy 

losses of the condenser and absorber greatly increase 

with temperature, the generator less so, and the 

exergy loss in the evaporator is the least sensitive to 

increasing temperature. In order to improve cycle 

efficiency, the highest efforts should be given to 

improving the absorber while the generator may be 

considered as the second priority. This literature 

review shows that the second law approach is widely 

used in the analysis of absorption cooling machines. 

Second law approaches and exergy analysis are 

currently gaining increased attention because of the 

additional information they provide on the quality of 

the energy conversion processes. However, only 

relatively few works are available on exergy analysis 

of simple effect absorption using H2O-NH3 and 

operating with evaporation temperature below 0°C. 

To the authors' knowledge, no published work is 

available detailing the interaction between the 

different internal temperatures of the absorption 

chiller to improve the exergetic efficiency. 

During absorption chiller operation, four 

external temperatures can be defined which are: the 

heat source temperature, the cold source 

temperature, and the temperatures of the cooling 

mediums for the absorber and the condenser. To 

these four external temperatures, correspond four 

internal temperatures which are respectively, the 

desorber, evaporation, absorber and condensation 

temperatures. In this work, in order to improve the 

performance of a H2O-NH3 single stage absorption 

machine (Fig. 1), the exergetic efficiency, 

irreversibility in each heat exchanger is calculated. 

The simulation is run with Matlab. The problem to 

be solved can be summarized as follows: with the 

four external temperatures and fixed cooling 

capacity, what are the values of the established 

internal temperatures that minimize irreversible 

losses in heat exchangers? This is an optimization 

problem, where the exergetic efficiency is the 

objective function to be maximized; the independent 

variables are the four internal temperatures of the 

system.  

 

ANALYSIS AND MODELLING 
A simulation program, with Matlab, is developed for 

the assessment of thermodynamic performance of the 

single-stage absorption chiller. The mass, energy and 

exergy balances of each component are carried out by 

following the Fig. 1 model. The thermodynamic 

properties of H2O-NH3 are used to determine the 

physical parameters of each system point [1, 12-17]. 

The mass balance of the mixture, the refrigerant 

enthalpy and entropy components are obtained from 

the following equations: 

 Mass balance of the mixture 

 
 

 Mass Balance of the refrigerant 

 
 

 Energy balance 
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Figure 1. Absorption chiller single-stage 

 

 Entropy balance 

 

 

where  is the mass flow rate, h and s are the specific 

enthalpy and entropy respectively at temperature T and 

 is the heat transfer rate. 

The COP is the ratio of the useful energy gained from 

the evaporator to the primary energy supply to the 

generator and mechanical work absorbed by the pump 

of the system. 

 

 

The second law of thermodynamics can be expressed 

assuming reversible transformation as follows: 

 

 

From Eq. (6), one can express the ratio  based on 

the temperatures involved in the system. 

 

 

 Exergetic balance 

 

 

where the specific exergy and   environmental 

temperature. In this analysis,  is set to 298.15 K. 

The exergy balance system gives us: 

  

 

with :   

 

 

 

 

 

 

                                        

 

 

 is the pump power consumption and  is the 

exergy destroyed by the process. 

The maximum thermal performance of an absorption 

refrigeration system is determined by assuming that 

the entire cycle is totally reversible (i.e., the cycle 

involves no irreversibilities nor any heat transfer 

through a differential temperature difference) [8], it is 

possible to obtain: 

 

 

The second law efficiency of the absorption system 

leads to computing the exergetic efficiency, which is 

defined as the ratio of the useful exergy gained from a 

system to that supplied to the system [18]. The ratio 

between the two COP definitions in Eq. (5) and (13) 

is the exergetic efficiency of the machine, and gives 

an extent of the thermodynamic irreversibilities 

associated with the absorption cooling process: 

 

 

By using Eq. (5), (7) and (13), the exergetic efficiency 

of the system can be calculated as follows with  

negligible: 

 

 

In order to simulate the single effect absorption 

cooling system, several assumptions are made[13] : 

 the analysis is made under steady 

conditions; 

 the temperatures in components (desorber, 

condenser, evaporator and absorber) are 

uniform throughout the volume considered; 

 the mixture at the outlet of the absorber and 

the desorber is in the saturated state. the 

coolant leaving the evaporator and the 

condenser is in the saturated state; 

 the process through the pump is 

isenthalpic; 

 the heat exchange with the environment 

surrounding and the pressure losses are 

assumed to be negligible; 
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RESULTS AND DISCUSSION 
Fig. 2 shows that, for a given heat source 

temperature, the increase of the condensation 

temperature decreases the exergetic efficiency. 

Indeed, the increase of the condensation temperature 

leads to the increase of the temperature difference 

between the coolant and the refrigerant in the 

condenser. Thus for an evaporation temperature of 0 

° C the exergetic efficiency is maximal for a 

condensation temperature below 33 °C. 

The analysis of the curves Fig.3 shows that the 

reduction of evaporation temperature leads to the 

exergetic efficiency increase. This shows that H2O-

NH3 pair is very favorable for very low evaporation 

temperatures. Decreasing the evaporation 

temperature causes an increase in the temperature of 

the heat source. For an evaporation temperature of 0 

°C, the exergetic efficiency is maximal for a heat 

source temperature equal to 90 °C while the 

temperature increases to 105 °C for an evaporation 

temperature of -5 °C. In fact, the temperature of the 

heat source greatly varies depending on the 

refrigerating need. The heat demand increases with 

the need for cold. 

 
Fig.2. Exergertic efficiency depending on the 

heat source and condensation temperature for a fixed 

evaporation temperature To: To= 0 °C 

According to those results, the temperature of 
the heat source varies depending on the 
refrigeration demand for maximum ECOP. It 
increases with the decrease of the evaporation 
temperature. Minimizing loss being our goal, it 
should be noted that increasing the 
temperature of the heat source more 
promotes the creation of entropy. So for 
evaporation temperatures of -10 °C and -15 °C, 
the system should work in heat source 

temperatures respectively of 90 °C and 100 
°C. This will reduce on the one hand the heat 
input to the desorber and on the other hand 
the heat extraction from the absorber. 

 
Fig.3. Comparison of exergertic efficiency 

depending on the heat source and condensation 

temperature with evaporation temperature variation 
 

CONCLUSIONS 
The second law efficiency of the system is 

investigated and compared under different system 

operating conditions. The results show that the 

exergetic efficiency of the system decreases with 

increasing absorption and condensation 

temperatures. Increasing the heat source temperature 

makes the exergetic efficiency reach a maximum 

before decreasing. The analysis reveals that the 

cycle is more thermodynamically efficient when the 

absorption cooling system is operated at a low 

evaporation temperature rather than a high 

evaporation temperature. Indeed, the exergy 

efficiency varies from 0.46 to 0.52 for an 

evaporation temperature ranging from 0 to -15 °C.  
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ABSTRACT 
This paper describes an improvement solution for ORC-VCC systems. The solution consists in using cascade 

evaporation in the ORC subsystem in order to increase its power on the expander shaft. The heat source is divided 

into high temperature and low temperature ranges, a solution allowing the utilization of all kinds of heat sources 

(engine exhaust gas, jacket water and charge air) which are at different temperature levels. The paper also 

discusses performance of hydrocarbon refrigerants in such systems. The performance of the system using a 

cascade evaporation in the ORC subsystem are compared to those using a basic ORC subsystem.  

INTRODUCTION 
Over 90% of global trade is carried by sea, making 

the shipping industry as a key component of the 

world economy. Like the others transport modes, 

ships are powered using fossil fuels whose 

combustion produces greenhouse gases and others 

harmful pollutants such as nitrogen oxides (NOx) and 

sulfur oxides (SOx). It is recognized that fuel 

expenses account between 30 and 55 % of the total 

operational costs for large vessels [1]. Fuel is mainly 

consumed to generate the necessary power for 

propulsion and to produce electricity needs. Although 

that significant gain in the efficiency of propulsion 

engines has been achieved over the years, there is a 

little potential for further improvements. Recently, 

heat recovery concepts have attracted much interest 

from ship owners interested in emissions and ship 

operating costs reduction. Traditionally, high-

temperature waste heat from main Diesel propulsion 

engines is utilized in an exhaust gas economizer and 

a steam turbine generation system. However, low-

temperature heat such as engine jacket water has been 

rarely used. A path of increase of the overall 

efficiency of ship can be the heat recovery using 

technical solutions able to exploit low-temperature 

waste heat from Diesel engines. Among these 

solutions, the organic Rankine solution is probably 

the most reliable and mature technology. It is widely 

implemented in several fields including the 

geothermal energy, the solar energy, the biomass 

combustion and the heat recovery from industrial 

processes.  

Many recent studies have focused on the subject of 

applying of ORC technology to exploit low-grade waste 

heat from marine Diesel engines [2-10]. All these 

studies have applied ORC systems to produce additional 

mechanical energy or to drive electric generator. 

Alternatively the waste heat from the Diesel engine can 

be used to operate an organic Rankine cycle (ORC), 

which in turn produces the energy necessary to drive the 

compressor of a vapor compression cycle (VCC). The 

VCC unit can produce refrigeration effect at different 

temperatures. The advantage of a combined ORC-VCC 

system compared to absorption refrigeration systems is 

that when refrigeration is not needed, all the thermal 

energy can be converted to power and used for others 

applications. Although that thermally driven 

refrigeration cycles that combine organic Rankine cycle 

and vapor compression refrigeration cycle have been 

studied for several applications [11-22], their use in 

marine applications has received less attention [23].  

This paper aims to verify thermodynamically the 

improvement of the performance of a combined ORC-

VCC system in order to explore the feasibility of such 

system in marine applications. It is the first step to start 

a preliminary design of the proposed system. It serves 

also as an initial screening of some promising 

hydrocarbon refrigerants, namely propane (R290), 

butane (R600), isobutane (R600a) and propylene 

(R1270) in ORC-VCC systems in order to investigate 

the thermodynamic performance that can be attained 

using these substances. 
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ENGINE ENERGY BALANCE 
An energy balance can be used to identify the heat 

sources from a marine Diesel engine such as exhaust 

gases, cooling water or engine oil. It is interesting to 

mention that these heats sources present different 

level of quality and quantity. While exhaust gases 

produce large amount of energy at high temperatures 

(up to 400°C), the other sources produce less energy 

with lower temperatures. There is no doubt that 

recovering these heat sources yields to higher fuel 

savings. However, linking these systems with marine 

Diesel engines is a challenging task for the design of 

their components. 

Figure 1 shows an example of an energy balance of a 

modern marine Diesel engine. The heat transferred to 

coolants includes charge air cooling (17.8%), jacket 

water cooling (4.8%) and lubricating oil cooling 

(3.2%). In addition, 25.1% of the total energy is lost, 

released into the atmosphere during the exhaust 

outlet. Finally, a small part of the energy (0.6%) is 

released by radiation. At first glance, the analysis of 

heat flows shows that there are three engine waste 

heat streams, at different temperature levels, that have 

potential to be recovered: exhaust gas (300-600°C); 

charge air (200°C); jacket water (80-100°C). 

 

 
Figure 1 

Typical heat balance of a marine Diesel engine. 

WORKING FLUIDS SELECTION 
The main advantage of ORC systems is simplicity due 

to limited number of components, in addition to their 

ability to use a large variety of working fluids. Several 

fluids have been used in ORC systems as reported in the 

review papers by Bao and Zhao [24] and Juhasz and 

Simoni [25]. 
During the CFCs and HCFCs phase out periods, natural 

refrigerants such as ammonia, carbon dioxide and some 

hydrocarbons have been reintroduced as a sustainable 

solution for refrigeration systems. Abandoned in the 30th 

in favor of more competitive refrigerants at that time, 

these substances are, nowadays, the most realistic 

solution which associates high performance, economy 

and environment protection. 

In the present study, some hydrocarbons, namely 

propane (R290), butane (R600), isobutane (R600a) and 

propylene (R1270) are selected as the working fluids for 

the ORC-VCC system to be studied. Some common 

properties of the selected fluids are summarised in Table 

1. Refrigerants used here are fully friendly environment 

fluids. They are natural and have not undesirable effects 

on environment. However, although that R134a presents 

a high global warming potential, it has been kept as 

reference fluid due its large application nowadays. 

Working fluids for organic Rankine cycles can be 

classified according to the slope of the saturated vapor 

line in a T–s diagram into wet, isentropic or dry fluids. 

Figure 2 indicates that wet fluids have high critical 

temperatures and large latent heat compared to dry 

fluids. A large latent heat involves smaller mass flow 

rates. However, dry fluids which are characterized by a 

positively sloped saturation curve in the T–s diagram 

have better thermal performance because the fluid does 

not condense after its expansion in the expander unlike 

wet fluids which partially condense after their 

expansion. For wet working fluids, it is important to 

make sure that the vapor at the expander exit is dry to 

prevent the expander from liquid-hit. Control of the 

vaporization pressure of the ORC cycle can avoid the 

above issue. 
 

Table 1 

Thermophysical, security and environmental properties of the selected working fluids 

Substance 

Thermophysical data 
Security 

group 

Environmental properties 

Type  M 

(g/mol) 

Tb 

(°C) 

Tc 

(°C) 

pc 

(bar) 
ODP GWP 

R134a i 102.0 -26.1 101.1 40.6 A1 0 1430 

R290 w 44.1 -42.1 96.7 42.5 A3 0 -20 

R600 d 58.1 -0.5 152.0 38.0 A3 0 -20 

R600a d 58.1 -11.7 134.7 36.3 A3 0 -20 
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R1270 d 42.08 -47.62 91.75 46.0 A3 0 -20 

 
Figure 2 

 T-s saturated curves comparison of the working 

fluids. 

 

Thermodynamic properties including enthalpy and 

entropy at different states have been obtained using a 

set of equations of state. The computational model 

adopted in this study is based on four local equations 

of state presented below [23]: 

- an equation of state for the gas state,  

 ,Z Z T                                                                     (2) 

- a correlation for the saturated vapor pressure,  

 s s
p p T                                                                       (3) 

- a correlation for the saturated liquid density, 

 L L
T                                                                       (4) 

- an equation of the specific heat capacity at 

constant pressure in the ideal gas state. 

 0 0

p p
c c T                                                                       (5) 

Using the above equations and the differential 

equations of thermodynamics [26], it is possible to 

calculate the other essential thermodynamic 

functions necessary for the thermodynamic analysis, 

namely, the enthalpy, the entropy and the exergy. 

 

THERMODYNAMIC ANALYSIS 
Figure 3 shows combined ORC-VCC systems 

mounted on a marine Diesel engine. The system is 

linked to the engine heat source using the boiler of 

the ORC sub system. Vapors formed are expanded in 

the expander producing mechanical work on its shaft 

to drive the compressor of the vapor compression sub 

system. A condenser is used to condense the working 

fluid after expansion. The liquid obtained is pumped 

to the boiler to absorb heat from the engine jacket 

water and repeat a new cycle. The two subsystems are 

linked by coupling the expander of the ORC 

subsystem to the compressor of the VCC subsystem. 

The first system is referred to as ORC-VCC (basic 

system) while the second one is referred to as 

SCORC-VCC (serial cascade system).  

Habitually, thermodynamic cycles are analyzed using 

the energy analysis method which is based on the first 

law of thermodynamics, i.e. the energy conservation 

concept. Unfortunately, this method cannot locate the 

degradation of the quality of energy. Instead, exergy 

analysis which is based on both the first and second 

laws of thermodynamics can overcome easily the 

limitations of the energy analysis. It permits to 

quantify the magnitude and the location of exergy 

losses within the system. Furthermore, the total 

exergy losses can be considered as an optimization 

criteria which, by minimization, provide optimum 

processes configuration. The concept and the 

methodology of exergy analysis are well-documented 

in the literature [27-29]. Bosnjakovic [30] has defined 

exergy as the theoretically gainful amount of work 

obtained by bringing materials into equilibrium with 

the surroundings in a reversible process. The 

surroundings can be defined in terms of temperature, 

pressure and chemical composition. 

Combined systems, displayed in Figure 3, have been 

modeled using the common simplifying assumptions 

listed below: 

- all processes are marked by steady state and 

steady flow,  

- kinetic and potential energy have negligible 

effects,  

- heat and friction losses are neglected,  

- the working fluid leaving the condenser and 

the evaporator is saturated, 

- the temperature and pressure of the 

environment are 25°C and 1 atm, respectively. 

 

Mass, energy and exergy balances for any control 

volume at steady state with negligible kinetic, 

potential and chemical energy changes can be 

expressed, respectively, by 

in outm m                                               

(6) 

out out in inQ W m h m h                       

(7) 

heat out inEx W Ex Ex Ex                                    

(8) 

where subscriptions in and out denote inlet and outlet 

states, Q and W the net heat and work inputs, m the 

mass flow rate, h the enthalpy, Ex the rate of exergy 

and Ex is the rate of exergy losses.  

The rate of exergy transfer by heat, heatEx , at a 

temperature T, is given by 
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01heat

T
Ex Q

T

 
  
 

                              

(9) 

The rate of exergy, Ex , is given by 

Ex m ex                     

(10) 

 

Table 2 

 Energy and exergy balances equations 

 

O
R

C
 

Component  Energy balance Exergy balance 

Pump  5 3pump ORCW m h h   3 5pump pumpEx Ex Ex W     

Boiler  6 5boil ORCQ m h h    *

5 6 01boil boil boilEx Ex Ex Q T T      

Expander  exp 6 7ORCW m h h   6 7 expturEx Ex Ex W     

Condenser   7 3cond ORCQ m h h   
*

7 2 3 3 7 2( )cond condEx Ex Ex Ex h h h T      

 

S
C

O
R

C
 

Pump 1  1 1 2 3pump ORCW m h h 
 1 3 2 1pump pumpEx Ex Ex W   

 

Pump 2  2 1 2 5 7( )pump ORC ORCW m m h h  
 2 7 5 2pump pumpEx Ex Ex W   

 

Boiler 1  1 1 1 2boil ORCQ m h h 
 

 *

1 2 1 1 11boil boil boilEx Ex Ex Q T T      

Boiler 2    2 1 3 5 2 4 5boil ORC ORCQ m h h m h h   
 

 *

2 5 4 2 0 21boil boil boilEx Ex Ex Q T T      

Expander    exp 1 1 6 2 4 6ORC ORCW m h h m h h   
 exp 4 1 6 expEx Ex Ex Ex W    

 

Condenser  1 2 6 7( )cond ORC ORCQ m m h h  
 

*

6 10 7 7 6 10( )cond condEx Ex Ex Ex h h h T      

 

V
C

C
 (

a
) Evaporator   1 4evap VCCQ m h h    *

4 1 01evap evap evapEx Ex Ex Q T T      

Compressor   2 1comp VCCW m h h   1 2comp compE Ex Ex W     

Throttling valve  3 4h h  
3 4throtE Ex Ex    

 

Cycle ORC_VCC 

ORC VCC

tur pump evap

compboil

COP

W W Q
COP

WQ



  
   
      

 
_1ex tot ORC VCC inEx Ex    

a. 

 

b. 

 
 

Figure 3 

 Schematic of the combined organic Rankine cycle - vapor compression cycle: a. ORC-VCC; b. SCORC-VCC. 
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Cycle SCORC_VCC 

exp 1 2

1 2

VCCSCORC

pump pump evap

compboil boil

COP

W W W Q
COP

WQ Q



    
    

      

 

_1ex tot SCORC VCC inEx Ex    

where, ex is the specific exergy defined as 

 0 0 0ex h h T s s                     

(11) 

The subscript 0 is related to the reference state. 

 

From a second law point of view, it is important to 

quantify the exergy losses in each component in order 

to assess the overall performance of the system. 

Mass, energy and exergy balance equations are 

applied to each component of the system. The 

mathematical model for both ORC and VCC 

subsystems is given by the equations summarized in 

Table 2. 

The exergy supplied to the system,
boilEx , and the total 

exergy losses, totEx , can be expressed as 

 *

01boil boil boilEx Q T T                          

(12) 

_ exptot ORC VCC pump boil cond

evap comp throt

Ex Ex Ex Ex Ex

Ex Ex Ex

      

  
 

_ 1 2 1 2

exp

tot SCORC VCC pump pump boil boil

cond evap comp throt

Ex Ex Ex Ex Ex

Ex Ex Ex Ex Ex

     

    
         

(13) 
        

*

boilT ,
*

evapT , *

condT  are the heat source mean temperature in 

the boiler, evaporator  and condenser respectively.  

 

The exergy inlet to the system can be expressed as 

_

_ 1 2

in ORC VCC boil evap

in SCORC VCC boil boil evap

Ex Ex Ex

Ex Ex Ex Ex

  


  

                              

(14)  

 

RESULTS AND DISCUSSION 
Simulation results have been obtained based on 1.46 

kg/s hot fluid mass flow rate in the boiler. The boiler 

exit temperatures range from 60 to 90, which 

corresponds to heat source temperatures ranging from 

70 to 100°C. The hydrocarbon fluids critical 

temperatures which are larger than 90°C allow the 

use of subcritical cycles for both power and 

refrigeration subsystems. Generally, the isentropic 

efficiency of a turbine ranges from 80 to 90%  

whereas the isentropic efficiency of compressor 

ranges from 70 to 90%. 

Table 3 

 Design and operating parameters of the system 

Hot fluid mass flow rate, kg/s 1.46  

Evaporation temperature, °C 5 

Boiler exit temperature, °C 60–90 

Condensation temperature, °C 35 

Expander isentropic efficiency, % 75 

Compressor isentropic efficiency, % 80 

Pump isentropic efficiency, % 60 

 

In absence of relevant suitable model to validate such 

configuration of the whole combined system, the 

validation has been conducted for both the two 

subsystems separately. Thus, the accuracy of 

simulation results have been checked by comparing 

calculated values using the developed code to values 

obtained using the free code SOLKANE. 

Computations have been carried out according to the 

parameters listed in Table 4. Compression and 

expansion processes are assumed isentropic.  

Table 4 

Validation case operating parameters 

Fluid  R134a 

Mass flow rate in ORC, kg/s 1 

Boiler temperature, °C 90 

Condenser temperature, °C 30 

Evaporation temperature, °C -10 

Refrigeration effect, kW 1 

 

Table 5 presents comparisons between the two codes. 

It is clear that the model proposed is reliable in 

predicting the performance of both systems. The 

relative error for all parameters considered remains 

below 2.7%. In addition, the program developed has 

the advantage to be used more flexibly in order to 

determine the cycle performance for different 

operating conditions. 

Table 5 

Validation case results 

 Parameter Model Solkane  (%) 

O
R

C
 

Pump power, kW 1.4 1.4 0 

Turbine power, kW 12.7 12.7 0 

Mass flow rate, g/s 505.9 512.0 -1.2 

Thermal efficiency, 

% 

11.3 11.0 2.7 

V
C

C
 Compressor power, 

kW 

0.19 0.19 0 

Pressure ratio 3.83 3.84 -0.26 
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Mass flow rate, g/s 6.623 6.633 -0.15 

COP 5.40 5.40 0 

 

Figure 4 illustrates the effect of using cascade 

evaporation on the power produced on the shaft of the 

ORC expander.  Obviously, the SCORC-VCC system 

produces more power compared to the ORC-VCC 

system. For both, R600 is the more suitable working 

fluid. However, the elevation of the boiler exit 

temperature is not always advantageous.  

Results based on energy analysis, in terms of 

refrigerating effect and COP, the standard criterions 

of performance analysis of a refrigeration cycles, are 

plotted versus the boiler exit temperature in Figure 5. 
 

 

a. 
 

 
b. 

 
Figure 4 

Net Power as function of the boiler exit 

temperature: a. ORC-VCC; b. SCORC-VCC. 

Whatever the refrigerant used, the increase of the 

boiler exit temperature enhances the performance of 

the system. As expected, butane and isobutane give 

better refrigerating effect than R134a. However, 

propane and propylene give comparable results to 

R134a. Butane is the best refrigerant considering the 

COP. Although that the performance of the ORC 

subsystem are improved using the serial cascade, the 

performance of the whole system are comparable for 

both cases under the conditions considered. 

Figure 6 depicts the effect of the boiler exit 

temperature on the exergetic efficiency for both 

systems. The ORC-VCC system produce comparable 

exergetic efficiencies of all refrigerants mainly for 

boiler exit temperatures lower than 70°C.  They range 

from 15 to 21%. However, for the SCORC-VCC 

system, the difference between refrigerants is clear. 

From an exergy point of view, R600 and R600a still 

the best. 

a. 

 
b. 

 
Figure 5 

COP as function of the boiler exit temperature: a. 

ORC-VCC; b. SCORC-VCC. 
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b. 

 
Figure 6 

Exergetic efficiency as function of the boiler exit 

temperature: a. ORC-VCC; b. SCORC-VCC. 

Figure 7 illustrates the percentage of the exergy 

destroyed in each component with respect to the total 

system exergy loss for each refrigerant. For all 

refrigerants, the highest exergy losses occur in the 

boiler (58-75%) followed by the evaporator (6.5-

27%), the expander (2.5-11%) and the condenser 

(4.1-8.8%). Exergy losses in the compressor, the 

throttling valve and the pump are negligible 

comparatively to the above exergy losses. 
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Figure 7 

 Exergy losses distribution in the system for tboil = 60°C ; 

tcond = 35°C ; tevap = 5°C: a. ORC-VCC; b. SCORC-VCC. 

CONCLUSIONS 
This paper includes a comprehensive thermodynamic 

analysis of a vapor compression refrigeration system 

driven by an organic Rankine Cycle. The later uses 

waste heat from a marine Diesel engine to produce 

the power that drives the compressor of the 

refrigeration system. Commonly operating data have 

been used to quantify exergy losses in each 

component of the system and the overall 
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performances of the system at a reference 

temperature of 25°C have been determined. Results 
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show that isobutane and butane yield excellent 

performance compared to R134a. 

 

REFERENCES 
1. Kalli, J., Karvonen, T., Makkonen, T., 2009, 

Sulphur content in ships bunker fuel in 2015, 

Technical Report, Helsinki, Finland: Ministry 

of Transport and communications. 

2. Jin, J., Lee, H., Park, G. et al., 2012, 

Thermodynamic Analysis of the Organic 

Rankine Cycle as a Waste Heat Recovery 

System of Marine Diesel Engine, Transactions 

of the Korean Society of Mechanical Engineers 

B, 36, no. 7: pp. 711-719. 

3. Yu, G., Shu, G., Tian, H. et al., 2013, Simulation 

and Thermodynamic Analysis of a Bottoming 

Organic Rankine Cycle (ORC) of Diesel Engine 

(DE), Energy, 51, pp. 281-290. 

4. Kalikatzarakis, M., Frangopoulos, C.A., 2014, 

Multi-criteria selection and tThermo-economic 

optimization of an organic Rankine cycle 

system for a marine application, In: Proceedings 

of the 27th International Conference on 

Efficiency, Cost, Optimization, Simulation, and 

Environmental Impact of Energy Systems 

(ECOS), Turku, Finland. 

5. Yang, M., Yeh, R., 2015, Thermo-economic 

Optimization of an Organic Rankine Cycle 

System for Large Marine Diesel Waste Heat 

Recovery, Energy, 82, pp. 256-268. 

6. Song, J., Song Y., Gu, C., 2015, 

Thermodynamic Analysis and Performance 

Optimization of an Organic Rankine Cycle 

(ORC) Water Heat Recovery System for Marine 

Diesel Engines, Energy, 82, pp. 976-985. 

7. Soffiato, M., Frangopoulos, C. A., Manente, G. 

et al., 2015, Design Optimization of ORC 

Systems for Waste Heat Recovery onboard an 

LNG Carrier, Energy Conversion and 

Management, 92, pp. 523-534. 

8. Sung, T., You, S., Kim, K.C.,  2015,  A dual loop 

organic Rankine cycle utilizing boil-off gas in 

LNG tanks and exhaust of marine engine, 3rd 

International Seminar on ORC Power Systems, 

Brussels, Belgium. 

9. Yuksek, E.L., Mirmobin, P., 2015, Waste heat 

utilization of main propulsion engine jacket 

Water in marine application, 3rd International 

Seminar on ORC Power Systems, Brussels, 

Belgium. 



17 – 20 May 2016, La Rochelle, France 

732 Ouadha et al., 

10. Baldi, F., Larsen, U., Gabrielli, C., 2015, 

Comparison of different procedures for the 

optimisation of a combined Diesel engine and 

organic Rankine cycle system based on ship 

operational profile, Ocean Engineering, 110, 

Part B, pp. 85-93. 

11. Wiley.Nazer, M.O., Zubair, S.M., 1982, 

Analysis of Rankine cycle air-conditioning 

systems, ASHRAE J., 88, pp. 332–334. 

12. Egrican, A.N., Karakas, A., 1986, Second law 

analysis of a solar powered Rankine 

cycle/vapor compression cycle, J. Heat 

Recovery Systems, 6, pp. 135–141. 

13. Kaushik, S.C., Dubey, A., Singh, M., 1994, 

Thermal modelling and energy conservation 

studies on freon rankine cycle cooling system 

with regenerative heat exchanger, Heat 

Recovery Systems & CHP, 14, pp. 67–77. 

14. Kaushik, S.C., Singh, M., Dubey, A., 1994, 

Thermodynamic modelling of single/dual 

organic fluid Rankine cycle cooling systems: A 

comparative study, Int. J. Ambient Energy, 15, 

pp. 37–50. 

15. Jeong, J., Kang, Y.T., 2004, Analysis of a 

refrigeration cycle driven by refrigerant steam 

turbine, Int. J. Refrig., 27, pp. 33–41.  

16. Dubey, M., Rajput, S.P.S., Nag, P.K., Misra, 

R.D., 2010, Energy analysis of a coupled power 

– refrigeration cycle, Proceedings of the 

Institution of Mechanical Engineers Part A: J. 

Power Energy, 224, PP. 749–759. 

17. Aphornratana, S., Sriveerakul, T., 2010, 

Analysis of a combined Rankine–vapour–

compression refrigeration cycle, Energy 

Conversion Management, 51, pp. 2557-2564. 

18. Wang, H., Peterson, R., Herron, T., 2011, 

Design study of configurations on system COP 

for a combined ORC (organic Rankine cycle) 

and VCC (vapor compression cycle), Energy, 

36, pp. 4809-4820.  

19. Wang, H., Peterson, R., Harada, K., Miller, E., 

Ingram-Goble, R., Fisher, L., Yih, J., Ward, C., 

2011, Performance of a combined organic 

Rankine cycle and vapor compression cycle for 

heat activated cooling, Energy, 36, pp. 447-458. 

20. Demierre, J., Henchoz, S., Favrat, D., 2012, 

Prototype of a thermally driven heat pump 

based on integrated Organic Rankine Cycles 

(ORC), Energy, 41, pp. 10–17. 



International Conference On Materials and Energy – ICOME 16 

Ouadha et al;, 733 

21. Li, H., Bu, X., Wang, L., Long, Z., Lian, Y., 

2013, Hydrocarbon working fluids for a 

Rankine cycle powered vapor compression 

refrigeration system using low-grade thermal 

energy, Energy Buildings, 65, pp. 167-172. 

22. Bu, X., Wang, L., Li, H., 2013, Performance 

analysis and working fluid selection for 

geothermal energy-powered organic Rankine-

vapor compression air conditioning, 

Geothermal Energy, 1, pp. 1-14. 

23. Bounefour, O., Ouadha, A., 2014, 

Thermodynamic analysis and thermodynamic 

analysis and working fluid optimiazation of a 

combined ORC-VCC system using waste heat 

from a marine diesel engine, Proceedings of the 

ASME 2014 International Mechanical 

Engineering Congress and Exposition 

IMECE2014, Montreal, Quebec, Canada. 

24. Bao,  J., Zhao, L., 2013, A Review of Working 

Fluid and Expander Selections for Organic 

Rankine Cycle, Renewable & Sustainable 

Energy Rev., 24, pp. 325-342. 

25. Juhasz, J.R., Simoni, L.D., 2015, A review of 

potential working fluids for low temperature 

organic Rankine cycles in waste heat recovery, 

3rd International Seminar on ORC Power 

Systems, Brussels, Belgium. 

26. Sytchev, V.V., 1983, Les Equations 

Différentielles de la Thermodynamique, Edition 

Mir, Moscou. 

27. Kotas, T.J., 1985, The exergy method of thermal 

plant analysis, 1st ed. London: Butterworth. 

28. Rodyansky, V.M., Sorin, M.V,. Le Goff, P., 

1994, The efficiency of industrial processes: 

Exergy analysis and optimization, New York: 

Elsevier. 

29. Moran, M.J., Shapiro, H.N., 2000, 

Fundamentals of engineering thermodynamics, 

4th ed. New York: John Wiley & Sons. 

30. Bosnjakovic, F., 1965, Technical 

thermodynamics, Holt, Rinehart and Winston, 

New York. 
 

 



International Conference On Materials and Energy – ICOME 16 

Ouadha et al;, 735 

COMPARATIE ASSESMENT OF LNG AND LPG IN HCCI ENGINES 

 
Mohammed Djermouni, Ahmed Ouadha* 

Laboratoire des Sciences et Ingénierie Maritimes, USTO-MB, B.P. 1505 Oran El M'naouar,  

31000 Oran, Algérie 

*Corresponding author:   Fax: +213 41290461    Email:  ah_ouadha@yahoo.fr 
 

 

ABSTRACT  
A recent paper by the authors [1] detailed a thermodynamic model for HCCI engines fuelled by natural gas. 

The present paper continues in the same direction by proposing to compare the performance of natural gas fuel 

to LPG fuel in HCCI engines. Operating parameters such as compressor pressure ratio and equivalence ratio 

are discussed as to their effect on the overall system performance. 

INTRODUCTION  
Economic and environmental pressure on internal 

combustion engines designers is increasing in order 

to build more efficient engines. In addition to 

environmental restrictions, it is expected that, in the 

near future, energy efficiency measures and policies 

will be increased. 

Due to their high energy efficiency, Diesel engines 

are extremely attractive solution for many 

applications such as transport, marine propulsion and 

power station. However, in terms of NOx emissions, 

it is difficult to make them able to meet stringent 

emissions standards. Methods proposed for emissions 

control include improved combustion processes, 

after-treatment techniques and alternative fuels. In 

this context, interest is growing in the performance 

and emissions benefits of HCCI engines. This 

technology combined with alternative fuels presents 

the potential to meet stringent requirements to limit 

pollutant emissions. First introduced in 1979 [2], the 

concept of homogeneous charge compression ignition 

has recently received great attention. In an HCCI 

engine, a homogeneous premixed fuel-air mixture, as 

in spark ignition engines, is auto-ignited by the 

temperature increase accompanying the compression 

as in compression ignition engines. The 

amalgamation of these technologies allows HCCI 

engines to offer diesel-like efficiency with low NOx 

and particulates emissions. The auto-ignition is 

achieved by controlling its temperature, pressure, and 

composition, which makes the combustion in HCCI 

engines more sensitive to fuel chemistry compared to 

conventional engines.  

HCCI engines can operate using a large variety of 

fuels. In addition to gasoline [3] and Diesel fuel [4], 

various alternative fuels such as iso-octane, 

acytelene, methanol, DME, ethanol, wet ethanol, 

natural gas, hydrogen, biogas and some fuel blends 

have been investigated for HCCI applications [5-16]. 

Driven by energy security and concerns, the interest 

in alternative fuels is rapidly growing around the 

worlds. Alternative fuels such as natural gas, LPG, 

hydrogen and biofuels are potential candidates for 

many applications. However, availability and 

economic aspects make natural gas, LPG and 

Hydrogen more realistic solutions compared to 

biofuels. Although that internal combustion engines 

operating on hydrogen offer weight and cost 

advantages, they suffer from a serious drawback: the 

low efficiency. Consequently, for the present and the 

near future, natural gas and LPG as fuels are the best 

solution to meet upcoming emission regulations. 

Indeed, natural gas and LPG, thanks to their 

composition, are clean burning fossil fuels that 

produce much fewer pollutant emissions compared to 

traditional fuels.  

Although that intense research efforts have been 

expended since the first study by Onishi et al. [2], 

studies on HCCI engines still lower than that 

dedicated to spark ignition and compression ignition 

engines. A review paper published recently by 

Sharma et al. [17] outlines progress and development 

of the concept of HCCI engines. The reviewed studies 

are reported and categorized in several topics 

including, the HCCI engine technology, parameters 

affecting the HCCI engine Performance, emissions 

and combustion characteristics.  

The body of literature on HCCI engines includes 

several approaches to evaluate their performance. 

Basically, they are classified in three groups: the first 

is based on experimental approach, the second one 

uses computational fluids dynamics modelling and 

the third one is based on thermodynamic equations. 

The latter is useful for optimal design purposes. It 

can, in some cases, minimize tests on real models by 

mailto:ah_ouadha@yahoo.fr
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guiding experimental research and engine 

development. 

Thus, it is necessary to carry out thermodynamic 

studies in order to calculate and compare engine 

performance using alternative fuels in HCCI 

applications. The present paper aims to offer a tool 

that allows a quick comparison between natural gas 

and LPG fuels using thermodynamic laws. The 

exergy balance equation is applied to each process of 

the system allowing the detection of inefficiency 

sources, in terms of exergy losses, and effort 

directions for improvement. The analysis is carried 

out for several operating conditions including 

compressor pressure ratio and equivalence ratio. 

 

THERMODYNAMIC PROPERTIES 
For the purpose of making cycle calculations, 

combustion products composition and their 

thermodynamic properties are required. These 

properties are necessary to investigate both design-

point and off-design performances, and to determine 

optimum design parameters. Generally, the in-

cylinder working fluid is considered as simply air. 

However, more rigorous thermodynamic studies 

require taking into account changes in the gas 

composition by tracking several chemical species. 

In real processes, the specific heat of gases varies 

with temperature. However, for engine applications, 

its variation is negligible with pressure. The later is 

moderate. In the present model, it is assumed that the 

specific heat of gases varies with temperature 

according to the following polynomials form: 
11

1

i

p i

i

c a T


                                                           (1) 

The numerical coefficients ai, for each species, have 

been determined by a regression analysis method 

using literature data for temperature ranging from 

300 to 3000 K [18].  

Enthalpy and entropy can be derived from the 

specific heat capacity using the following relations: 

00

00

( )

( )
ln( )

p

p

h h c T dT

c T
s s dT r p

T

  


   





                         (2)

 

where h00 and s00 are the integration constants 

calculated according to an arbitrary reference state. 

For each gas, the enthalpy constant of integration is 

the sum of two parts: a part calculated by adjusting h 

= 0 at 298 K and a part representing the enthalpy of 

formation of the gas. For entropy, the integration 

constant is calculated by adjusting s = 0 at 298 K and 

1.01325 bar.  

Thermodynamic properties of the combustion 

products have different dependencies on temperature. 

Therefore, it is more appropriate to calculate the 

thermodynamic properties of their mixture as a sum 

of the properties of individual species: 

1

n

m i i

i

x


                                 (3) 

Alternative fuels considered in the present study have 

different physical and chemical properties. Thanks to 

their simple molecule structures, the combustion of 

these fuels produces much lower pollutant emissions 

compared to traditional fuels. More particularly, 

emissions of particulates and hydrocarbons are 

considerably reduced using these fuels. 

Under ideal conditions, the combustion of fuels 

produces only water (H2O) and carbon dioxide (CO2), 

in addition to the nitrogen (N2) from the air. However, 

in a real combustion, in addition to these main 

combustion products, the engine exhaust gases also 

contain many others compounds. In the present work, 

the following species are considered as combustion 

products: CO2, CO, H2O, N2, O2 and H2. The equation 

for combustion of fuels with air is written below: 

 2 2

1 2 2 2 3 2 4 2 5 6 2

2
3.76x yC H O N

CO n H O n N n O n CO n H



 
  
 

     

    (4)

 

The mole fractions, ni, of the combustion products 

have been determined under equilibrium conditions 

by solving a nonlinear system of seven equations. 

 

THERMODYNAMIC ANALYSIS  

Habitually, thermal systems are analyzed using the 

energy analysis method which is based on the first 

law of thermodynamics, i.e. the energy conservation 

concept. Unfortunately, this method cannot locate the 

degradation of the quality of energy. Instead, exergy 

analysis which is based on both the first and second 

laws of thermodynamics can overcome easily the 

limitations of the energy analysis. It permits to 

quantify the magnitude and the location of exergy 

losses within the system. Furthermore, the total 

exergy losses can be considered as an optimization 

criteria which, by minimization, provides optimum 

processes configuration. The concept and the 

methodology of exergy analysis are well-documented 

in the literature.  

For both energy and exergy analysis, the 

thermodynamic model is based on the following 

assumptions: 
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 All processes are marked by steady state and 

steady flow,  

 Kinetic and potential energy have negligible 

effects, 

 The temperature and pressure of the 

environment are 25°C and 1 atm, 

respectively. 

 

SYSTEM DESCRIPTION  

The system considered in the present study is 

depicted in Figure 1. The system consists of a 

compressor, a regenerator, a mixer, an HCCI engine, 

a catalytic converter and a turbine. Ambient air enters 

the compressor where its pressure and temperature 

rise to reach p2 and T2. The compressed air passes 

through a generator where it is heated to T3 at 

constant pressure. The hot air exiting the regenerator 

is mixed with the fuel injected into a mixer to form 

homogeneous mixture. Thus, the homogeneous gas 

mixture formed enters the combustion chamber where 

conditions of temperature and pressure reached 

during the compression process ensure an auto-

ignition of the charge by approaching the top dead 

centre. Then, the exhaust gases flow through a 

catalytic converter where the temperature increases 

from T6 to by T7 due to the conversion of unburned 

particles. The gas leaving the catalytic converter 

enters a turbine to generate the power needed to drive 

the compressor. Finally, the exhaust gases leave the 

turbine at atmospheric pressure and temperature T9 

after having exchanged heat with compressed air in 

the regenerator.  

 
Figure 1 

 Scheme of the system studied 

 

 

ENERGY ANALYSIS 

After the determination of the working fluid 

properties at each point of the system represented in 

Figure 1, the energy analysis can be carried out. Mass 

and energy balances for any control volume at steady 

state with negligible kinetic and potential energy 

changes can be expressed respectively by the 

following expressions: 

0i o

o o i i

m m

Q W m h m h

  


  

 

 
                (5) 

To carry out an energy analysis, the above balance 

equations should be applied to each component of the 

system.  

The compressor is required to provide a compressed 

air supply for the engine in order to improve the 

power and efficiency. The compressor inlet properties 

(state 1) are calculated knowing T1 and p1. For a 

given pressure ratio, rp, the compressor outlet 

properties (state 2) are calculated in two steps: 

- First, the temperature at the end of the 

isentropic compression is determined by the 

numerical solution of the following equation :  

2 1ss s                                         (6) 

- Then, the properties at state 2 are calculated 

using the compression efficiency definition: 

   2 1 2 1comp ih h h h                                 (7) 

Here again, temperature T2 is obtained by a numerical 

inversion method.  

An energy balance on the compressor yields  

2 1cw h h                                (8) 

The regenerative heat exchanger (regenerator) is used 

to heat the compressed air using the exhaust gases. 

The effectiveness of this heat exchanger is given by:  

       3 2 8 22 minh p pm c T T m c T T        
   

    (9) 

Temperature at the exit of the regenerative heat 

exchanger, T3, is calculated assuming 

   
2 minp pm c m c   by the following relation: 

 3 8 2 1h hT T T                             (10) 

The application of energy balance on the regenerator 

yields 

3 2 8 9 9 8 3 2H H H H H H H H                 (11) 

Temperature at the exit of the mixer is calculated 

using energy balance equation : 

5 3 4H H H                            (12) 

The gaseous mixture exiting the mixer enters the 

HCCI engine whose thermodynamic cycle is 

modelled by a turbocharged Otto cycle.  

Temperature at the end of the intake process ( 1i  ) is 

calculated using the following expression [7]: 
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 

   
1

1

1 1 1

i

c e i

T f
T

n r p p n





      

                       (13) 

where, f is the residual gases fraction fixed to 0.03 

according to the reference cited. 

The pressure remains unchanged: 

1 ip p                                   (14) 

During the compression process  (1 2  ), the gazeous 

mixture is heated up to ignition and combustion. For 

a fixed pressure ratio (rc = 16), properties at state 2  

can be calculated in a similar manner to state 2 using 

compression isentropic efficiency.  

Properties at the end of the heat supply process 

( 2 3  ) are determined using an inversion numerical 

method of the following equation: 

in fuel lQ Q Q                              (15) 

where fuelQ  is the heat supplied to the cycle given by: 

fuel comb fuel LHVQ m Q                      (16) 

The losses inside the combustor are taken into 

account by introducing combustion efficiency [19]: 
2

% 2 2100 (1.26 0.25 0.4 )

( 0.2486)8.1

comb c e eV C C



    

 
        (17) 

where 
2 %( ) (2)e cC Ln V Ln  

The heat losses lQ  are calculated using: 
310 ( )( ) /(2 )l c ch cyl avr w aQ h A A T T m                 (18)

 
where, hc is the heat transfert coefficient [20]: 

 0.2 0.8 0.73 0.83.26c avrh L p T                            (19) 

and ω is the mean gas velocity within the cylinder: 

 

    

3

r

2.28 3.24 6p

d ref mot ef ref

S e

V T p p p V

  


                (20) 

where pmot is the pressure at motored conditions [21]:  

6 r ( / )rp p V V                    (21) 

pr and Vr are the pressure and the volume at a 

reference state. 

The parameters of the working fluid at the end of the 

expansion process ( 3 4  ) can be calculated also in 

similar manner to the compression process (1 2  ). 

For a turbocharged engine, the exhaust process 

( 4 1  ) is substituted by an expansion process 

( 4 5  ). The final state parameters of this process are 

calculated again in a similar manner to the 

compression (1 2  ). 

Finally, temperature and pressure at the end of the 

exhaust process ( 5 6  ) are: 

5eT T                                 (22) 

6 5 ep p p                                   (23) 

The heat released by friction is evaluated using the 

relation of Wu and Ross [22]: 

0183 2.3 *
60

f t D

N
Q m N V

   
     

   
             (24) 

with,  

 0 30 3 1000 dN V                (25) 

The heat rejected is calculated using:  

 4 4 5 5) (out tQ m h r T h r T                          (26) 

The net power produced by the cycle can be 

calculated using the following equation:  

net in olut fW Q Q Q                              (27) 

The thermal efficiency of the engine, th, is defined 

as the ratio of the power produced by the cycle to to 

total energy supplied to the cycle: 

th net inW Q                                        (28) 

 
Figure 2  

Otto turbocharged cycle 

 

EXERGY ANALYSIS 
Traditionally, thermodynamic cycles are analyzed 

using the energy analysis method which is based on 

the first law of thermodynamics, i.e. the energy 

conservation concept. Unfortunately, this method 

cannot locate the degradation of the quality of energy. 

Instead, exergy analysis which is based on both the 

first and second laws of thermodynamics can 

overcome easily the limitations of the energy 

analysis. Exergy analysis is considered by several 

researchers as powerful tool for thermodynamic 

cycles because it helps to determine the true 

magnitudes of losses and their causes and locations, 

showing thus where efforts should concentrated to 

improve the overall system and its components. 

Furthermore, the total exergy losses can be 

considered as an optimization criteria which, by 

minimization, provides optimum processes 

configuration. The concept and the methodology of 

exergy analysis are well-documented in the literature 

[23-25]. 
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In absenc of nuclear, magnetic, electric and 

superficiel effects, the exergy of a system is 

composed of four components : physical, chemical, 

potential and kinetic. 
k p ph chex ex ex ex ex                    (29) 

For engines applications, kinetic and potential 

contributions are assumed to be negligible compared 

to physical and chemical exergies. Physical exergy 

results from temperature and pressure differences 

from the dead state: 

   0 0 0

phex h h T s s                              (30) 

On the other hand, chemical exergy takes into 

account deviations in chemical composition from 

reference substances present in the environment: 

 *

,0

ch

i i iex x                   (31) 

Exergy is always evaluated with respect to a 

reference environment (dead state).  

The exergy destroyed in a system originate from the 

internal irreversibilities.  It can be calculated using 

the global exergy balance in steady state [26]: 

01

i o

k CV i i o o

j

Ex Ex Ex

T
Q W m ex m ex

T

   

 
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 
 

 

  
       (32) 

where iEx and oEx are the destroyed, input and 

output exergy rates, respectively, m is the mass flow 

rate of a stream of matter, and kQ and CVW the energy 

rates transfer by heat and work. The subscripts i and o 

denote inlet and outlet and the subscript k the 

boundary of the component of interest.  

Instead, the exergy destruction rate can be determined 

using the Gouy-Stodola formula: 

0 genEx T S                                               (33) 

where genS is the entropy generation rate. 

From a second law point of view, it is important to 

quantify the exergy losses in each component in order 

to assess the overall performance of the system. To 

assess the contribution of each component of the 

system in the total exergy losses, exergy balance 

equation is applied to each component. The 

expressions allowing the calculation of individual 

exergy losses of each component of the system and 

their exergy efficiencies are summarized in Table 1. 

 

Table 1  

Individual exergy losses and efficiencies of the system components   

 

Component Exergy loss Exergy efficiency 

Compressor  1 2

ph ph

comp aW m ex ex      2 1

ph ph

a compm ex ex W   

Regenerator    2 3 8 9

ph ph ph ph

a tm ex ex m ex ex       3 2 8 9

ph ph ph ph

a tm ex ex m ex ex    
     

Mixer 
3 4 5

ph ph ph

a f tm ex m ex m ex      3 4 5

ph ph ph

a f tm ex m ex m ex  

HCCI engine  ch

t comp comb dét échapp gazm ex ex ex ex e      
net fuelW Ex  

Turbine  7 8

ph ph

t turm ex ex W    7 8

ph ph

tur aW m ex ex 
   

Catalytic converter  6 7

ph ph ch

t catm ex ex ex      7 6

ph ph ch

t t catm ex m ex ex 
   

Exergy losses are generated in all the components of 

the system, namely the compressor, the regenerator, 

the mixer, the HCCI engine, the turbine and the 

catalytic converter. Thus, the total exergy losses 

totEx  may be written as the sum of individual losses 

occurring in these components, i.e., 

tot comp reg mix

HCCI tur cat

Ex Ex Ex Ex

Ex Ex Ex

       

    
              (34) 

The exergy efficiency is a criterion for 

thermodynamic perfection of a process and can be 

defined as the ratio of the product of a process to the 
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required input of fuel, both of which are expressed in 

exergy units:  

product

ex

fuel

Ex

Ex
                               (35) 

The term “product” represents the desired output of 

a process and “fuel” refers to the resource that is 

used to generate this output, which only in some 

cases is an actual fuel. The exergy efficiency shows 

the percentage of the fuel exergy that is transferred 

to product exergy. 

 

RESULTS AND DISCUSSIONS 
The model described in the previous sections has 

been used to develop a Fortran program for 

calculating the system performance using natural gas 

and LPG as fuels. Using appropriate operating data, 

energetic efficiency, exergetic efficiency and exergy 

losses in each device of the system at a reference 

temperature of 25°C have been determined. Results 

have been obtained based on engine compression 

ratio equal to 16. Table 2 shows the main operating 

conditions of the system shown in Figure 1. 

 

  Table 2 

Operating conditions 

 

Ambient temperature, K 280-310 

Ambient pressure, kPa 101.325 

Compressor efficiency 0.8 

Turbine efficiency 0.8 

Engine compression ratio 16 

Residual gases fraction 0.03 

Equivalence ratio 0.3-0.7 

Compressor compression ratio 2.1-3.6 

Wall temperature, K 400 

 

Thermal and exergetic efficiencies have been 

calculated for each fuel as function of the 

compressor pressure ratio for an ambient 

temperature fixed at 300 K as shown in Figure 3. At 

first glance, it is shown that there is slight difference 

among the fuels regarding thermal and exergetic 

efficiencies. While this difference is unchanged for 

energetic efficiency, it increases with increasing the 

compressor pressure ratio for exergetic efficiency. 

LPG fuel exhibits higher energetic and exergetic 

efficiencies than natural gas. For both fuels, the 

increase of the compressor compression ratio 

improves energy and exergy efficiencies. This 

increase is due to the increased density of the fuel-

air mixture, which causes an increase in the useful 

work produced by the engine. 
a. 
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Figure 3 

Effects of compressor pressure ratio a on the 

system performance: a. Energetic efficiency; b. 

Exergetic efficiency 

 

The effects of changing fuel-air equivalence ratio on 

energetic and exergetic efficiencies are examined in 

Figure 4. Energetic and exergetic efficiencies behave 

similarly: both increase with increasing the fuel-air 

equivalence ratio. The increase of the engine 

efficiencies with regard to the equivalence ration is 

due the increase of the temperature at the end of the 

combustion process which increases the heat input. 

Again, the system fuelled with LPG presents higher 

energetic efficiency, while its exergetic efficiency is 

equal or lower than that of a system using natural gas 

as the fuel.  
 

a. 
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Figure 4 

Combined effects of equivalence ratio and 

engine speed on the system performance: a. 

Energetic efficiency; b. Exergetic efficiency 

 

Exergy losses of the components of the system for 

the fixed operating conditions indicated on Figure 5 

have been calculated. The results show that for both 

fuels the greatest exergy losses occur in the HCCI 

engine. Irreversible processes occurring in the HCCI 

engine causes more than 85 % of total exergy losses 

in the system. Exergy losses in the HCCI engine 

originate mainly from the irreversible combustion 

process. During this process, an increased internal 

heat exchange occurs to raise the temperature of 

increased amounts of non-reactive species. Losses in 

the others components of the system are minimums, 

indicating that there is no potential for improvement 

under the operating parameters considered. The 

magnitude of exergy losses produced during the 

processes in the components of a system fuelled with 

LPG are lower than that produce in a system that 

uses natural gas as fuel. 
 

 
Figure 5 

Exergy losses of the system components 

 

CONCLUSIONS 
Thermodynamic analysis of a thermal system based 

on a turbocharged HCCI engine fuelled with natural 

gas and LPG has been carried out. The working fluid 

is considered as a mixture of gases with variable 

specific heats. 

The system performance have been determined and 

analyzed by numerical examples as a function of the 

compressor pressure ratio and the equivalence ratio. 

The results showed that the LPG fuel exhibits higher 

performance compared to natural gas. 
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ABSTRACT  
Modelling of extraction columns in general and the RDC column in particular calls for detailed description of 

the dispersed phase.  The population balance equation (PBE) proves to be the proper transport equation which 

respects the dispersed phase transport properties and accommodates droplet- droplet  interactions. For such 

complex models, the PBE has no analytical solution. Therefore, we propose a converging sequence of 

continuous approximations to the number density function which maximizes the Shannon entropy functional as 

a solution to the PBE. The solution is an optimal and least biased functional subject to the available 

information. This constrained entropy maximization problem is solved by introducing a set of transport 

equations in terms of Lagrange multipliers instead of solving a NLP. Since differential form of the Lagrange 

multipliers is used, the method is referred to as the Differential Maximum Entropy Method (DMaxEntM). The 

DMaxEntM method is tested using analytical cases and even complex five-compartment RDC liquid-liquid 

extraction model.  

Keywords Differential Maximum Entropy, Population Balance, RDC, Extraction. 

NOMENCLATURE 
C1, C2 Coalescence parameters, -, m-2 

f*(x,) Maximum entropy distribution 

function, mm-1m-3 

g(x) Particle breakage frequency, s-1 

M() Coded information matrix 

t Time , s 

 u  Mean particle velocity vector, ms-1 

x Particle diameter, mm 

 Standard deviation, mm 

(x,y) Particle aggregation frequency, m3s-1 

 Lagrange multipliers 

 

INTRODUCTION  
Liquid—liquid extraction equipment has attracted 

widespread interest as one of the key process 

equipment in major chemical engineering, petroleum, 

pharmaceutical industries and environmental 

protection [1, 2].   In spite of this, the design of 

extraction columns is still based on experimental 

pilot plant data with the help of steady state 

flowsheet simulators [3]. On the other hand, the 

population balance modelling approach with a focus 

on the discontinuous dispersed phase, had been  a 

growing area of research in the last two decades [1, 

4]. In liquid-liquid extraction columns the 

population balance equation takes into account 

droplet growth, coalescence, breakage and 

accommodates the dependence of droplet velocity 

on droplet size and concentration. Being a transport 

equation with geometrical dependencies and 

nonlinear integral source terms, the solution 

methods for the PBE rely either on stochastic Monte 

Carlo methods, sectional methods or the Quadrature 

Method of Moments (QMOM)  [4, 5, 6]. The 

QMOM and its variants proved to be an accurate 

and fast PBE solver, where a finite set of population 

moments is conserved. However; the QMOM cannot 

reproduce droplet size distribution. For example, 

this size distribution is required to evaluate the 

negative particle fluxes at zero particle size as in the 

case of droplet evaporation, for online droplet size 

monitoring [7] or to extract model parameters from 

the full size distribution [8].  

Motivated by solving the PBE moment problem 

with distribution reconstruction, the mathematical 

problem at hand lends itself to the maximum 
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entropy method. With its numerous applications in 

statistical mechanics and its theoretical foundation 

based upon probability theory, the Maximum Entropy 

method (MaxEntM) has provided an extremely 

successful variation principle to address this type of 

reconstruction and closure problems [9, 17, 20, 21]. 

In this regard,   Sobrino et al. (2015) [20] used the 

MaxEntM to convert the probability density 

functions of chord length distributions in terms of 

bubble diameters in fluidized beds. Attarakih et al. 

(2015) [21] used a novel idea based on the MaxEntM 

to solve the PBE by estimating the Lagrange 

multipliers using direct distribution sampling. In this 

work, we follow the work of  Attarakih and Bart 

(2014) [17] to find the probability density 

distribution for the solution vector of the PBE subject 

to priori moment information which are evolved by 

the solution of the moment form of the PBE. The 

Solution consistency with respect to the continuous 

population balance equation is preserved by 

maximizing the Shannon entropy function under the 

condition that the first N + 1 moments of the 

approximate continuous function be equal to that 

derived from the continuous PBE.  As a result of this, 

the sequence of continuous approximations to the 

exact number concentration function are found to 

converge both at the pointwise (in the sense of 

Kullback-Leibler distance) and mean (weak 

convergence) levels. In this work, we introduce the 

idea to extract the optimal Lagrange multipliers 

based on the Differential MaxEntM (DMaxEntM), 

instead of solving a convex nonlinear optimization 

problem (NLP) at each point in the space-time 

domain. As a practical case study, we solved the PBE 

using the DMaxEntM, which describes the 

hydrodynamics of a laboratory scale (DIN 150 mm) 

RDC extraction column. This column finds many 

applications in petrochemical and pharmaceutical 

industries [2] and attracted the attention of many 

researchers (see the review given in [4, 18] ).  Using 

this laboratory scale short segment of an RDC 

column, rapid and relatively inexpensive 

experimental data can be gathered. These 

experimental data were used to determine droplet rise 

velocity, breakage probability and extract the droplet-

droplet coalescence model parameters based on the 

measured inlet and outlet droplet size distribution 

[8,15].  

 

EXTRACTION COLUMN MODELLING  
The least-biased maximum entropy approximation of 

the number density function subject to limited 

information (the first N low-order moments of f) 

about f is given by [10,17]: 

 
Where  is a set of Lagrange multipliers. 

Classically, these can be found by solving a convex 

NLP by minimizing the potential function [10,17].   

The disadvantage here is the solution of this NLP at 

each point in space and time with the need for 

proper initialization.   To overcome this problem, 

we propose the DMaxEntM, which avoids the 

solution of this NLP by finding the optimal 

Lagrangian multipliers using a set of transport 

equations.  The PBE (w.r.t. droplet size) can be 

written using the DMaxEntM by deriving a set of 

transport equations (with mean convective velocity 

vector u) in terms of the optimal Lagrange 

multipliers vector  = [0  1 …N]T [17]: 

 

In the above equation the source term N is the 

solution of the following linear system of equations: 
 

 

Where the moment vector is defined as  () = [0  

1 … N]T and the coded information matrix M() is 

real, symmetric and positive definite matrix [17]. In 

fact, since the moments forming this matrix form a 

completely monotone set, then the Hankel 

determinants (Hankel minors) are all positive and 

hence the solution of the linear system of Eqs.(2) is 

unique [11]. This can be effectively solved using the 

Cholesky decomposition or any equivalent method. 

The initial and boundary condition vectors of Eq.(2) 

are found by a relaxation procedure similar to that 

used in solving the Bhatnagar–Gross–Krook of the 

Boltzmann equation instead of  solving a convex 

NLP [10]. The source term RN is an integral source 

term, which is closed using Eq.(1): 

 

In the above equation, g and  are the droplet 

breakage and coalescence frequencies respectively, 
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and r is the rth moment of the daughter droplet 

distribution.  Note that the present moment problem 

is a typical Hausdorff finite moment problem, where 

the particle size boundaries  = [xmin and xmax] are to 

be controlled for accurate and stable numerical 

integration. As a control procedure, we propose a set 

of moving boundaries in terms of the low-order 

moments (normalized population mean and variance) 

and a user controlled positive parameter. This is 

chosen such that negligible number of particles lies 

outside the interval [xmin, xmax]. Our computational 

experience shows that a value that lies between 5 and 

6 is sufficient to produce accurate moments and 

distribution reconstruction. 
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Figure 1 

(Upper): Evolution of the optimal Lagrange 

multipliers for the case of homogeneous batch 

droplet breakage. (Lower): Reconstructed density 

function using the DMaxEntM at dimensionless time 

= 50 as compared to the analytical solution [12]. 
 

RESULTS AND DISCUSSION 

In the present section we introduced a hierarchical 

approach for the exploration and validation of the 

DMaxEntM for the solution of the PBE. The first 

hierarchy is devoted to the homogeneous PBE to 

avoid the interaction of space and and time solvers. 

Accordingly, the effect of spatial domain 

discretization error on the DMaxEnt approach is 

eliminated. Firstly, we tested The DMaxEntM using 

available standard analytical solutions for different 

cases of the homogeneous PBE with particle 

breakage, aggregation and coupled aggregation and 

growth. Due to space limitation, we present only 

one case due to particle breakage in homogenous 

system with respect to space while other cases can 

be found in Attarakih and Bart [17].   

 

Analytical validation: The first case is the 

solution of the population balance equation of 

binary droplet breakage in a homogeneous system 

with frequency g = x3, daughter droplet distribution 

(x|x) = 6x2/x3 and an initial condition f = 3x2exp(-

x3) with dimensionless particle mean  0.9. An 

adaptive Runge-Kutta method of orders 4 and 5 was 

used to solve the set of ODEs as given by Eq.(2). 

The linear system given by Eq.(3) was solved using 

Cholesky decomposition. The initial values for the 

-vector were obtained by a relaxation procedure 

similar to that used in solving the Bhatnagar–Gross–

Krook (BGK ) of the Boltzmann equation. 
Fig.(1- upper panel) shows the time evolution of the 

optimal Lagrange multipliers using the DMaxEntM 

with four low-order moments starting from an initial 

state (0) as predicted by the BGK equation. The 

smooth transition of Lagrange multipliers from the 

initial state to the final one indicates that the system 

of ODEs is not stiff and therefore any standard fixed 

or adaptive time step solver can be used. Here the 

coded information in this distribution is extracted 

successfully at any instant of time using the 

available optimal Lagrange multipliers. The 

accuracy of the predicted moments is also high, 

which is comparable to that obtained from the 

QMOM with two quadrature points. Actually, the 

relative error between the targeted and predicted 

moments is low using double precision arithmetic 

(10-4-10-5). This high accuracy is attributed to the 

unbiased maximum entropy solution fN(x). Fig.(1- 

lower panel) shows the extracted distribution fN(x) 

as function of dimensionless droplet size (N= 3). 

Despite the small errors in the reconstructed 

distribution, the targeted moments (and even beyond 

that) are predicted with a very good accuracy. This 

depends on the accuracy with which the integrals in 

the source term are resolved. In this work an 

adaptive Gauss integration was used with an 

accuracy of 10-4.  Following Gzyl and Tagliani [13], 

the pointwise convergence is measured using 

Kullback-Leibler distance, where the decrease in 
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error is rapid until N = 6. Beyond this level, round-

off errors start to weight the results [17].  
Experimental validation: At the second hierarchy 

level, the DMaxEntM is validated using a laboratory 

scale RDC extraction column with 150 mm diameter 

and five compartments each of 30 mm height. The 

chemical system is n-butyl acetate-water (no mass 

transfer) which has relatively low interfacial tension. 

The simulation conditions and model specifications 

are the same as those reported in Attarakih et al. [14], 

where the n-butyl acetate is the dispersed (light) 

phase. The single droplet rise velocity is estimated 

using Kley and Traybal law as recommended in [1] 

for systems of relatively low interfacial tension. The 

breakage probability of droplet in the RDC column is 

due to the turbulent structure of the continuous phase 

which depends on the energy input, physical 

properties (mainly interfacial tension) and liquid 

droplet motion [18]. 
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Figure 2 

Steady state cumulative densities of the number 

concentration function in an RDC column at different 

rotor speeds. The experimental data is from [15]. 

 

Based on this, Schmidt et al. (2003) [18] proposed a 

breakage probability correlation based on single 

droplet experiments for RDC extraction column 

similar to that used in this work. This correlation was 

used to estimate droplet breakage probability as 

function of column geometry and rotor speed.   

Numerical resolution: The numerical solution of 

the DMaxEnt model for the RDC column was 

accomplished by converting Eq.(2) into a set of 

ODEs in each RDC column compartment with first-

order approximation of the spatial derivative (\z) 

where z is the spatial coordinate. The rusting set of 

ODEs was solved using an adaptive Runge-Kutta 

method of order 4 & 5 using MATLAB software. For 

the sake of numerical validation, the PBE was 

discretized with respect to droplet diameter using 

the EFPT (Extended Fixed-Pivot Technique), while 

the column space is resolved using the finite volume 

method with first-order upwind scheme [14]. 

Parameter identification: Unlike droplet breakage 

probability, the droplet-droplet coalescence 

frequency ( see Eq.(4)) could not be easily 

determined based only on single droplet 

experiments due to the interaction between droplet 

breakage and coalescence at high dispersed phase 

concentration. Accordingly, a parameter 

identification algorithm is used to estimate the 

adjustable parameters which appear in nearly all of 

the published droplet coalescence models. Among 

these models is the model of Coulaloglou and 

Tavlarides (1977) [16] which has two adjustable 

parameters (C1 and C2).  By estimating these 

parameters based on measured droplet size 

distribution, we are confronted by two types of 

errors: The systematic error (attributed to the PBE 

solver) and the measurement noise (attributed to the 

measured size distribution of the dispersed phase). 
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Figure 3 

Steady state mean droplet diameter as compared to 

the experimental data [15] in  an RDC column. 

 

The systematic error can be dealt with by 

controlling the order of the DMaxEntM, the space 

discretization method and the time solver 

performance. On the other hand, regularization 

techniques (with empirically adjustable parameter) 

are the most common approaches used in parameter 

identification in the presence of measurement noise 

[19]. In [19], these authors used a regularization 

technique due the noise coming from using the 

Monte Carlo method as a PBE solver in addition to 

the measurement noise. For the measurement noise, 

150 & 200 rpm 

300 rpm 

250 rpm 
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they used integral droplet properties (mean droplet 

diameter and dispersed phase holdup) as reference 

solution in their parameter identification of C1 and 

C2. One drawback of this approach is the destruction 

of the droplet size distribution and hence the losses 

of detailed information about droplet distribution (in 

particular bimodal distributions).  In this work, we 

used two combined integral approaches, as noise-

filtering techniques, without losing any significant 

experimental information to cop up with the 

measurement noise in the droplet size distribution. 

Firstly, the measured droplet size distribution (at the 

outlet of the RDC column is converted to a 

cumulative number density function where the 

integral operator damps significantly the  

measurement noise. Secondly, instead of using the 

cumulative distribution based on the experimental 

data, we use again the MaxEnt distribution as a 

smooth and continuous function to represent the 

cumulative droplet size distribution. In this case, the 

need for the complete size distribution is obvious, 

where the outlet droplet distribution is matched with 

the experimental data by adjusting the coalescence 

model parameters C1 and C2.  The inlet and outlet 

droplet size distribution properties are summarized in 

Table (1) at different rotor speeds and phase flow 

rates as 100 l/h for both phases using a set of 

experimental data from [15].   

 

Table 1 

Calculated parameters of measured droplet size 

distribution [15].  
 Inlet distribution Outlet 

distribution 

Rotor speed 

(min-1) 

Mean 

(mm) 
 

(mm) 

Mean 

(mm) 
 

 (mm) 

150 2.06 0.51 2.66 0.62 

200 2.08 0.49 2.67 0.63 

250 2.06 0.47 2.33 0.58 

300 2.04 0.50 2.08 0.49 

 

As an optimization technique, we used a rigorous 

optimization algorithm based on the constrained 

nonlinear SQP using the MATLAB function 

“fmincon”. The  relative change in the elements of 

the C vector is set equal to 10-6 and relative 

maximum constraint violation of order 10-6. The 

objective function was set as the Fexp - Fnum 2 with 

constraints on Ccons = (0, ). The first estimated 

values of these parameters, using the Coulaloglou 

and Tavlarides (1977) [16], are summarized in Table 

(2) with a confidence level of 95 percent. A sample of 

results is presented here at four different rotor 

speeds: 150, 200, 250 and 300 rpm. Firstly, the 

DMaxEntM was found to converge to the EFPT 

(Extended fixed-pivot technique) with 200 pivots 

using 4 and 6 moments. Secondly, Figure 2 shows 

the prediction capability of the DMaxEntM with its 

ability to follow the experimental data at different 

rotor speeds using the identified parameters shown 

in Table 2. It is noticed that the estimated 

parameters have the same order of magnitude at the 

two rotor speeds 150 and 200 rpm. This is because 

the critical rotor speed is near 200 rpm which is 

clear by referring to the mean droplet diameter 

profiles in Figure 3. As the rotor speed increases, the 

droplet breakage increases, where the droplet mean 

diameter is shifted to the left as indicated by the 

shift of mean standard deviation () in Table 1.  

 

Table 2 

Estimated coalescence model parameters with an 

error corresponds to 95 percent confidence level. 

Rotor  

speed 

(rpm) 

C1 C2 (m-2) 

10-10 

Error 

in C1 

Error 

in C2 

10-6 

150 0.0617 1.526 0.0019 1.07 

200 0.0693 8.965 0.0001 1.11 

250 0.0470 7.437 0.0027 1.67 

300 No coalescence is needed 

mean 0.0593 5.976 0.0016 1.28 

 

At 250 rpm rotor speed it seems that a dynamic 

equilibrium between droplet breakage and 

coalescence is achieved (see Figure 3). On the other 

hand, at 300 rpm rotor speed, droplet breakage 

becomes dominant where the outlet droplet 

distribution and mean droplet diameter were 

predicted without including droplet coalescence 

model. The accuracy of the results is shown in 

Figures 2 and 3.  Therefore, despite the complexity 

of the nonhomogeneous PBE, the predictability of 

the RDC model using the DMaxEntM is remarkable 

even when the distribution becomes unsymmetric 

and distorted by droplet breakage. 

SUMMARY AND CONCLUSIONS 
In this work, the DMaxEntM based on tracking the 

optimal Lagrange multipliers is introduced and 

transport equations of these multipliers are 

presented. The DMaxEntM relaxed the dependence 

of the MaxEntM on solving nonlinear optimization 

problem which requires specialized numerical 

optimization methods. The remarkable accuracy and 

flexibility of the DMaxEntM are addressed. It is 
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applied successfully to a standard case of 

homogeneous PBE with droplet breakage.  As a real 

application, the DMaxEntM is applied to model the 

hydrodynamics of a short segment RDC extraction 

column. The simulation results show that the 

DMaxEntM is accurate enough to predict the number 

concentration of droplets population. As a final 

conclusion, the DMaxEntM is proved to be as an 

effective solver for the the PBE. This is in particular 

whenever the full size distribution is required.  
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ABSTRACT 
The objective of this work is to present an energy analysis of different absorption refrigerating systems 

operating with diverse refrigerants. We focus on both acceptable COP and low operating temperature. 

Therefore, a computer program is developed. An investigation of the thermodynamic properties is 

presented. Results show the COP evolution versus respectively the evaporator temperature, the temperature 

of condensation and the generator temperature. A particular interest is accorded to the intermediate pressure 

effect on the performance of the different systems. In order to better converge in the selection of the 

configuration and the refrigerant, which can ensure a good COP associated to relatively low operating 

temperature we have developed an experiments design, taking in account all parameters influencing the 

system performance and the operating function temperature. Result show that the refrigerating machine 

containing a compressor between the evaporator and the absorber has a coefficient of performance quite 

acceptable and that it can work at low generator temperature about 60 ° C and usingthe NH3/LiNO3 

refrigerant. 

Keywords Absorption, COP, Evapo-compression, Refrigeration. 

NOMENCLATURE 
COP Coefficient of performance  

f circulation ratio  

h specific enthalpy, J/kg 

H2O water  

LiBr Lithium bromide 

LiNO3  lithium nitrate 

𝑚̇mass flow rate, kg/s 

NaSCN sodium thiocyanate 

NH3  ammonia 

P pressure, bar, Pa  

𝑄̇ heat-transfer rate, J/kg 

S  Entropie, J/kg.K 

T  temperature, °C,K 

W Work, J 

x mass fraction, % 

 

Subscripts    
1 first stage   

2 second stage  

AB Absorber 

CD condenser 

COM compressor 

Ent Entrée d’un élément de la machine 

EV evaporator 

GE generator 

ECH Inter-exchange solution 

in inlet  

out outlet 

L Liquid  

V vapor 

 

INTRODUCTION  
Absorption machines have several advantages 

such as protecting the environment and the 

nature, this type of refrigerating machine does not 

use CFCs fluids (chlorofluorocarbons), which 

attack the ozone layer (Kang et al.2000 ;Boer et 

al.1987 ; Göktun 2000 ; Laouir et al. 2002). 

Besides they are quiet compared to vapor 

compression machines (Riffat and Guoquan 

2004). 

There are several models of absorption machines, 

can be found by a simple compound machines 

stage which consider a single absorber, an 

evaporator, a condenser and a single generator, 

which are the conventional absorption machine. 

This machine is working between two pressure 

levels (PEV evaporator pressure and PCD 

condenser pressure) has been the subject of 

several studies (Alvares and Trepp 1987; Misra et 

al. 2002; Mumah et al. 1994 ;Kouremenos 

1985;Hulten and Berntsson 2002; Selahattin 

1999). 

Other models composed of different stages with 

different associations between the system 

components; they worked at three pressure levels 

(Saghiruddin and Siddiqui 2001; Bouaziz et 

al.2011; Charia et al.1991 ; Kumar 1993 ; Sun 

1998). There is a wide range of torque that can be 

used for the refrigerating machine such us 

NH3/H2O, NH3/NaSCN and NH3/LiNO3 (Sun 

1998 ;Rodakis and  Antonopoulos 1995; Linghui 

and Junjie 2010; Kairouani et al. 2005 ). 
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DESCRIPTION AND ANALYSIS OF 

THE SYSTEMS 

 

Description of the systems 

 
A single effect absorption refrigeration cycle, for 

which details are provided elsewhere(Bouaziz et 

al.,2011), is shown in Figure 1,the cascade cycle 

and double stage cycle represented respectively 

in Figure 2 and Figure 3 are developed by 

(Bouaziz et al.,2011),and the new cycle ECA 

(evaporator -compressor-absorber) iscomposed 

by an evaporator, an absorber, a generator, a 

condenser and a compressor inserted between the 

evaporator and the absorber. The cycle is 

represented in Figure 4. 

 
 

Figure 1 Single effect absorption refrigeration 

system 

 

 
 

Figure 2 cascade 1 

 

Three pressure levels are present in this 

configuration: the generator and the condenser 

works at high pressure and the evaporator at low 

pressure, while the absorber operates at an 

intermediate pressure.The refrigerant(NH3 for 

NH3/H2O, NH3/NaSCN , NH3/LiNO3 and H2O 

for H2O/LiBr) vapor from the generator enters the 

condenser and The weak solution exiting the 

generator passes through the solution heat 

exchanger before entering the absorber ; the 

refrigerant condensate passes through expansion 

valve and enters the evaporator where it 

vaporizes, producing a cooling effect. Vapor 

exiting the compressor for enriches the solution 

into the absorber, the strong solution exiting the 

absorber passes through the solution heat 

exchanger on its way to the generator. 
 

 
 

Figure 3 cascade 2 

 

 
 

Figure 4 Cycle of evapo-compression (ECA) 

 

Energy and mass balances 
 

The mass balance governing the three present 

substances: weak solution, rich solution and 

refrigerant gas give: 
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𝑚̇𝐹𝐹 + 𝑚̇𝑥𝑝 − 𝑚̇𝑥𝑟 = 0   

 (1) 

𝑚̇𝐹𝐹 + 𝑥𝑝 × 𝑚̇𝑥𝑝 − 𝑥𝑟 × 𝑚̇𝑥𝑟 = 0 

 (2) 

𝑓 =
(1−𝑥𝑝)

(𝑥𝑟−𝑥𝑝)
    

 (3) 

 

The specific solution circulation factor f 

represents the mass of solution per kg of 

refrigerant vapor evaporated in the generator. 

The rich and poor solution flow rates are given 

by Equations (4) And (5): 

 

𝑚̇𝑥𝑟 = 𝑚̇𝐹𝐹 . 𝑓    

 (4) 

𝑚̇𝑥𝑝 = 𝑚̇𝐹𝐹 . 𝑓    

 (5) 

Energy balance for each installation component is 

presented by Equations 

 
𝑄𝐶𝐷 = 𝑚̇𝐹𝐹(ℎ𝑣 − ℎ𝑜𝑢𝑡)   

 (5) 
𝑄𝐴𝐵 = 𝑚̇𝐹𝐹(ℎ𝑣 + (𝑓 − 1). ℎ𝑖𝑛 − 𝑓. ℎ𝑜𝑢𝑡) 

 (6) 
𝑄𝐺𝐸 = 𝑚̇𝐹𝐹ℎ𝑣 + (𝑓 − 1). ℎ𝑜𝑢𝑡 − 𝑓. ℎ𝑖𝑛) 

 (7) 
𝑄𝐸𝑉 = 𝑚̇𝐹𝐹(ℎ𝑣 − ℎ𝑖𝑛)   

 (8) 
For an isentropic process, Laplace relation gives: 

𝑇𝑖𝑛 . 𝑃 𝑖𝑛
(1−𝛾)/𝛾 = 𝑇𝑜𝑢𝑡 . 𝑃𝑜𝑢𝑡

(1−𝛾)/𝛾  

 (9) 
where: 

𝑇𝑖𝑛, 𝑃𝑖𝑛 and, 𝑇𝑜𝑢𝑡, 𝑃𝑜𝑢𝑡, are the compressor 

temperature and pressure at the inlet and outlet, 

respectively. 

Under the assumption of isentropic processes 

(ideal case), the consumed power is given by 

𝑄𝑖𝑠 = 𝑚̇𝐹𝐹 . 𝐶𝑝𝐹𝐹 . ( 𝑇𝑜𝑢𝑡 − 𝑇𝑖𝑛)    

(10) 
 

Taking into account the isentropic efficiency 𝜂𝑖𝑠, 

the real power is given by: 

𝑄𝑟é𝑒𝑙 =
𝑄𝑖𝑠

𝜂𝑖𝑠
    

 (11) 

𝑄𝑖𝑠 = 𝑚̇𝐹𝐹 . (ℎ𝑜𝑢𝑡 − ℎ𝑖𝑛)  

 (12) 
 

Were the isentropic efficiency his is given 

by(Bouaziz et al.,2011; Brunin et al., 1997) 

𝜂𝑖𝑠 = 0.874 − 0.0135. 𝜏  

 (13) 

with 

𝜏 =
𝑃𝐴𝐵

𝑃𝐸𝑉
     

 (14) 

Coefficient of performance (COP) is given by the 

following expression: 

𝐶𝑂𝑃 =
𝑄𝐸𝑉

𝑄𝐺𝐸+𝑄𝐶𝑂𝑀
                 

(15) 

RESULTS AND DISCUSSION 
 

Several studies have been devoted to determine 

the COP and limitations of absorption system 

operating conditions (Laouir et al. 2002). In order 

to evaluate the refrigeration absorption system 

performance, relative to different previously 

presented configuration, we have developed a 

numerical program. The calculating procedures 

of the fluid thermodynamic properties and the 

performance coefficient were obtained using 

MAPLE computer tools.The numerical 

simulation,developed in the present investigation 

carries out acomparative study of the referents 

systems performances. 

 

Simple stage  
 

Figure 5 shows the COP’s evolution versus 

thegenerator temperature, for an evaporator 

temperatureand a condenser temperature fixed 

respectively to 10and 40°C. 
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Figure 5 COP, of the simple stage system, 

evolution versus TGE with TEV= 10 °C and 

TCD=40°C. 



17 – 20 May 2016, La Rochelle, France 

752 Ben Iffa et al., 

50 60 70 80 90 100

0,20

0,25

0,30

0,35

0,40

0,45
C

O
P

TGE

 H2O/LiBr

 NH3/H2O

 NH3/LiNO

 NH3/NaSCN

 

Figure 6 COP, of the cascade 1 system, evolution 

versus TGE with TEV= 10 °C and TCD=40°C. 

 

Cascade 1 

 
The temperature of the evapo-condenser is fixed 

at 25°C. Figure 6shows the COP evolution versus 

TGE for different fluid, with TEV = 10°C and 

TCD=40°C. 

 

Cascade 2  

 
Figure 7 show the operating temperature is 

relatively low then to the classic system,less than 

70 for all fluids. Where TEV, TCD and Pint are 

fixed respectively at 10 °C, 40°C and  3kPa for 

H2O/LiBr, 750 kPa for the other fluid. 
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Figure 7 COP, of the cascade 1 system, as a 

function of aTGE with TEV= 10 °C and 

TCD=40°C. 

 

New cycle 
 

In the following, we fix the evaporator 

temperature and condensertemperaturefor each 

family of curve. The numericalresults illustrate 

the evolution of the performance coefficient for 

different generator temperatures (see Figure 8). 
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Figure 8 COP, of the Novel system, as a function 

of a TGE with TEV= 10 °C and TCD=40°C. 

 

Figure 5-8 show that the H2O/LiBrare a 

performing fluid, but their operating temperature 

is higher relative to other fluid. the cascade  

cycles decreases operating temperatures to levels 

generator but it has a low  COP . The novel 

configuration has the advantage of single stage 

because the cop and almost the same and the 

advantage of cascade cycles because are 

operating at low temperature. 

 

Following the large number of results, we used an 

experimental design to determine the right 

combination.  

 

EXPERIMENTS DESIGN 
 

The objective of this research is to maximizethe 

COP by maintaining a minimal value of the 

operating temperature (TGE). 

It should be noted that the COP depends on three 

basic parameters:  

- Generator  temperature (TGE) 

- Evaporator temperature (TEV) 

- Condenser temperature (TCD) 

The pair/couple used in the research and the 

installation affect the COP. For a minimal value 

of TCD or TGE or a maximal value of TEV, the 

COP is optimal. 

In our investigation we have 5 factors with 4 

levels (see table 1). 
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Table1 Factor and levels 

 

Factor  Levels  Factor  levels Factor  levels 

Cycle  

Ev-

comp 

TEV 

5°C 

TGE 

65°C 

Casc 1 10°C 75°C 

Casc 2 15°C 85°C 

Simple 20°C 100°C 

Fluid   

H2O TCD 25°C   

LiNO3  30°C   

NaSCN  35°C   

LiBr  40°C   

 
There are two types of experimental plans: 

factorial, which require a high number of 

experiments (in our case, for example, five 

factors of four levels give 45 =
1024  experiments) and fractional plans which 

can reduce the number. In our study, we are using 

a Carré Hyper Greco-Latin plan consisting of 16 

experiments. The possible combinations are 

drawn in table 2.    

In figure 9, we deduce that all the factors 

have a significant effect, and to obtain an 

acceptable COP with low temperature of the 

generator, the Evapo-comp cycle can be used. 

 

Table 2 Le désigne du plan d’expérience 
 

Cycle  Fluid  TEV TCD TGE COP 

Ev-comp H2O 10 30 65 0,71 

Ev-comp LiNO3 15 35 75 0,68 

Ev-comp NaSCN 20 40 85 0,69 

Ev-comp LiBr 25 45 100 0,84 

Cascade 1 H2O 15 40 100 0,38 

Cascade 1 LiNO3 10 45 85 0,35 

Cascade 1 NaSCN 25 30 75 0,39 

Cascade 1 LiBr 20 35 65 0,47 

Cascade 2 H2O 20 45 75 0,45 

Cascade 2 LiNO3 25 40 65 0,46 

Cascade 2 NaSCN 10 35 100 0,35 

Cascade 2 LiBr 15 30 85 0,34 

Simple H2O 25 35 85 0,73 

Simple LiNO3 20 30 100 0,71 

Simple NaSCN 15 45 65 0,00 

Simple LiBr 10 40 75 0,52 

 

Figures 10 and 11 confirm that the new cycle can 

operate in difficult conditions on the level of the 

condenser (high TCD) with low temperatures of 

the generator while the classical machine cannot 

operate unless the temperature is above a 75°C 

and temperatures lower than 40°C to provide the 

same COP than the new installation for TGE= 

65°C and TCD=45°C. 
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Figure 9 Graph of Main Effects 
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Figure 11 COP is  function of TCD and Cycle 

 

CONCLUSIONS 
 

The conventional machine provides a COP 

considered as acceptable. It operates with an 

operating temperature on the level of the 

generator around 75°C for a condensation 

temperature of 40°C and an evaporation 

temperature of 10°C. 
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The cascade cycles 1 and 2 operate with a 

low TGE but their COP is half of the simple 

machine. They have an operating problem in the 

first and second levels and this is due to the 

difference of Δx. 

The new configuration produced a COP 

higher than the cascade cycle and the simple 

machine.  

Besides, it operates with a TGE lower than the one 

in cascade cycle or the  simple level lower than 

60 pour NH3/H2O, NH3/NaSCN and NH3/LiNO3 

with the same temperatures of the evaporator and 

condenser. 
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ABSTRACT  
An  experimental study on biogasification is carried out on  a semi- pilot scale fixed bed downdraft gasifier. The 

Eucalyptus  chips is  used as feedstock    (diameter 2.54 to 3.81 cm and length 2.54 cm). Two oxidizing  agent  

have been used : oxygen from air and steam.  Saturated steam is injected into the oxidation and the reduction 

zone of  the gasifier  when the steady state conditions are reached. The objectives of the present study are to 

understand the effects of direct injection of steam  in the combustion and  reduction zone of the gasifier on 

products gas composition and temperature profile. The gases composition were determined  using a  Gas  

chromatograph  (Varian 450-GC) equipped  with a thermal conductivity detector to analyze the permanent  

gases H2,CO,  CH4 and CO2. Results revealed that  the  gas composition  in producer gas are composed of 

carbon monoxide (CO) about 16 percent, hydrogen (H2) about 30 percent ,methane (CH4)  about 12  percent, 

nitrogen (N2) about 33  percent, carbon dioxide (CO2) about 9  percent. The high heating value of syngas is 

about 9.76 MJ per cubic meter.  

KEYWORDS: Biomass gasification, steam gasification, steam reforming, pyrolysis, combustion.

INTRODUCTION  
Biomass gasification is an effective and attractive 

method for converting biomass into combustible 

gases as syngas by partial oxidation at high 

temperatures in the range of 800°C-1200°C [1]. It is 

a technology applicable to all kinds of residues 

produced in agriculture, food processing industry, 

wood furnishing industrial and fast growing trees 

for energy. This technology is  promising for 
Thailand which  imported  oil  for more  than 60 

percent of its energy consumption. In traditional 

biomass gasification technologies as fixed bed, 

entrained bed, fluidized bed, an amount of pure 

oxygen is required as gasifying agent [2-4] In these 

traditional biomass gasifiers, the syngas production is 

low and the CO2 emission is high during the 

gasification[5-8]. The quality and yield of syngas in 

biomass gasification is depending of the gasifier 

operating conditions  as  temperature , pressure, 

biomass  feed  rate, size of  feed stock and the 

oxidizing agent such as air, oxygen and steam.  The 

use of steam as oxidizing agent leads to high H2 

content in syngas production [9]. In order  to increase 

the amount of hydrogen yield and the amount of  

H2/CO content of the producer gas, the steam is used 

instead of air in the gasifier. Many researchers 

investigated hydrogen production from biomass 

gasification in fluidized bed and few studies are 

concerning hydrogen production from oxygen/ 

steam  gasification in a downdraft gasifier [10]  

which is characterized by a higher H2 content of 

gaseous product. In addition, the steam biomass 

gasification process can solve tar problem and 

increase the efficiency of biomass gasifier.  

Therefore this experimental study on  steam  

biomass gasification with a downdraft gasifier.  

The aim of this experimental study is to determine 

how to increase the high heating value  of  syngas  

in a fixed bed  downdraft biomass  gasification and 

lead to increase the temperature in ceramics kiln  

using eucalyptus chips as feedstock. The steam as 

oxidizing agent is injected into combustion and 

reduction zones. 

 

Experimental set up and material 

 

Experimental set up 

 

The experimental set-up were performed  in  a co-

curent fixed bed downdraft gasifier pilot scale with 

240 cm total height. This gasifier consists of  the 

two concentric cylinders whose  inner and outside 
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diameters are respectively equal to  20 cm and  35 

cm.  The lower part of the reactor is composed of a 

cone in which a barrel collects the ash. The cone 

and the upper cylinder are connected with a 

vertical cylinder of non-uniform section. The 

steam at 65 oC and  pressure 0.250 bar  is internal 

heat  generate  from  water which pass through the 

gaseous pipeline with temperature 400 to 600 oC     
The gas cleaning system installed  after  the cyclone.    

At the exit of the cleaning chamber  the gases are 

sucked with a blower, 3 hp,placed between the 

cleaning chamber  and the gas holder. The produce 

gas  is  stored  in the gas holder  and pass to the 

pottery kiln  which has  dimension  1 x 1 x 1 m3. The 

wood chips were feed  to the top of the gasifier and 

were supplied into the reactor by manual system. The 

velocity of producer gas is measured inside the gas 

pipeline at the sampling  port  with a Pitot tube model 

Testo 512. Temperature was measured at several 

points (drying zone, combustion zone, reduction 

zone, outlet tube, pottery  kiln) of the gasifier using 

thermocouples of type K connected to a data logger.  
 

Experimental procedure 

Each run was started using liquid petroleum gas (LPG) 

in order to ignite the feedstocks and to warm up the  

gasifier reactor.  The temperature in the gasifier 

reactor was controlled by air (O2) injected into 

the combustion zone with flow rate 18 m3per 

hour. The overall process of biomass gasification 

can be divided into four steps. The first step is drying 

where the moisture evaporates from the feedstock; 

the drying temperature is varying between 100°C to 

200°C. The next step is the pyrolysis at the 

temperatures in a range 400- 700 oC. This was 

followed by the devolatilization, the step where 

evaporative compounds in biomass evaporate,  

consisting of hydrocarbon gases, hydrogen, carbon 

monoxide, carbon dioxide, tars and vapor.  In this 

step, the major part of carbon content of the biomass 

is converted into char. The third step is the 

gasification process. During this process, carbon 

produced from the pyrolysis process reacted with 

oxygen from air. This combustion or oxidation 

reaction releases heat into the surrounding media, 

resulting in the changing temperature ranging from 

700 oC to 1100 oC. The last step is the production of 

hydrogen and carbon monoxide by reforming of 

carbon and carbon dioxide. 

After startup and warm up the gasifier, with air,  the 

outlet  temperature of the gaseous is about  400 oC   

generate steam at temperature of 65 oC, a pressure of  

0.250 bar  with  flow rate of 3.5 kg/hr  . The air flow 

is  immediately stop as soon as the steam is injected  

into the oxidation and reduction zone.    

 

The steam addition promotes the water gas shift 

reaction and increases the hydrogen content in the 

producer gas.  The unreacted chars and bottom ash 

are removed by a screw  located at the bottom of the 

reactor and discharged into the water. The fly ashes in 

the producer gas are separated by the cyclone so that 

the clean  production gas is sent to generate heat. 

 

The wood chips were conveyed by manual into the 

top of the gasifier with a feed rate of 20 kg /hr. 

 

 

Material 

Eucalyptus  chips (diameter 2.54 to 3.81 cm and 

length 2.54 cm) was used as biomass  feedstocks for 

the experiments. The proximate and ultimate 

analysis were performed using TGA (America 

Society for Testing)  and  CHNS analyzer ( Leco 

TruSpec CHN )  and  High Heating Value  by Parr 

6300 calorimeter. The  gas composition was 

determined by a  Gas Chromatograph Varian 450-

GC.   
 

The proximate analysis, ultimate analysis and  

heating values were carried out based on ASTM 

D7582, ASTM D 5373, and ASTM D 5865, 

respectively.  The equipment used for these analysis 

is  the TGA for the proximate analysis, the Leco 

TruSpec CHN for the ultimate analysis and the  Parr 

6300 calorimeter for the high heating values. 

 

In air steam gasification, the major reactions 

contributing to the high H2 yield are water-gas,  

water gas-shift reaction and the methane reforming 

reaction [10]. 

The major chemical reaction that occur during 

gasification are reported in table 1 [11]. 

 

Table 1: Chemical reaction  during air steam 

gasification                                                   

 
Reactions Heat of  reaction Type of reaction 

C+CO2 2CO 172.5  kJ mol-1 Boudouard 

C+H20CO+H2 131.3 kJ mol-1 Water gas primary 

C+2H2O 

CO2+2H2 

90.2 kJ mol-1 Water gas 

secondary 

C+2H2 CH4 -74.9 kJ mol-1 Methanation 
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2CO + H20 

CO2+H2 

-41.2 kJ mol-1 Water gas shift 

CH4 

+H20CO+3H2 

-206.2 kJ mol-1 Steam reforming 

CH4+CO22 

CO+ 2H2 

247.4 kJ mol-1 Dry reforming 

  

The heat necessary to the reaction is provided by 

partial oxidation of the gasified materials or is 

supplied externally. 

 

RESULTS AND DISCUSSION 
 

The properties of chips wood. 
During the experimental tests, this moisture 

content was 11 %. (tables 2 and 3).  
Table 2: Proximate analysis of eucalyptus wood 

                                                       

                                               (wt, dry basis %) 

  
 water  content                                           11.12 

Volatile mater                                            72.62 

Ash                                                              0.62  

Fixed carbon                                              15.64 

HHV,MJ/kg                                                16.9 

 

 

It will noted that the eucalyptus water content is about 

11 % . Furthermore, almost 70 % of  eucalyptus wood 

chips is  composed of  high  volatile matter 

components , low  the fixed carbon  and  low ash 

content. Then the heat input to gasification system is 

quite high. 

The chemical composition of  eucalyptus  wood chips 

expressed on. The ultimate analysis shows that the ash 

content is very  low  (Table 3). In addition there is no 

trace of nitrogen and sulfur and carbon and oxygen has 

high  levels.  

Table 3 : Ultimate analysis of feedstock  (eucalyptus 

wood)  %  

                                                     (wt,%) 

  
carbon                                                        45.05 

Hydrogen                                                     6.86 

Oxygen                                                       39.06 

Nitrogen                                                       0 

Sulfur                                                           0 

Ash                                                             9.03 

 

 Temperature distribution in the gasifier.  As it 

can be seen in figure 1, the temperature in the 

gasifier describes four reactive zones namely  

drying, pyrolysis, oxidation and reduction  describe 

below. It will be noted that the carbon in 

oxidation zone  was oxidized with oxygen from 

air with exothermic reaction at temperature of 

about 1000 oC after the steam was feeded into 

oxidation zone and the carbon in oxidation zone  

was oxidized with oxygen from steam at 

temperature of about 800 oC.    
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 The temperature distribution in gasifier reactor  

Effect of steam on biomass gasification 

Generally, the  steam has effects  on    reforming  the 

light hydrocarbon and tar formed during biomass 

gasification to increase hydrogen in producer gas.  

The producer gas composition produces by  

conventional biomass gasification and steam 

hydrogasification are presented in Table4.  

Table 4 : Composition of the producer gas by  

gasification with two oxidizing agents :  oxygen  

from air ;  steam water. 

                                                       

    Producer gas                      air          steam              

  

Hydrogen ,H2                        15             30 

Carbon monoxide, CO          18             16 

Methane,CH4                         0               12 

Carbon dioxide ,CO2             12              9  

Nitrogen,N2                           55              33 
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The  results reported in Table 4 illustrate the 

effectiveness of gasification with steam as oxidizing 

agent. Indeed, the hydrogen content obtained with the 

steam is equal to twice that obtained using the 

oxygen from air as oxidant agent. We also note that 

the use of  steam as oxidizing agent leads to an 

increase in the methane content and to significant 

reduction of CO2 and N2 content in producer gas. The 

high heating value of syngas is about 9.76 MJ per 

cubic meter.  

 

CONCLUSIONS 

An  experimental study of  a  steam  gasification 

in a fixed bed downdraft gasifier is reported.  We 

showed that the use of steam as oxidizing agent 

increases considerably the hydrogen and methane 

content in the gas produced by this process. In 

comparison to gasify biomass with  two oxidizing 

agents  between oxygen from air and steam.  The 

composition of both are different. The  nitrogen gas 

from air  is  presented  in  the producer gas which is 

directly effects on the temperature reduction. The 

hydrogen from steam also balance hydrogen in 

substance and lead to increase  hydrogen and  

methane in syngas production.  
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ABSTRACT 
We present in this paper an energy behaviour study of a horizontal water tank buried in the ground for the 

need to refresh buildings. This study aims to develop a model for energy simulation system to evaluate its 

energy efficiency and its relevance to improve summer comfort in Mediterranean climate buildings. 

There is provided a one-dimensional model layers in the radial section of the tank, taking into account the 

stratification. The ground is represented by a two-dimensional finite element domain coupled to the tank that 

allows studying the soil / tank system under varying conditions. 

Initially, the tank is studied separately ground by considering isothermal boundary conditions and a 

constant feed rate. The comparison of results obtained by this model with those obtained using a CFD model in 

ANSYS FLUENT is satisfactory. 

A case study is then modelled as well by the model proposed by Fluent; the article shows the good 

agreement between the numerical results. 

Finally, the model is implemented in the software TRNSYS where a simulation of the underground tank 

coupled to a building is achieved. 

The results of this simulation show that a shallow underground tank can contribute to buildings cooling 

during the summer, and offers the prospect of a parametric study to optimize the system under different 

operating conditions.

 

NOMENCLATURE 
Symbol          Name,                             unity 

A surface of contact between nodes       m² 

Ac  Shell Surface node                             m² 

Cp  Specific heat                                  J / kg.K 

h  Convective heat coefficient            W / m².K 

H  Height of node                                     m 

G  Solar radiation                                W / m² 

k  Thermal conductivity                       W / mK 

M  Weight                                               kg 

𝑚̇  Mass flow rate                                kg / s 

q  Thermal Unit Flow                         W / m² 

Q Heat flow                                          W 

P  Electric power                                   W 

T  Temperature                                      K 

Ts  Average soil surface temperature      K 

t  Time                                                     s 

tmin Time corresponding to minimal Ts  day 

U Global heat transfer coefficient      W / m²K 

 

Greek symbols 

sol  Albedo                                              - 

β Flow signal entering                         1 or 0 

1  Rising flow signal value                  1 or 0 

2  Dropping flow signal                       1 or 0 

 thermal diffusivity                             m² .s -1 

Indices 

amb Ambient 

f  frigorific 

i  Layer number 

in Entry 

out Exit 

pl Floor 

sur Surface 

z  Depth axis 
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1. INTRODUCTION 
Géosolar systems such as Canadian or Provencal 

wells and geothermal heat pumps are enjoying great 

success and attracting increasing interest due to their 

implementation simplicity and energy efficiency. In 

recent years a new geothermal storage system is 

studied in the laboratory LMST at the University of 

Science and Technology of Oran (Algeria) where a 

horizontal tank buried at shallow depth, coupled with 

a hydraulic floor, should contribute to the refreshment 

of 'a building. We are interested in this 

communication to the numerical simulation of this 

system to assess its energy efficiency. The tank 

coupled to the ground is integrated in a module 

running under Trnsys 16.0 software where it is 

possible to simulate the system coupled to a building 

under realistic weather conditions. 

Studies on the thermal storage tanks are mainly 

relate to solar tanks, which several models have been 

proposed based on discretisation level of of water 

volume. Duffie and Beckman [1] present three-

configurations of a monodimensional storage tank, 

fully mixed, stratified and piston model. Nelson & 

al. [2] found that stratification varies in refreshing 

thermal storage tanks with the modified Biot 

number. Csordas & al. [3] studied the effect of 

vertical jet on stratification in the entry region of 

vertical tanks. The penetration of a horizontal jet was 

studied by Pantokratoras [4] where he proposed a 

modified Froude number to calculate jet trajectory. A 

tridimensional zonal model proposed by Blandin [5] 

highlights the importance of localized physical 

phenomena such as jets and internal heat exchangers. 

Determination of the temperature field influenced 

by the tank can be done by the model Kasuda et 

al. [6] for which the floor surface temperature can be 

obtained from the relationship of Mihlakakou [7]. 

Unlike solar tanks, buried refreshing tank we 

study has only an input and an output, and the 

temperature gradients are relatively weaker. A three-

dimensional model would be very costly in time and 

memory due coupling to ground and building. 

A one-dimensional model with a limited number 

of layers, and taking into account the particularities of 

the injection area seems to be a good compromise 

between reliability and the computation time. 

 

2. MODELING 

2.1. CFD model of the tank 
Under ANSYS FLUENT 12.0, we simulate steady flow 

water entering in a horizontal commercial tank of 1m 

diameter and 2.2m lengt. We apply an isothermal 

condition on the shell face Ts = 25 ° C. The water is 

injected at a temperature T in = 30 ° C and a flow rate = 

0.1 l/s in the top of the tank at a height h = 0,95m from 

the base, and exits through the bottom at a height h = 

0.05m. The physical characteristics of the water are 

assumed to be constant. 

Figure 1 shows a sharp drop in temperature at the 

entry region where most of heat exchange occurs in 

the upper layers. The velocity profile is shown in 

Figure 2. We can see mixing lower layers. This result 

is consistent with studies referenced [3], [4] and [5]. 

It can be concluded that the tank has two distinct 

zones, the upper portion being located at and above 

the jet where the bulk product to the heat exchange 

with the external environment and the bottom 

characterized by low exchange . The transitional 

regime in the case of an charging/discharging cycle, 

the upper part ensures rapid cooling of the water while 

the bottom stop mode allows unloading the tank. 

 
Figure 1: isothermal profile in the tank - longitudinal 

section 

 
Figure 2: speed profile in the tank - longitudinal 

section 

 

2.2. Monodimensional model of the tank 
The proposed monodimensional model is based on the 

distinction between the upper and lower parts 

mentioned in paragraph 2.1 above. The upper part is 
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designated in Figure 3 by the node 4 while the lower 

part is divided into three segments 1,2 and 3. The 

temperature of the node 2 is considered as the outlet 

temperature Tout. 

At each time step dt we solve a system of four 

differential equations (1) corresponding to the number 

of nodes. 

𝑀𝑖𝐶𝑝

𝑑𝑇𝑖

𝑑𝑡
= 𝛽𝑚̇𝐶𝑝(𝑇𝑖𝑛 − 𝑇𝑖) + 𝛿1𝑚̇𝐶𝑝(𝑇𝑖−1 − 𝑇𝑖)

+ 𝛿2𝑚̇𝐶𝑝(𝑇𝑖+1 − 𝑇𝑖)

+ 𝑘𝐴𝑖−1(𝑇𝑖−1 − 𝑇𝑖)
+ 𝑘𝐴𝑖(𝑇𝑖+1 − 𝑇𝑖)
+ 𝑈𝐴𝑐_𝑖(𝑇𝑠 − 𝑇𝑖)           (1) 

 

𝛽 = 1 𝑠𝑖 ∑ 𝐻𝑖

𝑛

𝑖=1

= ℎ𝑖𝑛  , 𝑖𝑓 𝑛𝑜𝑡 𝛽 = 0 

𝛿1 = 1 𝑖𝑓 𝐻𝑖𝑛 < 𝐻𝑜𝑢𝑡 𝑒𝑡 𝐻𝑖𝑛 < ∑ 𝐻𝑖

𝑛

𝑖=1

≤ 𝐻𝑜𝑢𝑡, 𝑖𝑓 𝑛𝑜𝑡 𝛿1 = 0 

𝛿2 = 1 𝑖𝑓  𝐻𝑖𝑛 > 𝐻𝑜𝑢𝑡 𝑎𝑛𝑑 𝐻𝑖𝑛 > ∑ 𝐻𝑖

𝑛

𝑖=1

≥ 𝐻𝑜𝑢𝑡, 𝑖𝑓 𝑛𝑜𝑡 𝛿2 = 0 

 

Coefficients 1 et 2 indicate the direction of flow in the 

general case where the injection water is either at the 

top or bottom of the tank 

 
Figure 3: monodimensional model of the refreshing tank 

 

Figure 4 shows the change in average temperatures by 

node in the tank bottom upward. The temperature Tin = 

30 ° C input is not shown for readability. There has 

been a satisfactory agreement between the CFD model 

and the proposed one-dimensional model. 

 

Figure 

4: Water temperature in the tank - Compare CFD 

model and simplified model 

 

2.3. Ground tank model coupling 
The ground is represented by a rectangular area in 

finite elements - Figure 5 -including the tank. The 

surface temperatures Tsur the bottom and Tz vary 

according to time. It is considered that the side walls 

are adiabatic. 

The temperature at the surface of the ground Tsur is 

given by Mihlakakou [7] on the basis of heat balance 

between the convective flow and radiative rad et 

conv  shown in Figure 6, the conduction within the soil 

being neglected. Thiers [8] provides a reformulated 

expression of this temperature given by equation (2) 

 
(2) 



International Conference On Materials and Energy 

762   Dehina et al. 

 
Figure 5: Section soil in contact with the tank finite 

element 

 

Where sol and G represent the albedo and solar 

radiation, hr, he convective parameters, 

and blat, alat are empirical constants. [8] 
 

 

 
Figure 6: Ground surface energy balance [8] 

 

The temperature TZ at a given depth is given by 

equation (3) Kasuda [6] 

 

Coupling with ground is possible by calculating each 

time t(n) the flows exchanged between the tank i node 

and the adjacent ground node (4) 

 

𝑞 = 𝑈 (𝑇𝑖
(𝑛)

− 𝑇𝑠
(𝑛)

)       (4) 

 

At step t(n+1) soil interface temperature Ts is obtained 

by numerical solution of the diffusion equation (5) 

on the thermal field representing the ground 

 
𝜕2𝑇

𝜕𝑥²
+

𝜕2𝑇

𝜕𝑧²
=

1

𝛼

∂T

∂t
        (5) 

 

3. Study of the complete system building - 

refreshing buried tank 
3.1. Simulation parameters 

Under Trnsys 16.0 we simulate the energy behaviour 

of a room equipped with a hydraulic floor coupled 

with a buried refreshing tank in Oran. The system 

initialization begins 1st May in continuous 

operation. Table 1 summarizes the most simulation 

important parameters. 

 
Tank Diameter (m) 1.00 

Length (m) 2.20 

Axis depth (m) 2.50 

Soil Thermal diffusivity  

(m²/s) 

5.88 x 10-7 

Room Floor area (m²) 20.00 

Height (m) 3.00 

Level R.D.C 

Window Double glazing 

2m² 

External walls U 

(W/m².K) 

0.615 

Roof U (W/m².K) 1.08 

Hydraulic floor U 

(W/m².K) 

0.77 

Wood isoplane door U 

(W/m².K) 

3.00 

Circuit Pump    Q (l/s) 0.20 

Tubing P.E.R  20mm   

L(m) 

10.00 

Pump electric power 

P(W) 

60.00 

 

3.2. RESULTS AND DISCUSSION 

Operating tank allows according to Figure 7 to 

lower the indoor temperature 1 to 2 ° C during the 

period of July 10 to 31. The heat flux absorbed by 

the hydraulic floor designated in Figure 8 by the 

refrigerating gain is calculated by equation (6) 

 

𝑞𝑓 = ℎ𝑝𝑙(𝑇𝑎𝑖𝑟 − 𝑇𝑝𝑙)    (6) 

 

In this case the mean cooling flow obtained over 

this period is qf= 10.5 W / m² therefore a total flow 

Qf = 210 W for an area of 20 m². Performance 

coefficient COP of the system is obtained by relation 

(7) 

Ts

Z 

Tz 

Adiabatic Adiabatic 

Tan

TT

s 
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𝐶𝑂𝑃 =
𝑞𝑓 

𝑃
= 3.5      (7) 

 

Finally, it would be useful to define a volume 

ratio of storage per floor area. For this case, it is 87 

liters / square meter of floor. 

 
Figure 7: Internal temperature in the room with 

and without refreshing tank of 10 to 31 July 

 
Figure 8: Frigorific flow of hydraulic floor July 

10 to 31 

 

CONCLUSIONS 
The numerical model of a buried refreshing tank, 

developed in this paper, allows coupling with a building 

hydraulic floor for a global simulation under 

Mediterranean weather. 

The results for a case study has shown that this 

system has a good energy efficiency with a performance 

coefficient greater than 3, and can contribute to building 

refreshment, lowering the average air temperature within 

1.5 ° c. Thermal comfort remains to be assessed according 

to considered climate region. 

In order to optimize the system, this model opens the 

way for a more detailed parametric study where the 

influence of the storage volume, the exchange surface and 

tank depth should be appreciated. 

Finally it would be interesting to study this system in 

combination with other renewable energy systems to 

achieve a degree of permanent thermal comfort during the 

summer depending on the climate. 

 

KEYWORDS Numerical modelling, geothermal 

storage, cooling, energy efficiency 

REFERENCES 
1. J.A. Duffie et W.A. Beckman, 2013, Solar 

Engineering of Thermal processes, WILEY, 4éme 

edition, Pages 375-384. 

2. J. Nelson, A. Balakrishnan. 1999, Parametric 

studies on thermally stratified chilled water 

storage systems. Applied Thermal Engineering 

19. 89-115. 

3. G.F. Csordas, A.P. Brunger, K.G.T. Hollands, et 

M.F. Lightstone, 1192, Solar Energy Volume 49, 

No. 6, pages 497-505. 

4. A. Pantokratoras, 1998, Horizontal penetration of 

inclined thermal buoyant jets, International 

Communication, Heat Mass Transfer, Volume. 

25. No. 4, pages 561-569. 

5. D. Blandin, Modélisation et validation 

expérimentale de nouveaux concepts de ballons 

solaires à forte stratification, 2010, thèse de 

doctorat, INSA de Lyon, pages 58-87,  

6. T. Kasuda, , P.R. Archenbach, "Earth Temperature 

amd Thermal Diffusivity at Selected Stations in 

the United States", 1965, ASHRAE Transactions, 

Volume 71, Part 1. 

7. G. Mihalakakou, On estimating soil surface 

temperature profiles, 2002, Energy and buildings 

34, Pages 251-259. 

8. S. Thiers, Bilans énergétiques et 

environnementaux de bâtiments à énergie 

positive, 2008, Thèse de doctorat, paris école 

supérieure des Mines, Pages 58-60. 

 

 

24

25

26

27

28

29

30

31

32

33

1

2
2

4
3

6
4

8
5

1
0

6

1
2

7

1
4

8

1
6

9

1
9

0

2
1

1

2
3

2

2
5

3

2
7

4

2
9

5

3
1

6

3
3

7

3
5

8

3
7

9

T 
(°

c)

Hours

T°int without tank [C] T°int with tank [C]

0

2

4

6

8

10

12

14

16

18

1

2
4

4
7

7
0

9
3

1
1

6

1
3

9

1
6

2

1
8

5

2
0

8

2
3

1

2
5

4

2
7

7

3
0

0

3
2

3

3
4

6

3
6

9

fr
ig

o
ri

f.
 f

lo
w

 (
W

/m
²)

hours



International Conference On Materials and Energy – ICOME16 

 

 

    Ibrahimi et. al.,   765 

 

 

 

 

DESIGN ANALYSIS OF A MVC DESALINATION UNIT POWRED BY A GRID 

CONNECTED PHOTOVOLTAIC SYSTEM  

 
M. Ibrahimi *, A. Arbaoui, Y. Aoura, ENSAM 

ENSAM, BP 40 24, UMI, Meknes, MAROC 

*Corresponding author:   Fax: (+212)05 35467163/64    Email:  ibrahimi.mouhsine@hotmail.fr 
 

 

ABSTRACT  
The Mechanical Vapor Compression (MVC) technology offers an interesting alternative for small scale 

desalination of seawater to produce high quality distilled water with competitive cost. The use of solar energy 

especially for desalination of seawater is well adapted for the Saharan region where the fresh water is scarce 

and solar energy potential is high. This paper presents a design analysis of a single-effect mechanical vapor 

compression (MVC) desalination unit powered by a grid connected photovoltaic (PV) solar system. The aim of 

this work is to define, as function of the freshwater needs and site specificity, the embodiment of the MVC 

components and the PV panels’ size. The proposed approach is based on MVC components models coupled 

with a solar energy estimation model. The results are illustrated using a case study in Dakhla city sited at the 

south of Morocco. They show that the embodiment of the global system depends greatly on the temperature of 

brine and distillate streams. A large gap between these design variables reduces the heat transfer area, but 

increases the size of the PV system. 

Keywords : Mechanical Vapor Compression, solar irradiance, photovoltaic panels, Desalination, evaporator, 

South of Morocco. 

 

NOMENCLATURE 

M  : Mass flow rate, kg/s 

A    : Area, m² 

X   : Concentration of the wastewater 
Q    : Heat exchange capacity, kW 

PC   : Specific heat capacity, kJ/(kg °C) 
T    : Temperature, °C 
    : Latent heat for evaporation, kJ/kg 
U   : Overall heat transfer coefficient, kW/m² °C 

T : Temperature drop, °C  
P :  Pressure, kPa 

elP :  Power, W 
 :  Compressibility factor 
  :  Efficiency  
H : Enthalpy, kJ/kg 
W : Specific power consumption, kWh/m3 

Subscripts 

f  : Feed 
b  : Brine 
d : Distillate 
o : Outlet temperature 

cw : Intake seawater 
e : Evaporator 
c : Condensate 
vp : Saturated vapor below demister 
s : Superheated compressed vapor 
v : Saturated vapor above demister 
is : Isentropic compressed vapor 

cell : Solar cell 
cmp : Compressor 

 

INTRODUCTION  
As freshwater scarcity continues to increase with the 

increasing continuous of population, desalinating 

seawater is becoming a necessity for meeting 

freshwater needs especially in the North Africa and 

other regions. Water scarcity is a threat to over 40% 

of the global population [1]. Several researchers 

focused on studying photovoltaic cell and solar 

thermal collectors in order to favor either the 

thermal or electric generation. 

The two major types of technologies that are used 

around the world for desalination can be broadly 

classified as either membrane such as reverse 

osmosis (RO) or thermal including single effect 

evaporation (SEE), multiple effect evaporation 

http://www.sciencedirect.com/science/article/pii/S0306261911002534
http://www.sciencedirect.com/science/article/pii/S0011916404002309
http://www.sciencedirect.com/science/article/pii/S0011916404002309
http://www.sciencedirect.com/science/article/pii/S0306261911002534
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(MEE), multi-stage flash (MSF), thermal vapor 

compression (TVC) and mechanical vapor 

compression (MVC) [2,3]. Both technologies need 

energy to operate and produce fresh water.  

The inception of commercial mechanical vapor 

compression (MVC) units dates back to the early 

1970s [4,5]. MVC units have been evolved to 

become a mature technology over past decades. 

However, initial costs, system design and energy 

consumption remain challenging problems. Efficient 

use of energy in such energy- intensive operations is 

crucial to reduce the net energy consumption and to 

compete with other desalination technology. The 

MVC process remains to be attractive and 

competitive for production capacities less than 5000 

m3/d [6]. 
 

MVC literature studies include system modeling and 

design as well as field data and performance 

evaluation [4]. An early report by Matz and Fisher 

[5] in 1981 showed that either the RO or MVC 

system has a definitive edge regarding total 

production cost. However, expansion of the MVC 

process remained limited. In 1994, only 200 MVC 

units with very small unit capacity are reported by 

Zimmerman [7]. 

Several water desalination plants driven by solar 

energy are in operation. In Abu Dhabi, a solar 

desalination plant has been successfully operated 

since 1984. It consists of a multi-effect stack 

evaporator with an average yearly production of 85 

m3/d. In Almeria (Spain), a Multi Effect Distillation 

(MED) solar seawater desalination plant of 72 m3/d 

was tested and a Wind/PV/RO of around 3 m3/d for 

seawater desalination in Lavrio, Greece [8]. 

A photovoltaic solar panels powered a MVC unit 

equipped is believed to present the best possible 

design combination. 

 

The detailed MVC and solar models are quite 

complex to solve, since it contains many coupled 

variables and many constraints corresponding to 

complex physics phenomena.  

In this study, we describe a thermodynamic model of 

a combination of photovoltaic (PV) solar system and 

a single-effect mechanical vapor compression (MVC) 

desalination unit. The model is solved for a typical 

day in each season in Dakhla-Morocco city (23° 41' 5 

N -15° 57' 28 O) which is poor in water resources, 

and rich in solar sources. The solar energy is 

converted into electrical energy to power the 

compressor and circulation pumps. 

 

SYSTEM DESCRIPTION 
Solar radiation received at the surface is of primary 

importance for the purpose of building solar energy 

devices, estimating crop etc. However, direct 

measuring is not available in many cases, so 

numerical technique becomes an effective 

alternative to estimate global irradiance through 

observed meteorological data. 

In our case, the solar energy is converted into 

electrical energy using the photovoltaic panels to 

power the compressor and other components 

Fig. 1 shows the sequence of operations in an MVC 

system. Electricity is needed for compressor, 

circulation pumps and for water treatment 

processes. The main components of the MVC unit 

are: the mechanical vapor compressor, 

evaporator/condenser heat exchanger, and a 

circulation pumps. The demister serves to filter the 

water vapor before joining the compressor. The feed 

preheater is a plate type heat exchanger, which 

recovers part of the sensible heat found in the 

distillate and brine stream to heat the intake 

seawater. The thermal energy recovered is then 

sprayed over the evaporator tubes of the 

evaporator/condenser. The feed temperature is 

further increased to the brine boiling temperature 

and subsequently evaporation commences. The 

produced steam is drawn through the demister to the 

compressor which is powered using the PV solar 

panels and electric network in order to add an 

additional amount of superheat, increases the 

pressure and temperature of the steam by 

compression. The superheated vapor that has passed 

through the condenser heat exchanger tube releases 

its latent heat, which can be the heat source of the 

evaporator. At the same time, the vapor is condensed 

into purified water. The condensed distillate product 

and the brine stream flow through the preheaters 

where it exchanges heat with the intake stream. And 

distilled water is treated before being transported to 

the consumer. 
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Figure 1 

Schematic diagram of MVC desalination unit 

combined with grid/photovoltaic panels.  

 

The MVC and PV panels design model is based on 

the design step in the product lifecycle. More 

detailed of this approach is presented in previous 

work [13] 

Some simplifications are made on several 

components, whereas others are more detailed. In this 

context, we don’t take into account: 

- Interactions between components (pipes, 

cables…). 

- Spray nozzles, pumps. 

The power produced by the PV module can be 

directly used to feed the needs of the MVC unit, but 

in case of insufficiency the electrical grid offers the 

ability of compensation to ensure the stability of the 

production. 

The models are based on equations for solar, energy 

and mass conservation. The following assumptions 

have been made during modeling: 

 The system operates under steady-state. 

 Negligible energy losses are assumed for the 

evaporator, preheaters, pipelines and pumping 

system. 

 Assuming zero salinity for the product water is 

validated by the very high salinity of the feed or 

brine stream. 

 Salt balance that takes into account the product 

salinity has a very small effect on the material 

balance accuracy. 

 The physical properties for the product in vapor 

and liquid phases depend on the stream 

temperature.  

 The physical properties of the feed seawater and 

brine depend on the stream temperature and 

salinity.  

 The driving force for heat transfer in the 

evaporator is assumed constant and equal to the 

difference between the condensation saturation 

temperature and the brine boiling temperature. 

 The influence of ambient temperature on the 

photovoltaic cell is negligible 

 The relative humidity in Dakhla is taken equal 

to 50% and assumed constant throughout the 

day. 

 the site is located in an urban area with a 

coefficient of atmospheric turbidity B =0.1  

 The saturation vapor pressure of water is 

calculated for a constant ambient temperature. 

 

PROCESS MODELING 
The system consists of the following subsystems: 

the MVC unit and the solar models.  

Solar modeling 

The solar constant SolE  received according to day 

(j) of the year can be calculated with the following 

formula: 








 


25.365

)7206.2cos(
0.033411367=ESol

j
     (1) 

The incidence coefficient (CI) is defined in part by 

the height and azimuth of the sun and on the other 

hand by the direction (o) and the inclination (i) of 

the receiving solar collector: 

sin(h)cos(i)a)-cos(ocos(h)sin(i)=CI  (2)                                                       

The Direct solar irradiance on a receiver plane (o, i) 

is given by: 
 LR TmE

e


 SolECI =G                                 (3)  

(m) is the atmospheric masse defined by : 

  253.1

atm

885.375.15198)sin(101325

P
 =m


 hh  

(4)
   

ER is the integral Rayleigh optical thickness given 

by:                                                                        

 9.4m0.9

1
 =ER

                                                
(5)                                                                        

TL Defined the Linke disorder factor: 

  )Pln(B210.4B14.62.4 =T VL 
  
(6) 

B depends on location, in our case B = 0.10, an urban 

location and Pv is the partial pressure of water vapor. 

The sunshine duration is giving by: 

 )tan()tan(cos15
2

DecLatAr
Din 

                 (7) 

The MVC unit modeling 
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The mass flow rates of seawater dM  and brine bM  

are obtained from the following system of equations: 

bdf MMM 
                                                  (8)                     

f
b

f

b M
X

X
M 

                                                  (9) 

The amount of heat given by the distillate and the 

brine in the heat exchanger is given by equations (10) 

and (11): 

 )-T (T CMQ odpddE 1                                     (10) 

)-T (T CMQ obpbbE 2                                      (11) 

The amount of heat acquired by the evaporator and 

the condenser are given by: 

)( fbpfdev TTCMMQ
vp

 
                     (12) 

)( dspvdddcon TTCMMQ  
                    (13) 

The following equation translates the interaction 

between the evaporator and the condenser 

)( bdeeconev TTUAQQ 
                              (14) 

The temperature of the steam produced below the 

demister vpT  is lower than the brine 

boiling temperature bT because of two factors which 

are determined from the characteristic of the demister 

[9, 10]:  

- The boiling point elevation (BPE). 

- The nonequilibrium allowance (NEA). 

NEA-BPE-T=T bvp                                          (15) 

The temperatures of the steam above vT  and below 

vpT
 demister is given by: 

pvpv T-T=T 
                                                   (16) 

The isentropic superheated temperature of 

compressed vapor is obtained in terms of the inlet 

vapor temperature vT
 and the compression ratio [9]: 

 

273.15- 
P

P
 273.15)+(T=T

1-

v

d

vis















        (17) 

The enthalpy of the superheated steam sH is 

expressed in terms of the saturation enthalpy of the 

compressed vapor dH , isentropic temperature isT , 

and the inlet vapor enthalpy vH  according to the 

following equation [9]: 

 

  v1-

1-

vdispvd H+

1

1

×] H-) T-(T C+[HH













































v

d

v

d

s

P
P

P
P cmp

 (18) 

At the outlet of the compressor, the temperature of 

the superheated steam is given by: 

d

pv

ds
s

C
T

)HH(
T 




                                          (19) 

The specific power consumption of the compressor 

can be expressed by: 

)(1000/3600)HH( dsW                            (20) 

The specific heat transfer area of the evaporator is 

calculated from the following relationship: 

)TT(

)TT(

bde

dspvddd

e
U

CMM
A








                        (21) 

The daily electric energy consumed by MVC unit 

must be met to respond to the need for safe water: 

)24*3600(  MdWEnel                           (22) 

The area of PV panels to fulfill the need of potable 

water: 

incell

el

PV
DG

En
A





                                        (23)                                                              

 

MODEL IMPLEMENTATION 
A desalination unit supplied by photovoltaic panels 

is considered. The main objective of this study is to 

define, the power consumption of the compressor, 

the heat transfer area of the evaporator, the daily 

solar irradiance received by a sensor, the 

inclination of the solar sensor and total area of the 

PV panels as a function of the need for freshwater. 

In a MVC solar desalination unit, freshwater is only 

produced over the insolation duration. Also on 

cloudy days, water need is covered by using the 

electric network. Water production must be without 

interruption mainly during hot and moderate 

seasons. The sizing depends on site characteristics 

(solar irradiation, ambient temperature, insolation 

duration, wind velocity...), plant energy need, and 

the well characteristics. Also the MVC unit is 

mainly defined in terms of ΔT which represents the 

difference between the saturation temperatures of 

compressed steam and the brine boiling temperature. 

This parameter allows determining both the energy 

consumption and the heat transfer area of the 

evaporator.  The proposed approach is illustrated 

using the software ‘SCILAB’ [11]. 
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The input variables which determine the need via the 

global model are listed in Tab1. 

Table 1 

Input variables of the global model 

Input variables Values 

Water demand, L/j 1000 

Intake seawater temperature, °C 25 

Xf/Xb 0.2 

Heat transfer coefficient of evaporator, 

kW/m² °C 
3.37 

Efficiency of the vapor compressor, % 70 

Efficiency of the silicon cells, % 16 

Latitude of the location (Dakhla) 
23° 41' 5 

N 

Altitude of the local point, m 10 

Coefficient of atmospheric turbidity  0.1 

 

The calculation results are made as a function of the 

brine boiling temperature Tb ( CC  100-70 ), the 

temperature difference ΔT ( CC  101 ), the distillate 

flow rate Md (0-30008 L/d) and the inclination i 

(  90-0 ). 

The solution algorithm of the SOLAR-MVC models 

is shown in Fig.2. The algorithm starts with 

definition of design parameters. 

 

 
 

Figure 2 

Schematic of solution procedure 

 

RESULTS AND DISCUSSION 
A systematic approach has been carried out to study 
the effect of different factors on the performance of 

the considered SOLAR-MVC desalination system. 
The results are given for a case study in the Dakhla 
city sited at the south of Morocco. Predictions of the 
mathematical model are shown in Figs. 3–7. 

The evolution of the daily solar irradiation G* in the 
typical days is given in Fig. 3 for a direction sensor 
o = 0 ° and the inclination i = 30 °. It is expected 
that the maximum solar intensity under these 
conditions found equal to 942 W/m² on 21 March 
[12].   

Solar irradiation received by a sensor during a given 
day varies according to the orientation, inclination, 
location etc. The electric power produced by PV 
panels is covered by the power grid in such way to 
have an instantaneous quite stable power at the inlet 
of the MVC unit equal to the maximum solar 
intensity. The influence of the inclination (i) on the 
surface of solar panels (APV) to produce an 
amount of freshwater Md=1000 l/day, is shown in 
Fig. 4 for a boiling temperature Tb=90°C and 
temperature difference ΔT=5°C. As shown, with the 
change of the inclination (i), the surface of PV 
panels varies differently in each typical day, this is 
because of the change in the solar height.  However 
the lower value of (APV) in June 21 is obtained at the 
inclination (i) = 2°. Fig. 5 shows the PV area versus 
the produced freshwater. This sizing defines the PV 
surface whose are able to fulfill water need. It is 
found that to meet the demand of 1000 l/day on 21 
June and for an inclination sensor i = 30, Tb= 80°C, 
and ΔT=8°C it is desirable to bring an area of PV 
panels higher than or equal to 13 m². In fact, 
surfaces range defined two zones: acceptable and 
discorded PV surfaces. 

 

 
Figure 3 

Hourly solar irradiance of Dakhla. 

http://www.sciencedirect.com/science/article/pii/S0011916404002309
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Figure 4 

Influence of the inclination on the maximum solar 

irradiance. 

 
Figure 5 

PV surface range able to cover water need. 
 

Figs 6, 7 show the influence on the heat transfer area 
of the evaporator and the surface of solar panels as a 
function of Tb and ΔT. In fig. 6, for ΔT=5°C, the 
heat transfer area of the evaporator decreases slightly 
with the increase of evaporation temperature, and in 
the same time the surface of solar panels decreases as 
the brine boiling temperature rise increases because 
the specific volume decreases when brine 
temperature rise is greater. This implies that the 
operation in the high value of Tb is desirable. In the 
other hand, as can be seen in fig. 7, for a boiling 
temperature Tb=90 °C, the operation with a large gap 
between the temperature difference (ΔT) decrease the 
heat transfer area of evaporator, but increase the 
surface of solar panels. This inferred that there is an 
optimum value of temperature difference that will 
lead to the optimum system with lower PV area and 
smaller heat transfer area [13]. 

 
Figure 6 

Influence of the boiling temperature Tb on the PV 

size and the heat transfer area. 

 

 
Figure 7 

Influence of the temperature difference ΔT on the 

PV size and the heat transfer area. 

CONCLUSIONS 
An investigation on the sizing of a MVC 
desalination system coupled with solar 
grid/photovoltaic panels is presented. In order to 
provide the size for all key components required to 
ensure successful implementation of the main 
function of the MVC unit. The results show that: 

-The freshwater productivity increases linearly 
with the increase of the PV area, which is 13 m², 
and the use of PV panels saves approximately 61 % 
of electrical energy, for the considered desalination 
case. 

-With the increasing of the inclination, the 
maximum value of the solar irradiation varies 
differently in each typical day, which means that a 
well-studied inclination will be beneficial. 
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-The operations with an elevated brine boiling 
temperature is desirable since it reduces the energy 
consumption of the compressor. 

-The operations with a high value of ΔT reduce 
the heat exchange area, therefore the cost of the 
evaporator reduced too, but increase the power 
consumption. This inferred that an optimization study 
is needed to find a compromise between the 
congestion (investment cost) and electric energy 
consumption to design an efficient desalination unit. 
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ABSTRACT 
In this paper is presented a novel solar trough concentrating system, the concentrator is based on 

pneumatic polymer membrane mirrors, mounted on a rigid and durable concrete support structure. The 

novel receiver design, which uses air as the heat transfer fluid at ambient pressure, is based on an array of 

absorber cavities coupled to secondary concentrating optics for operating temperatures exceeding 600 °C. 

The first commercial solar plant with this technology, with a maximum thermal power output of 3.9 

MWth, is currently under construction in Ait Baha, Morocco. 

In this study, a mathematical model for the efficiency of the parabolic trough solar collector was 

established. The performance characteristics of cosine effect, shadowing effect, end loss effect were 

calculated by using the mathematical model.  

KEYWORDS: Solar energy, Parabolic trough collectors, Solar concentration, Efficiency, Optical 

performance.

INTRODUCTION  
In recent years, concentrated solar power 

(CSP) for electricity production promises to be 

one of the most viable options to replace fossil 

fuel power plants. In the technology field of 

concentrated solar thermal power generation, 

parabolic trough solar collector (PTC) plants are 

the most developed ones of all commercially 

operating plants.  

The performance of parabolic trough over the 

last 25 years has proven that this technology is an 

excellent alternative for the commercial power 

industry. However, conventional solar parabolic 

trough plants suffer from several technical and 

economical disadvantages. These include 

especially a maximum operating temperature 

limited to 450 °C, and a difficulty in creating rigid 

metallic support structures with large trough 

apertures. This has impelled the development of a 

novel parabolic trough  comprising a 9 m aperture, 

based on inflated metallized polymer films 

mounted on a concrete support structure, coupled 

to a solar receiver based on air as heat transfer 

fluid [1], A photograph of the inflated solar 

trough collector is shown in Fig. 1.1. 

 

 
 

Fig. 1.1: Photograph of the novel parabolic trough collector [1] 

 

The new receiver (Fig 1.2) implements a cross-

flow design where the full temperature gain is 

achieved in each absorber cavity [1]. 
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Fig 1.2: Schematic of the novel receiver design [1] 

 

ANALYSIS AND MODELLING 
 

1. Geometry model for PTC 

A PTC consists of a linear parabolic mirror 

which reflects and concentrates the received solar 

energy onto a receiver positioned along the focal 

line, only the beam radiation (DNI) that is directly 

normal to the collector surface can be focused and 

thus be available to warm the receiver. Fig. 2 

shows the angle of incidence between the collector 

normal and the beam radiation on the PTC. The 

angle of solar incidence results from the 

relationship between the sun’s position in the sky 

and the orientation of the collectors for a given 

location [2]. The angle of solar incidence is not 

equal to 0° and the reason is that the parabolic 

trough solar collector is generally horizontal 

layout, single axis tracking the sun. 

 

 
Fig. 2:  Angle of incidence on a parabolic trough collector [4] 

 

2. Efficiency of PTC 

Power absorbed by the receiver of the PTC can be 

written as:  

, .. .cos . . . . .abs c DNI i opt mirr Shadow end loss trackQ A I IAM    

Where: 
 

IDNI : is the Direct Normal Irradiance,  

𝜃i  : is the angle of solar incidence,  

Ac : is the collector aperture area, 

𝜂shadow : is the factor for solar shading, 

𝜂endloss : is the factor for the calculation of the 

relative end loss, 

IAM : is the Incident Angle Modifier;  

𝜂track  : is the tracking error, 

𝜂opt,mirr : optical efficiency that accounts for 

losses due to mirror optics and 

imperfections, 

 

The field efficiency for parabolic trough solar 

collector is defined as: 

, .cos . . . . .
.

abs
field i opt mirr Shadow end loss track

c DNI

Q
IAM

A I
      

As parabolic trough solar concentrators accept 

only DNI, diffuse irradiation is subtracted from the 

global irradiation to obtain the beam irradiation, 

the global solar irradiance can be written as: 

Gh = Dh + IDNI Ac cos(𝜃i) 

The incidence angle modifier (IAM) corrects for 

some additional reflection and absorption losses.  

The incidence angle modifier is defined for this 

work as the incidence angle modifier defined by 

Dudley and al [3], divided by the cosine of the 

incidence angle: 

cos( )

K
IAM


  

The equation for the incidence angle modifier 

used in the solar field model is: 

²
1 0.000884. 0.00005369.

cos( ) cos( )
IAM

 

 
    

The positioning and geometry of the collector 

troughs and the receiver can introduce further 

losses, due to shading of parallel rows in the 

morning and evening as well as end losses from 

the receiver. 

End losses occur at the ends of the receiver, 

where, for a nonzero incidence angle, some 

length of the absorber tube is not illuminated by 

solar radiation reflected from the mirrors. Fig 3 
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shows the occurrence of end losses for a receiver 

with a nonzero angle of incidence. 

The end losses are the function of the focal length 

of the collector, the length of the collector, and the 

incident angle. The factor for the end loss is: 

 

.

tan( )
1 i

end loss

PTC

f

L


    

Where: 

f  : focal length of the collectors  

𝜃i  : incident angle  

LPTC : length of a single solar collector. 

 

 
Fig 3:  End losses from a receiver.[4] 

 

 

3. Solar Incidence Angle 

The angle of incidence 𝜃𝑖 represents the angle 

between the beam radiation on a surface and the 

plane normal to that surface. It’s the results from 

the relationship between the sun’s position in the 

sky and the orientation of the collectors for a 

given location. 

The angle of incidence will vary over the course of 

the day (as well as throughout the year) and will 

heavily influence the performance of the collectors 

[4]. 

Once the declination angle, hour angle, and zenith 

angle are known, the angle of incidence on the 

collectors and the sun-tracking angle can be 

calculated. The incidence angle for a plane rotated 

about a horizontal north-south axis with 

continuous east-west tracking to minimize the 

angle of incidence and the sun-tracking angle is 

given by [5] 

 

cos( ) cos ²( ) cos ²( )sin ²( )i z      

Where 𝜔 is the hour angle; 𝛿 is the declination of 

the sun; 𝜃z is the zenith angle. 

The position of the sun depends on the hour angle 

(𝜔), 𝜔 comes as a result of the rotation on the 

earth, which spins on its axis at a rate of 15° per 

hour. 

 The calculation formula of hour angle and the 

declination angle is: 

 

284
23.45sin 360

365

n


 
  

 
 

( 12).15 /hrSolarTime   
 

 

Where n is the day number of the year (1 for 

January 1, 365 for December 31) and SolarTime 

is the solar time angle. 

There is an important distinction between 

standard time and solar time. In solar time, the 

sun aligns with the local meridian (𝜔 = 0) at 

exactly 12:00 or “solar noon.” However, standard 

time is not based on the local meridian but on a 

standard meridian for the local time zone. The 

standard time must be adjusted to reflect the 

current time of day in solar time. The relationship 

between solar time and standard time, in hours, 

is: 
1

tan .
15 60 min

st LocL L h
SolarTime S dardTime DST E


   

 

where DST is daylight saving time adjustment; 

Lst is standard meridian for the local time zone; 

Lloc is the local meridian of the collector site, E is 

the equation of time that determines the deviation 

in local time from solar time as a function of the 

day of the year; the calculation process of 

equation of time is [4]: 

 

229.18(0.00075 0.001868cos( ) 0.032077sin( )

0.014615cos(2 ) 0.04089sin(2 )

E B B

B B

  

 

 

Where: 

360
( 1)

365
B n 

 
The final angle required to solve for the angle of 

incidence is the zenith angle. The zenith angle is 

related to both the declination angle and the hour 

angle by the following relationship [4]: 

 

cos cos cos cos sin sinz      
 



17 – 20 May 2016, La Rochelle, France 

776 Ait El Cadi et al., 

Where: 

 Declination angle  

 Hour angle  

 Latitude location of the plant 

 

4. Thermal Performance and Losses 

The heat transfer model of the PTC is given by: 

 

, 0

abs reradiation convection conduction

gain HTF

Q Q Q Q

Q

  

 
 

Where Qabs is the solar radiation reflected by the 

primary concentrator and absorbed by the receiver, 

Qreradiation and Qconvection are energy losses from the 

system by emitted radiation and convection, 

Qconduction is the energy lost through the receiver 

end plates and receiver supports by conduction, 

and QHTF is the useful energy removed from the 

receiver by the HTF. 

Energy balance for an absorber section of length 

dy yields [6]:  

,HTF HTF p HTF HTFdQ m C dT
 

 

The HTF temperature THTF(y) along the receiver 

axis is calculated by numerical integration [7]: 

,

, ( )0

( )
( )

. ( )

y

HTF
HTF HTF in

HTF p HTF HTF y

dQ y
T y T

m C T
  

 
 

The overall thermal efficiency is defined as: 

,
1

heat lossesHTF
th

abs abs

QQ

Q Q
   

 

Where:  

,heat losses reradiation convection conductionQ Q Q Q  

  

RESULTS AND DISCUSSION 

A commercial solar plant is currently under construction 

in Ait Baha, Morocco for the purpose of boosting 

electricity production from waste heat of a cement 

factory. 

The parameters for the collector were shown at Table 2, 

prototype as shown in Fig 1. 

 

Table 1: Computing site 

 

Regions Geographic coordinates 

AIT BAHA, Agadir, 

Morocco 

30°13’1,0” North 

9°8’6.0” West 

Table 2: Parameters of the parabolic trough solar 

collector [1]. 

 

Parameters  Data 

Focus length  3.5 m 

Aperture width  9 m 

Length of collector  211.68 m 

Geometric 

concentration ratio  

73 sun 

Cleanliness factor  0.92 

Mirror reflectance  0.93 

Tracking error 0.94 

 

Fig 4 and 5 show variation of (DNI cos(𝜃i)) throughout 

the day, as calculated for Ait Baha collector location, 

orientation, and tracking capability. For reference, the 

direct normal insolation and cosine of the incidence 

angle are shown on the graphs as well. The summer 

solstice (June 21, 2015) is shown in Fig 4; the winter 

solstice (December 21, 2014) is shown in Fig 5. 

The impact of the lower solar altitude angle in 

the winter is clearly seen in comparing Fig 4 to 

Fig 5. There is also a noticeable sag in DNIcos(𝜃) 

around noon in Fig 5. 
 

 
Fig 4 : DNI and DNI cos (𝜃) at AIT BAHA  on June 21, 2015 
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Fig 5 : DNI and DNI cos (𝜃) at AIT BAHA on December 21, 2014 

 

 

CONCLUSIONS 
 

A parabolic trough concentrator is a complex system 

which demands thorough knowledge of structural, 

optical, thermal instrumentation and controls 

engineering. 

The instantaneous efficiency of a parabolic trough 

concentrator can be calculated from an energy balance 

on the receiver tube, a model will be developed under 

the TRNSYS environment and confirmed with the 

experimental results, which will allowed us to  evaluate 

the performance of the plant under transient conditions 

in Ait Baha. 
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ABSTRACT 
In the present paper, we present a renewable energy sustainable micro-system installed upon a platform 

located on the Research and Technology Centre of Energy (CRTEn in Borj Cerdia Tecnopark-Tunisia). This 

prototype has been conceived through the ENPI (European Neighborhood and Partnership Instrument) 

cross-border cooperation Italy – Tunisia. 2007-2013 DE.DU.ENER.T. Project. 

The aim of this project is to improve energy efficiency order to minimize the electricity cost consumed at 

the laboratory.  Therefore, we targeted to install several microsystems using renewable sources to reduce 

these electricity consumption by using other sustainable, green and clean resources and store it with storage 

systems (traditional and innovative batteries). 

A theoretical study of the PV system sizing was carried out in order to evaluate the compatibility between 

the different equipment of this installation and to compare the results with those found by the SMA Sunny 

Design software. In addition, a simulation study of our installation using a PV*SOL simulation software 

was reported. 

We designed and managed these systems optimally to promote the self-consumption of the electric energy in 

the building of our Research Laboratory. We will focus on the use of the PV system by evaluating the 

impacts of electricity generation using renewable energy levied on electricity grid and economy rates that 

can be achieved during operating hours. 

Key words: Renewables energies, Simulation, Sustainable development, Photovoltaic panel. 

NOMENCLATURE 
 

Symbol Description     Unit 

E Integer Part No unit 

Umppt,max 
Maximum input Dc voltage to 

the inverter 
V 

Umppt,min 
Minimum input Dc voltage to 

the inverter 
V 

Umpp 
Maximum voltage of the  PV 

panel 
V 

U DC Voltage drop V 

I, IMpp Maximum current of the panel A 

L Cable length m 

u AC Voltage drop V 

s Cable section mm2 

cosφ Power factor No unit 

λ Linear reactance Ω/m 

Ib 
Maximum output current of the 

inverter 
A 

∆u Relative voltage drop V 

U0 Nominal voltage V 

∆V Voltage difference V 

βV0C Temperature coefficient %/°C 

Vstring String voltage V 

∆T Temperature difference °C 

Vmax 
Maximum input voltage to the 

inverter 
V 

Istring input  
Maximum input current per 

string 
A 

 

 
Greek Symbols  

,1 
Resistivity of the conductive 

wire 
Ω.mm2/m 

 

INTRODUCTION  
The expected increase in energy demand, along with 

the predominance of coal in the energy mix, 

highlights the significance of promoting energy 

efficiency. Higher rate of urbanization with 

increased floor space for both residential and 

commercial purposes has imposed enormous 

pressure on the existing sources of energy. Increased 
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energy consumption will lead to more greenhouse gas 

emissions with serious impacts on the global 

environment. Also, limited availability of energy the 

existing energy resources and highly transient nature 

of renewable energy sources have enhanced the 

significance of energy efficiency and conservation in 

various sectors. 

 
Hybrid Energy System (HES) is an electric energy 

system, which is made up of a single or many electric 
sources [2, 1]. These sources could be renewable, 
traditional, or mixed and works in off-grid or 
connected to the grid.  If this HES system contain 
only the renewable energy sources it will be name by 
a Hybrid Renewable Energy System (HRES) such as 
the photovoltaic, the wind turbine and so they can 
address emissions, reliability, efficiency, and 
economical limitations of single renewable energy 
source [3, 2]. 

The HRES systems are becoming famous for 
standalone power generation in not isolated and 
isolated area due to the growing, the improvement 
and efficiency in renewable energy technologies [3]. 
This hybrid system have many advantages for our 
country such as protect the environmental, reduce the 
emission of gas especially CO2 and other pollutants 
emissions. The cost of solar and wind energy can be 
competitive with the classical grid installation and 
the diversity of natural resources who are renewable, 
clean and inexhaustible [4]. Most of these 
equipments can be easily installed and deployed for 
another utilizations. Financially, these sources are 
free and there costs are predictable and not 
influenced by fuel price [5-8]. However, the most 
disadvantage of the hybrid system photovoltaic PV–
Wind is there dependence on climatic changes and 
weather. Then they must be oversized to make their 
standalone systems reliable and to satisfy the load 
[9]. 

A various hybrid renewable energy system have 
been installed in different countries because many 
domains are concerned with the uses of the HRES. 
One of this area is the researches [1,10] witch have 
focused on the performance analysis of 
demonstration systems, the development of efficient 
power photovoltaic panel and the innovation of new 
types of PV panel and wind turbine. [6]. 

This work will focus only on the study and the 
sizing of the PV installation for this 
DE .DU.ENER.T. project [8]. 

TUNISIAN PROTOTYPE 

Description of the prototye 

The Tunisian prototype of the DE.DU.ENER.T. 
installed near the Laboratory of Thermal Processes a 
part of the Research and Technology Centre of 
Energy CRTEn to reduce the energy consumption 
consumed from the grid by this laboratory, and it 
composed by a 12KW of photovoltaic field and a 
1KW of wind turbine. 

 

Figure 1. 

 Laboratory Site and the platform of our installation. 

 

Table 1. 

Geographical and Climatic Data of Borj Cedria Site. 

 

Reference Location for 

climatic Data  

Borj Cedria 

Latitude  36.71º 

Longitude  10.41° 

Altitude  2 m 

Maximum summer outdoor 

temperature  

42 ºC 

Minimum winter outdoor 

temperature  

10 ºC 

Solar Irradiation  From Meteonorm 7 

Software  

Wind Speed  From Meteonorm 7 

Software 

Average wind speed  2.9 m/s 

  

The geographic and climatic data of the site are 

reported in Table I.  
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Figure 2. 

 Site of Tunisian and Italian implantations. 

 

Work metodology and laboratory equipments 

Because of the unavailability of an electrical 
consumption meter dedicated to the laboratory 
(LPT), we made an estimation of the energy 
consumption of the LPT. To make this estimation, we 
conducted census of electrical equipment used by one 
local of this laboratory. 

This local contain three type of equipment: 

 Laboratory equipment such as drying oven, 
desiccator and precision balance. 

 Workstations and printers. 

 Lighting equipment. 

Then we extrapolated this consumption for the 
remainder of locals and offices for this laboratory. 

Finally, we have refined our extrapolation by an error 
margin of 10%. 

 

STUDY OF THE ELECTRICAL ENERGY 

CONSUMPTION 
After identifying the different equipment of the 

laboratory, we tried to identify the optimal operating 
mode (number of unit, operating hours ...) and 
identified the different electrical characteristics 
(current, voltage, power ...) for each appliance to 
determine the real power consumption in this 
laboratory and the higher energy consuming 
equipment. 

The power consumed by each equipment is 
calculated as follows: 

 
Total Power Unit power x Quantity  

Daily Power Total Power x Hours Operating / day


Mounthly Power Daily Power x Number of day per mounth



Annualy Power Mounthly Power x Number of mounth

 

Consequently after determining these powers, the 
photovoltaic power to install is determined by the 
following expression: 

 
PV Power Annualy Power

 Basic Consump on

 

ti

  

 
The basic consumption is equal 1800 Kwh/year. 

 

SIZING OF THE EQUIPMENTS 

PV Pannel 

We have chosen to install Yingli Solar 
monocrystalline photovoltaic panels of 250 Wp, 
tinted in black because in this case it becomes 
more selective and we will have a maximum 
yield of 15.3%. 

Table 2. 

Electrical characteristics of PV Panels. 

Characteristics PV Panel 

Characteristics Units 
STC 

Conditions 

NOCT 

Conditions 

Maximum 

Power  
W 250 181.6 

Voltage at 

PElectrical 

cmax  

V 28.9 26.4 

Current at Pmax  A 8.66 6.91 

Open circuit 

voltage  
V 37.6 34.8 

Short circuit 

cuurent  
A 9.29 7.50 

 

Table 3. 

Thermal characteristics of PV Panels 

Characteristics Symbol Units Value 

Nominal 

Temperature of cell  
 °C 

46 +/- 

2 

Temperature 

coefficient for 

Pmax 

γ %/°C -0.42 

Temperature 

coefficient for Voc 
βVoc %/°C -0.31 

Temperature αIsc %/°C 0.04 
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Characteristics Symbol Units Value 

coefficient for Isc 

Temperature 

coefficient for Vmpp 
βVmpp %/°C -0.41 

 

 

Figure 3.  

Platform of installation. 

Converter 

For our installation of 12 Kw with a type of 
exposure and incline of 36°, using a single 
inverter is sufficient. But, for larger installation 
the installation of multiple inverters can reduce 
the risk of outages. 

The selected inverter is a Sunny Tripower 
12000 TL-20 whose technical characteristics are 
presented in the following tables: 

We must make sure that voltage delivered by 
the PV field belongs to the MPPT voltage range 
of the inverter. This MPPT voltage range will 
also have an impact on the number of PV panels 
in string. 

The following equations are used to determine 
the minimum and maximum number of PV 
panels in string [11]: 

Umppt,max
Maximum number of panels E

Umpp*1,15

 
  

 

    

,min
Minimum number of panels E

*0,95

Umppt

Umpp

 
  

 

 

The theoretical calculation has given us a 
minimum number of 16 panels and a 
maximum number of 24 panels, and we will 
connect to the A input of the inverter 32 panels 

according to 2 strings and to the B input 16 
panels into a single string. 

The sizing of an inverter per string is based 
on three criteria: power compatibility, 
Maximum voltage compatibility, current 
compatibility [12]. 

 

Table 4. 

Electrical Characteristics of Inverter 
 

Characteristics Symbol Units Value 

Maximum DC Power  Pmax W 
12 

275 
Maximum Input 

Voltage 
Vmax V 1 000 

MPP Voltage range Umppt V 
400-

800 

Maximum Input 

Current A/ B 
Imax A 

18 A / 

10 A 
Number of 

independnt MPP 

Input A/ B 

  
A : 2 / 

B : 2 

Grid Frequency  Hz 50-60 

Maximum Output 

current 
 A 17.4 

 

   SIMULATION BY SMA SUNNY DESIGN 

SOFTWARE 
 

In this part we realized a simple simulation 

for our photovoltaic installation by the SMA 

Sunny Design which is a photovoltaic software 

for SMA inverters like our inverter [14]. 

Compatibily of the electric caracteristics 

The important object for this sizing is to 
compare the results for the power, voltage and 
the current compatibility, which are found 
theoretically with those found by this software.  

The following figure presents the 
compatibility for the voltage range and the input 
current between the out photovoltaic field and 
the input of the inverter. 
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Figure 4.   

Compatibility of the electrical caracterestics of our 

sizing. 

 

Performance Ratio  

The performance ratio (PR) is indicated in 
percentage and is the ratio between the real and 
the theoretical yield of the photovoltaic system. 

If the value of this ratio approaches of 100%, 
we consider that this photovoltaic system has an 
efficient operation. However, it is not possible to 
reach the value of 100% in practice because the 
operation of the photovoltaic system always 
generates inevitable losses such as the thermal 
and conduction losses. The performance ratio is 
calculated as follows [13]: 

Performance Ratio Real yield 
 Theorical yield

  

 
     In the following figure, we present the profile 
of this performance ratio. 

 

 

Figure 5.   

Performance ratio. 

 

We noted that our installation is effective 
because it have a higher performance ratio 
(more than 80%) and we deduct that this value 
is fluctuating because of some conditions such 
as panel temperature, shading, solar irradiation 
and the energy losses. 

Production Forecast with consumption 

In the following figure, we present the 
quantity of the energy produced by the PV 
installation, the energy consumed from the grid 
and a little quantity of energy stored by using 
batteries.  

 

Figure 6.   

Production forcast with consumption. 

 

We noted that by summing each monthly 
power produced or purchased we find a very 
similar value to that found previously by using 
the SMA Sunny Design software (fig.7). This 
small variation is due to the difference between 
the values of each weather databases [15].  

 

ANALYSIS AND MODELLING 
     

At the meantime, the total energy consumption 
of our laboratory will be monitored in order to 
compare it to the consumption of the laboratory 
before the installation this micro-system of 
renewable energy system. 
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Self consumption profile 

The following figure presents the 

consumption profile for our system by using 

some battery to storage some energy for lighting 

at night, and the effect of this installation to 

reduce the quantity of electricity purchased from 

the grid. 

 

We know that the energy consumed by our 

laboratory per year is equal 49505 kWh and with 

results of this profile of self-consumption, we 

can conclude that the self-sufficiency quota is 

equal 32.2% of PV Energy and the self-

consumption quota is equal 82.4% of Energy 

Consumption per year. 
 

 
Figure 7.  

Self Consumption profile. 

SIMULATION BY  PV*SOL SOFTWARE  

In this part we realized a simulation for our 
photovoltaic installation by the PV*SOL software to 
have some idea about the efficiency for this system 
and to compare some results with the others results 
given by SMA Sunny Design software. 

 

RESULTS AND DISCUSSION 

After the connection of our system of installation 

to the electricity distribution grid, some 

measurements and data will be extracted to use it 

for the step of Capitalization and monitoring. 

   At the meantime, the total energy consumption 

of our laboratory will be monitored in order to 

compare it to the consumption of the laboratory 

before the installation of this micro-system of 

renewable energy system. 
     

CONCLUSIONS 

  The paper has presented the prototype 

considered by the DE.DU.ENER.T. project that 

has been installed near the LPT Laboratory in 

Borj Cerdia Tecnopark (Tunisia). 

Some result of simulation realized by some 

industrial software such as Sunny Design and 

PV*SOL indicate that the hybrid electric system 

could provide about 38% of the total 

consumption of the electricity for our 

laboratory. 

In a future work, the result of the 

measurement campaign will be presented 

together with the results of the research. 
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ABSTRACT  
We propose in this work a numerical investigation of a diffusion-absorption refrigeration cycle working 

with a hydrocarbon mixture. It is about a machine of low refrigerating power (300 W) .the level of 

temperature in the generator is about 150 °C (fossil energy or solar energy) and it working with a no harmful 

mixture for the environment. We used a cooling medium temperature in the condenser and absorber at 35° 

C. Helium is used as inert gas. The total pressure of operation is about 17.5 bar. A modeling on suitable 

software was made for the system. The mixture of propylene/nonane was considered. The validation of our 

model was made by comparison with the results of literature. Parametric studies are also undertaken to 

analyze the effects of the temperature of the generator, and also the temperature of evaporator on the 

performance of the system .Generally, we can conclude that the mixture of hydrocarbon proposed is a rather 

promising refrigerant as for the technical advantages which they offer, such as the use potential of a heat 

source at a temperature not exceeding 150°C. 

 

KEYWORDS 
Diffusion-absorption refrigeration cycle; Propylene; Nonane; Helium, Coefficient of performance. 

 

 

NOMENCLATURE 
T: temperature  

P: pressure  

I: index of component i 

Y: Molar fraction in the phase vapor  

X: molar fraction in the liquid phase  

P: pressure of operation of system  

GEN: generator  

COND: condenser  

GHX: exchanger gas gas  

EVAP: evaporator  

ABS: absorber   

SHX: exchanger of solution   

vari: variance of body i 

Var Cycles: variance of cycle  

mi: molar flow of flow I  

hi: molar enthalpy of flow I  

QG: driving energy provided to the generator  

Q Cond: heat released on the level of condenser  

Q abs: heat released on the level of the absorber  

Q evap: power of refrigeration   

Δ T: thermal pinching  

COP: Coefficient of performance  

 

INTRODUCTION  
One of largest challenge that the world meeting 

today is to guarantee an acceptable level of comfort 

while controlling the continuous exhaustion of fossil 

energies and the protection of our environment. In 

this context production of cold and the development 

of the systems guaranteeing these objectives of 

which spoken different refrigerating machines. 

The search for powerful refrigerants for the 

refrigerating machines is thus of great importance. 

But, demolished of them efforts of research, only 

two mixtures remain used exclusively: lithium 

aqueous bromide solutions and those of ammonia. 

However, these two mixtures present certain 

disadvantages which limit their use.  

 
With the passing of years, a certain number of 

researchers have studies and describes the 

mailto:nesrine.soli.tn@gmail.com


International Conference On Materials and Energy – ICOME 16 

788 Soli 

performances of various absorption-diffusion 

refrigeration cycles, graphically, in experiments and 

numerically: 

Koyfman and al. [1] carried out an experimental 

study of the pump with bubbles by absorption - 

diffusion. According to Koyfman, the performances 

of the pump with bubbles mainly depend on the 

driving temperature and the contribution of heat to 

the pump with bubbles. 

The study showed that the maximum average 

temperature of the generator is lower than 

90°C.Consequently, the complete system with 

absorption-diffusion which functions with organic 

solvents and HCFC us refrigerant can use weak 

potential heat sources to make the cycle functional. 

Karamangil and al. [2], presented a review on the 

systems of refrigeration at absorption, the pairs of 

cooling agent - absorbing currently used and their 

substitutes. 

Moreover, they carried out a thermodynamic analysis 

of the systems of refrigeration with absorption using 

of the pairs of solutions usually met in the literature. 

Les numerical results showed that the system with 

the LiBr - H2O mixture has values of high COP (0, 

55). 

Thus, the system NH3 - LiNO3 is more advantageous 

at particularly low temperatures of generator 

(Temperature of generator < 75°C). 

Muňoz and al. [3] worked out a review of 

technologies of diffusion-absorption refrigeration. 

Indeed, they summarized the working fluids used in 

absorption - diffusion systems of refrigeration. 

Kherris and al. [4] carried out a theoretical study of a 

refrigerating system of absorption - diffusion 

functioning with the couple ammonia - water and 

hydrogen like inert gas. 

The results obtained highlight the influence of the 

various parameters on the performance of the 

installation. 

It appears clearly that the coefficient of performance 

is not a sufficient criterion for the best alternative of 

the machine but, other essential parameters having a 

great influence on the performance of the machine 

such as: 

-  The temperature of the condenser   

-  The temperature of the absorber  

- The temperature of the evaporator   

We consider in this work the mixture of 

hydrocarbons us working fluids for our installation. 

They are thermally stable fluids in the field of the 

temperatures of use, nontoxic and not corrode [5, 7]  

The most volatil fluid, the propylene is selected like 

refrigerant and nonane like absorbent.  

The studied configuration (fig. 1) is a refrigerating 

machine with absorption - diffusion. 

           

 
Fig.1. refrigerating machine with absorption - 

diffusion. 

 

 

MATERIALS AND METHODS  

Refrigerating machine with absorption-

diffusion: 

1. Description of a refrigerating machine with 

absorption-diffusion [5]: 
The refrigerating machine with absorption-diffusion 

was invented by Von Platen and al[10] . 

It uses three fluids of operation: the ammonia 

(cooling agent), water (absorbent) and hydrogen like 

an inert gas. 

In the operation of a machine with absorption-

diffusion, one uses a gas of support which balances 

the pressures between the condenser and the 

evaporator while allowing the evaporation of the 

cooling agent and thus the refrigeration. 

Since there is no moving part in the unit, the system 

with absorption-diffusion is quiet and reliable. It is 

thus often employed in rooms, offices, and in the 

arid and isolated regions. 

 

2. Thermodynamic investigation of a 

refrigerating machine with absorption-diffusion 

[8]: 

 

2.1. Modelisation of the various machine‘s 

parts: While using the following figure (figure 1) 

one will determine the assessments matters and the 
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energy balances of all the components of the 

installation: 

2.1.1 Generator + Seperator:¶ 
Total mass assessment:         

  3 + 2 =  1 + 4                                                                                                                                          

Partial assessment on the refrigerant:  

 3 Y3 +  2 X2 =  1 X1            

Energy balance:   

  2 H2 +  3 h3 -  1 h1 -  4 h4 = QGen  

2.1.2.Grinding-machine operator: 
Total mass assessment:     

 5 +  4 = 3    

Partial assessment on refrigerant:                                                                                     

       3 Y3 = 5    

Energy balance:  

 3 h3 - 5 h5 -  4 h4 = QRec  

2.1.3.Condenser: 
Total mass assessment:        

 5 = 6   

Partial assessment on refrigerant:                                                                     

  5 Y5 =  6 X6   

Energy balance: 

         5 h5 -  6 h6 = QCon  

2.1.4.Evaporator: 
Total mass assessment:         

         7 + 6 = 8                                                                                             

Partial assessment on refrigerant: 

6 X6 +   7 Y7 =  8 Y8  

Partial assessment on helium: 

7 Y7he = 8 Y8he   

Energy balance: 

 8 h8 -  6 h6 -  7 h7 = QEvap  

2.1.5.Exchanger gas-gas: 
Total mass assessment: 

         9 +  7 =  10 +  8      

Partial assessment on refrigerant: 

 9 Y9 + 7 Y7 =  10 Y10 +  8 Y8     

Partial assessment on helium: 

      9 Y9he +  7 Y7he =  10 Y10he +   8 

Y8he      

Energy balance:  

 9 h9 + 7 h7 -  8 h8 -  10 h10 = QEGG  

2.1.6.Absorber: 
Total mass assessment: 

  9 +  11 =     12       

Partial assessment on refrigerant: 

 9 Y9 +  11 X11 =    12 X12      

Partial assessment on helium: 

 9 Y9he =   12 Y12he     

Energy balance: 

 9 h9 +   11 h11 -   12 h12 = QAbs  

2.1.7.Exchanger liquid-liquid: 
Total mass assessment: 

  13 +  2 =   1 +   11       

Partial assessment on refrigerant: 

  13 X13 +  2 X2 =  1 X1 +   11 X11      

Energy balance: 

  13 h13 +   2 H2 -   1 h1 -   11 h11 = 

0  

          1 h1 -   13 h13 = QELL  

2.2. Variance calcul of the installation: A cyclic 

heat engine is consisted a whole of element which is 

presented as being open systems [7, 8]. For the 

determination of his total variance VG, it is 

necessary to take account of the number of variables 

repeated between two consecutive elements Ri, than 

it should be then cut off from the sum of the 

elementary variances of each element Vi  : 

 

                    
 

The calculation of the variance for the various 

machine parts is detailed on table 1. 

 

Table 1  

Variance of the various element of the cycle  

Element Variance  

Generator + Separator 8 

Condenser 1 

Grinding-machine operator 3 

Evaporator 5 

Absorber 9 

Exchanger gas-gas 8 

Exchanger liquid-liquid 9 

 
The variance of cycle = 43-33 = 10 thus, it is thus 

appropriate to take 10 independent variables. 

 

3. Principe of the operation of a machine with 

absorption - diffusion: 
 

3.1.Description of the cycle [5 ]:The basic 

components of the machine are the generator, the 

condenser, the evaporator and the absorber. 
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The refrigerating effect required is produced by the 

difference of the pressures partial of the cooling 

agent between the condenser and the absorber. 

 In order to maintain a pressure equal in all the 

apparatus helium circulates in the loop evaporator-

absorber. 

The liquid cooling agent leaving the condenser is 

conveyed in the evaporator where reign a high 

helium pressure.  

So its partial pressure falls until the pressure which 

corresponds to a minimal temperature of evaporation 

in this point (Tmin).  

While evaporating, by contribution of a thermal 

power of the exterior (QEvap), the partial  pressure 

of the cooling agent increases until the pressure 

which corresponds to the temperature of end of 

evaporation and the maximum pressure partial of the 

cooling agent in the gas circuit circulating between 

the absorber and the evaporator. 

The produced vapor is forwarded to the absorber then 

it returns to current counter of the poor solution 

coming from the generator. 

Having absorbed the vapor of the cooling agent, the 

solution now known as rich outgoing at the bottom 

of the absorber will supply the pump with bubbles. 

This last master key then in the generator when the 

cooling agent is illustrated in the form of vapor 

forwarded to the condenser whereas the poor 

solution streams is going towards the head of the 

absorber by gravity.    

Two exchangers with counter-current ensure a better 

use of provided energy.  In the exchanger of solution 

(ELL), laid out between the absorber and the 

generator, the poor solution turning over of the 

generator is cooled by the rich solution which warms 

up its share before entering the pump to bubbles. 

A second exchanger (EGG), between the absorber 

and the evaporator, ensures the cooling of gas coming 

from the absorber before introducing it into the 

evaporator.  

 

3.2. Fundamental input and assumptions: 

- The installation is considered for a refrigerating 

power of 300 Watt. 

- Cooling with the ambient air at an average 

temperature of 35°C,   

- Generator:  Driving heat provided to the generator 

can have several origins:  solar collector, thermal 

discharge, water vapor, combustion gas.  One fixes a 

maximum temperature of this source at 130°C. 

- The machine is supposed in constant operating 

condition and the pressure losses are considered 

negligible. 

- The purity of the vapor of refrigerant on the outlet 

side of the generator is higher than 99 %.  

- The vapor of the refrigerant leaving the generator 

towards the condenser is supposed to be saturated.  

The poor solution on the outlet side of the generator 

is saturated at the driving temperature with the 

cycle. 

- The two exchangers of heat are supposed to be 

adiabatic and characterized each one by a thermal 

pinching;  That of the pre-cooler ( vapor/vapor 

exchange) is fixed at 10°C and that of the exchanger 

of solution (liquid/liquid exchange), with 5°C. 

 

RESULTS AND DISCUSSION   

Simulation of the refrigerating machine with 

absorption-diffusion: Simulations on a software 

adapts machine operating with absorption-diffusion 

cycle in stationary regime are carried out taking into 

account the assumptions and operating conditions 

mentioned front, the results of the simulation of the 

machine in C3H6/n-C9H20/He are presented in the 

table 3. 

In literature, very few results were obtained with 

hydrocarbons like working fluid in a machine with 

absorption - diffusion cycle. 

In a study, Chekir and al. [7] used binary mixtures, 

alkanes as working liquids for the machines with 

absorption. The refrigerants considered are propane, 

n-butane and isobutane, and absorbents, pentane, 

hexane, heptane and octane. Among the twelve 

possible combinations, ten mixtures only are 

possible in absorption (C3-c5;C3-c6;C3-c7;C3-

c8;iC4-C6;iC4-C7;iC4-C8;C4-c6;C4-c7;C4-c8). 

While being based of a comparison of the pressures, 

flows of the solutions and COP of the machines 

functioning with these mixtures, to chekir and al.  

the C4-C8 couple is chosen to be the optimal 

couple. 
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Table 3  

Results of simulation of machine absorption-diffusion 

for Qe=300watt  

 

 

Table 4  

Validation of results 

 

 

 

 

 

Reference Chiller Working liquid Qe 

(kw) 

COP T generator 

(°C) 

T evaporator 

(°C) 

Results Inert gas  

Our work 

(2015) 

diffusion  C3H6/nC9H20 0.308 0,2213 130 0 simulation helium  

Zaitseff et 

al. (1995) 

diffusion NH3/H2O 1 0.22 140 -15 simulation helium  

Mazouz et 

al. (2014) 

diffusion NH3/H2O 0.02 0.12 185 -20;-10 experimental hydrogen  

Referenc

e  

Chiller  Working 

liquid  

Qe 

(kw)  

COP  T 

generator 

(C)  

T 

evaporator 

(C)  

Results   Inert gas  

Dardour 

and 

al(2013)  

diffusion  C3/C9 

C3H8/C9H20  

1  0.20  120  2  Simulation 

(with  water 

cooling in 

condenser and 

the absorber)  

Hydrogen  

Our work 

(2015)  

diffusion  C3/C9 

C3H8/C9H20  

1  0.197  120  2  simulation  Hydrogen  

Sayadi 

and 

al(2013)  

Diffusion 

adapted to 

the solar  

C3/C6 

C3H8/nC6H1

4  

1  0,24  121  0  Simulation 

(with water  

cooling in the 

condenser and 

the absorber)  

helium  

Our work 

(2015)  

diffusion  C3/nC6 

C3H8/nC6H1

4  

1  0.239  121  0  simulation  helium  

Referenc

e  

Chiller  Working 

liquid  

Qe 

(kw)  

COP  T 

generator 

(C)  

T 

evaporator 

(C)  

Results   Inert gas  

Dardour 

and 

al(2013)  

diffusion  C3/C9 

C3H8/C9H20  

1  0.20  120  2  Simulation 

(with  water 

cooling in 

condenser and 

the absorber)  

Hydrogen  

Our work 

(2015)  

diffusion  C3/C9 

C3H8/C9H20  

1  0.197  120  2  simulation  Hydrogen  

Sayadi 

and 

al(2013)  

Diffusion 

adapted to 

the solar  

C3/C6 

C3H8/nC6H1

4  

1  0,24  121  0  Simulation 

(with water  

cooling in the 

condenser and 

the absorber)  

helium  

Our work 

(2015)  

diffusion  C3/nC6 

C3H8/nC6H1

4  

1  0.239  121  0  simulation  helium  
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This last coupe conduit to the best COP (0, 37) in the 

case of an installation air cooled, value 29% lower 

than an installation functioning with the 

ammoniac/eau mixture under the same 

conditions.Sayadi and al. [9] studied theoretically a 

machine of absorption/diffusion water-cooled and of 

a capacity of 1kw using the software HYSYS, the 

fluids used are binary mixtures of light hydrocarbons 

(C3/nC6, C3/C6, propylene/C5, propylene/iC4, 

propylene/iC5) in combination with helium like inert 

gas. 

The heat of drive is supposed to be provided by a 

field of vacuum solar collector whose heat proved to 

be of 121°C for a temperature of exit of evaporator of 

0° C. 

The rate of flow of cooling water between the coolers 

and the tower of cooling is of 140 l/hr.  

Dardour and al. [5] carried out the study and 

performances of a machine with absorption - 

diffusion analyzes using the propane mixture/n-

nonane like working liquid and hydrogen like inert 

gas. 

 

The results of the study showed that in mode of water 

cooling and in an interval of temperature of the 

driving heat which change between [110°C, 125°C], 

the coefficient of performance is about 0.51, this 

value makes this couple competitive compared to 

certain working liquids used in marketed machines 

with absorption and allows it to be presented in the 

form of a possible substitute. 

 

 Of another hand, Dardour and al. carried out a 

parametric study, which is in bond with the effect of 

the temperature of driving heat: they showed that, 

under the specified operating conditions, the system 

is of more powerful with COP of about 0.44 for a 

temperature of driving heat not exceeding 120°C. 

According to Dardour and al. the use of a mixture of 

alkane like working liquid in combination with an 

inert gas like hydrogen or helium in a machine with 

absorption-diffusion is promising. 

 

Validation of the results:  
To validate our simulation related to our flowsheet, 

we compared our results respectively for the couple 

propane/nonane, with those of H. Dardour and al. [5] 

and for the couple propane/hexane, with those of 

Sayadi and al. [9] These results are deferred in table 

4. 

 

 

Parametric study: 

Effect of the temperature of evaporation: On 

figure (2) is traced the variation of the COP 

according to different temperature of exit of 

evaporator (-6,-4,-2, 0, 2, 4, 6).  

The figure shows that the COP is a decreasing 

function of the temperature of exit of evaporator for 

temperatures lower than zero dismantles Celsius but 

this variation is negligible for positive values. 
 

 
Figure 2  

COP according to Temperature of exit of evaporator  

 

Effect of the driving temperature:We illustrate in 

Figure (3) the variations of the refrigerating 

coefficient of performance according to the driving 

temperature in the interval [120°C - 160 °C]. 
The examination of this figure makes it possible to 

identify a decreasing variation of the COP according 

to  driving temperature: the COP gradually 

decreases to leave 0.22 with T=120°C and reached 

0.17 with T=150°C.In the interval [150°C - 160° C] 

the COP is nearly constant ,it is about 0.17. 

 

 
 

Figure 3  

COP according to driving Temperature  
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CONCLUSIONS  
In this work, we proposed a binary mixture of 

hydrocarbon very little used, until now, like working 

liquids for the refrigerating machines with 

absorption-diffusion. 

 The installation functions under a pressure 

moderated about 17 bar; with propylene like 

refrigerant and n-nonane like absorbent. 

By using the air as medium of cooling, the system 

propylene/nonane gives a coefficient of performance 

of about 0.22, value definitely comparable with that 

of an installation functioning with the couple 

ammoniac/water under the same conditions. 

The simulation of the refrigerating machines with 

absorption-diffusion cycle and the calculated 

performances offer promising prospects for these 

mixtures in the field for the refrigeration to 

absorption-diffusion cycle. 

REFERENCES 
1. U.Koyfman ,M.Jelinek ,U.Levy,J.Borde, An 

experimental study of the performance of the 

pump with bubbles for system of refrigeration by 

absorption -diffusion with organic fluids, 

Thermal Genius applied ,Volume 23, Numéro 

15 , Octobre 2003, pages 1881-1894 

2.  M.Karamangil  ,S.Coskun  ,O.Kaynaklı ,N. 

Yamankaradeniz , A study of simulation of the 

performance evaluation of a system of 

refrigeration with absorption in only one stage by 

using working liquids and the conventional 

solutions  , Renewable & Sustainable Energy 

Reviews, Volume , September 2010, Pages 1969-

1978 

3. J.Rodríguez-Muñoz ,J.Belman-Flores, 

Examination of technologie of refrigeration 

diffusion of absorption, Renewable & 

Sustainable Energy Reviews, Volume 30 , 

February, 2014, Pages 145-153 

4. S. Kherris , R. Chadouli et A. Asnoun, 

Improvement of the performance of a 

refrigerating cycle with absorption-diffusion 

NH3-H2O-H2, Renewable & Sustainable 

Energy Reviews Vol. 12 N°2 (2009) 215 – 224. 

5. H.Dardour ,H.Mhiri, S.Gabsi, A,Bellagi , thesis 

:Study of the refrigerating machines has 

absorption diffusion using a systematic mixture 

of alkanes : study  and rigorous modeling of the 

absorber, 2012   

6. N. Chekir ,A. Bellagi , Study of a refrigerating 

machine with absorption: thermodynamic 

modeling, calculation of liquid-vapor balances 

and study of the binary cases of mixtures of n-

alkanes, ,2000,pages 10-12 

7. N. Chekir, Kh. Mejbri ,A. Bellagi, Simulation of 

a cooler with absorption functioning with 

mixtures of alkanes, International Review of the 

Cold , Volume 29, number 3 , may 2006, Pages 

469-475 

8. B. Chaouachi and S. Gabsi ,Design and 

Simulation of an Absorption Diffusion Solar 

Refrigeration Unit American Journal of Applied 

Sciences 4 (2): 85-88, 2007 

9. Z.Sayadi , N.Ben Thameur  , M. 

Bourouis  ,A.Bellagi   , Optimization of the 

performances of solar energy leads small-

coolers to absorption-diffusion to work with 

light hydrocarbons, Conversion and Energy 

economy ,Volume 74 , October 2013, Pages 

299-307 

10. Von Platen, C.G. Munters, Refrigerator, US 

Patent 1 (1928) 685-764. 

 

 

 

http://www.sciencedirect.com/science/article/pii/S1359431103001625
http://www.sciencedirect.com/science/article/pii/S1359431103001625
http://www.sciencedirect.com/science/article/pii/S1359431103001625
http://www.sciencedirect.com/science/article/pii/S1359431103001625
http://www.sciencedirect.com/science/journal/13594311/23/15
http://www.sciencedirect.com/science/journal/13594311/23/15
http://www.sciencedirect.com/science/article/pii/S136403211000119X?np=y
http://www.sciencedirect.com/science/article/pii/S136403211000119X?np=y
http://www.sciencedirect.com/science/article/pii/S136403211000119X?np=y
http://www.sciencedirect.com/science/article/pii/S136403211000119X?np=y
http://www.sciencedirect.com/science/article/pii/S136403211000119X?np=y
http://www.sciencedirect.com/science/article/pii/S1364032113006783
http://www.sciencedirect.com/science/article/pii/S1364032113006783
http://www.sciencedirect.com/science/journal/13640321/30/supp/C
http://www.sciencedirect.com/science/article/pii/S0140700705001659
http://www.sciencedirect.com/science/article/pii/S0140700705001659
http://www.sciencedirect.com/science/article/pii/S0140700705001659
http://www.sciencedirect.com/science/article/pii/S0140700705001659
http://www.sciencedirect.com/science/journal/01407007/29/3
http://www.sciencedirect.com/science/article/pii/S0196890413002896
http://www.sciencedirect.com/science/article/pii/S0196890413002896
http://www.sciencedirect.com/science/article/pii/S0196890413002896
http://www.sciencedirect.com/science/article/pii/S0196890413002896
http://www.sciencedirect.com/science/article/pii/S0196890413002896
http://www.sciencedirect.com/science/journal/01968904/74/supp/C


International Conference On Materials and Energy – ICOME 16 

 

Toujeni et. al  795 

 

 

ANALYZE THE ENERGETIC PERFORMANCE OF A NEW COMBINED SYSTEM 

ORC-VCC FOR THE COGENERATION 

 
NoureddineTOUJENI a,1, Nahla BOUAZIZ 1 , Lakdar  KAIROUANI 1 

 
1 Unité de Recherche Energétique & Environnement, Ecole Nationale des Ingénieurs de Tunis,  

Université Tunis EL Manar, BP 37 Le Belvédère 1002, Tunis, TUNISIE 

 
a Email:  toujeninoureddine@gmail.com Fax: 216 71 872 729 

 

 

 

ABSTRACT  
This paper presents a new system which combines a Rankine-vapor compression cycle for the cogeneration of 

electricity and refrigeration. The proposed system uses low-temperature heat sources such as solar energy, 

industrial waste heat and biomass. The proposed new system is studied and analyzed. Great interest is paid on 

system performance, versus different operating parameters. We focus specially on the effect of the evaporation 

temperature, the mass flow, the temperature and the heating source pressure on the performance of the novel 

configuration object of this work. 

KEYWORDS 

Low-grade energy, low condensing temperature, organic Rankine cycle, evaporator-condenser, cogeneration, 

vapor-compression cycle.  

 

NOMENCLATURE 
 

COP vcc :      Coefficient of performance for VCC 

ηorc ;            Organic Rankine cycle efficiency 

h :               Enthalpy (kJ/kg) 

m:               Mass flow rate for ORC (kg/s) 

Qb :             Boiler heat input (kW) 

Qexh1:          Regenerator1 heat input (kW) 

Qexh2:          Regenerator2 heat input (kW) 

Qev1:     The power of the evaporator to the 

condenser ORC fluid (kW) 

Qev2:           The power of the  evaporator2 provided 

to the user (kW)  

Qev :          The overall power evaporated by the VCC 

cycle (kw) 

Wcom :     Compressor work input (kW) 

Wexp :      Expander work output (kW) 

Wnet :       Net work output for Overall system (kW) 

Wpump:   working fluid pump power consumption 

(kW) 

ηcom:       Compressor isentropic efficiency 

ηexp :       Expander isentropic efficiency 

ηpump:      Working fluid pump isentropic efficiency 

T:           Temperature (°C) 

 

 

a:            Fluid for ORC 

b:            Fluid for VCC 

E:           effectiveness of the system  

 

Index: 

       1: pump inlet 

       2: pump outlet 

       3 : regenerator 1 Output for the orc cycle fluid 

       4: regenerator 2 Output for the orc cycle fluid 

       5: expander inlet 

       6: expander outlet 

       7: compressor inlet 

       8: compressor outlet 

       9: condenser inlet 

      10: condenser outlet 

      11: regenerator 1 outlet 

      12: evaporator2 inlet 

      13: evaporator 2outlet 

 

INTRODUCTION  
      Nowadays, the world is facing multiple energy 

challenges resulting from the increasing need for 

fossil energy that is insufficient and more 

environmental problems including the greenhouse 
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effect produced by waste heat from the 

industry.Therefore, the exploitation of renewable 

energy becomes crucial even a vital need to support 

unsustainable energy requirements of the industry. 

      The sources of renewable energy are potential 

sources, such as solar, biomass, geothermal and 

waste heat from the industry, which however cannot 

be converted into electricity or cool without a great 

economy and autonomy. 

  In terms of power generation, several dynamic 

cycles are used as the Rankine cycle the Kalina cycle 

and Gosswami cycle .  Among them, the organic 

Rankine cycle is the less complex and the most 

powerful prompting many researchers for lost years 

[1-5] to focus study and improve the cycle. 

   This paper is aiming to develop   new combined-

ORC-VCC with a working fluid R600a for ORC and 

ammonia for the VCC whose goal is to get 

cogeneration to produce electrical power and cooling 

capacity. This study reveals for the influence of 

system parameters such as the temperature of the hot 

source, evaporation temperature and mass flow rate 

on the performance of the system including the 

cooling capacity, net working coefficient 

performance for both of  the ORC  and VCC cycles 

,and the overall COP of the system.  

 

1. ANALYSIS AND MODELLING 
     The considered system in this work is an organic 

Rankine cycle (ORC) which is combined with a vapor 

compressor cycle (VCC) and its schematic diagram is 

shown in Fig. 1. 

 

 

The system consists in a pump, a boiler, a turbine, two 

regenerators, a condenser, an expansion valve, an 

evaporator and an evaporator- condenser system. The 

working principle of this system is as follows:   

Pumping from 1 to 2 of refrigerant (a) that increase 

the pressure to reach the heating pressure. 

A part of utilized heat where the temperature is very 

low and cool (less than 10°C ) will be recovered to 

the VCC using the regenerator1. 

Then, the fluid will enter in the second recuperator 

(regenerator 2) to be reheated while exploiting the 

heat output VCC cycle compressor. The fluid will be 

passed immediately to the boiler (2-3) to determine 

the heating and evaporation at constant pressure. 

Once the fluid (a) is vaporized, it will be passed 

directly for the  expander that given birth a 

mechanical power. Then, after the expansion phase at 

the turbine level, the working fluid condenses in 

condenser-evaporator system with using a quantity of 

the flow generated by VCC evaporation. 

 Concerning the VCC cycle; The compression phase 

(6-7) allow the augment of the pressure till of 

condensation pressure.  Once the fluid completely 

condensed (7-8),  the fluid will pass in the next stage 

to regenerator 1 in purpose to benefit its heat to cool 

the fluid  and circulate in an expansion valve (8-5) to 

lower their  pressure until reach the vaporization 

pressure. The first part of refrigeration capacity is 

produced by the evaporator 2 is used to be exploited. 

The second evaporation will be made in the 

evaporator-condenser serving for the condensation of 

ORC. 

The working fluid considered in this study is R600 

for ORC and ammonia for VCC.  

2.Thermodynamic models 

For ORC: 

 

                   
                                                            

                              
                                                                    

                                
                                                          

                                                                                         
 

For VCC: 

                                        

   
                                                                                   

        
                                                                             

      
                                                                                  

(1) 

(2) 

(3) 

(4) 

(5) 

(6) 

(7) 

(8) 

(9) 

Figure 1.System schematic 

diagram  
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The overall performance of ORC/VCC is defined as 

follows : 

 

     (10 ) 

                                                     
        (11) 

                                                       

                   (12)      

 

E=    Wnet/Qev2                                        (  13)           
 

3. RESULTS AND DISCUSSION 
 

3.1. System performance analysis and 

operating parameters effect 

   The Figure 4 displays the curve pattern 

effectiveness (E) of the system in function between 

the temperature in expander inlet(T5)  , temperature 

of output regenerator 1 (T3) and temperature of 

output  regenerator 2 (T4)  at Tev=10°C. We note that 

the elevation of the Temperature T5 leads to the 

elevation of E. This is due to the augmentation of the 

turbine Work Wexp which is proved with the 

equation [1] and diagram (T,s) of the fluid R600a as 

well.  

 

 

Figure 2. 

 variation in efficiency(E)  as a function of 

T(5),T(3)and T(4) 

 

Regarding the effect of (T1,T4) on( E), It is well 

noted that these two factors have a remarkable impact 

and mostly when T[5] increases. This means that 

both recovery systems (generator 1 and 2) have an 

effect and an added value on the performance of the 

system. This effect appears on the Figure 3 and 4, 

where Figure 5 represents the effect of T3 and T4 

with T5 on the cop of CVV cycle. It is clear that T3 

and T4 have a large effect on the COP whereas the 

transition from condition 1 (red curve) toward 

condition 2 (Blue curve) allows the cycle 

improvement by almost 0.12 on T5 band. 

 
 

Figure3.  
Variation in (COP vcc )as a function of T(5),T(3) 

 

    In addition, the effect of the second recovery 

systems and T5 on ηorc (figure 6), we notice that 

T3,T4 effect is lower than VCC cycle. Contrary, T5 

has a great impact on the ηorc which expressed on 

the equation (4). 

Figure 4 

 Variation in ηorc  as a function of T(5),T(3)and 

T(4) 

 

    To achieve the performances of the cycle, Figure 

8 displays an iso-answer surface that includes 

globally the three terms of performance (ORC , COP 

VCC and E). 
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Both Figures 6and 2 show clearly that the efficiency 

value may take negative values, where our system 

becomes unable to produce the electricity and to 

cover the energetic need of the compressor. 

-0,1 0 0,1 0,2 0,3 0,4 0,5 0,6 0,7
14,15
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Figure 5. Performing surface (E), COPvcc and ηorc 

 

   As a result, it is necessary to study closely the 

operating parameters (T3,T4, T7 and T5) on the 

system efficiency E in purpose to frame the 

confidence interval . 

3.2.. Study of the system efficiency (E) and 
the impact of effective parameters (using 
the experiment plan tool) 

The methodology of experiment plans is a very 

powerful tool and largely employed in all the 

experimental approach in the modeling of the 

industrial processes (6).This is noted in the previous 

paragraph and signaling that influential factors on the 

efficiency of E are: T3, T4, T5 and T7.   

The table 1 illustrates the selected levels of 

each factor. We have established a factorial and 

complete plan, forasmuch the experiments are purely 

digitals. Additionally, it is unnecessary to reduce the 

number of runs because we can obtain more precise 

results. 

 

Table 1 

 Selected levels of factor. 
factors Levels 

 1 2 3 

T5 80 90 100 

T7 5 10 15 

T3 17 20 23 

T4 27 30 33 

The Table 2 displays the impact values of these 

factors on the outputted response. The factors with a 

direct impact and more significant are T3 and T7 and 

the highest interaction coefficient is (T7*T4) which 

is proved on the interaction's graph Figure 6. 

 

 

 

 

Table 2 

 Impact values of factors 
Source Log Worth  

T7*T3 3,707  
T3*T4 2,494  
T3 2,158  
T4 0,964  
T5*T3 0,449  
T5*T4 0,253  
T5 0,241  
T5*T7 0,070  
T7 0,017  
T7*T4 0,007  

 

 

Figure 6 

 Interaction values between the factors 

 

After illustrating the graphical curve of the response 

with different factors levels (Figure 7), we found out 

that (E) has positive value on T4=1 level and this 

allows to set it and determinate the optimum T3 

value with a positive response whatever the value of 

T5 and T7 is. T5 and T7 are extrinsic parameters 

belong to the available source (T5) and the client 

need to cold (T7). 
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Figure 7 

Curve of the response with different factors levels 

The Figure 8 illustrates the iso-response that 

satisfies these constraints.  As result, we find that we 

can manage a functioning interval with T=17 and 

T4=27. 

 
 

Figure 8 

Schematic of T-s plots of the selected work fluids for 

ORC 
 

CONCLUSIONS 
     In this study, the performance of a new combined 

organic rankine cycle and vapor compression cycle is 

thermodynamically investigated. The main numerical 

results show that the use of two generators under 

appropriate conditions, improves the system 

performance. besides, the performance of the new 

system depend closely on the condenser 

temperature. 
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ABSTRACT 
The transient analysis of a solar absorption refrigeration cycle with external and internal irreversibilities is 

presented in this paper. The model consists of a flat plate solar collector, a refrigerator with three finite-size 

heat exchangers, namely, the evaporator between the refrigeration load and refrigerant, the condenser 

between the refrigerant and the ambient, and the generator between the solar collector and the refrigerant, 

and finally the refrigerated space. The total thermal conductance of the three heat exchangers is fixed. 

An empirical function is used to model the internal entropy generation of the cycle. The parameters of this 

function are estimated by fitting data obtained by simulation to the predictions of the THR model. The model 

is based on the first and second laws of thermodynamics, heat transfer equations at finite thermal source and 

sink capacities and entropy generation terms in order to consider the internal and external irreversibilities of 

the cycle. 

A thermodynamic analysing and optimization of the absorption cycle is then performed, reporting the 

operating conditions for minimum time to reach a prescribed cold-space temperature, thus maximum 

refrigeration rate, specifically, the optimal temperature of hot space and the optimal way of allocating the 

thermal conductance inventory. 

The results are presented in normalized charts for general applications. The collector temperature presents 

major influence on the conceptual and functional characteristics compared to the stagnation temperature 

influence. On the other hand the thermal load in the refrigerated space and the thermal conductance of the 

walls has analogous effects, therefore important to be considered in actual design. As a result, the model is 

expected to be a useful tool for simulation, design, and optimization of solar collector based energy systems. 

Key words: 

NOMENCLATURE 
A : Area, (m2) 

a, b : Constant in Eq.(5) 

B : Dimensionless collector size parameter 

C : Specific heat, (kJ/kg K) 

G : Irradiance on collector surface, (W/m2) 

M : Mass of air in the refrigerated space, (kg) 

Q : Heat transfer rate, (W) 

S : Entropy generation rate, (kJ/K) 

t : Time, (s) 

T : Temperature, (K) 

U : Global heat transfer coefficient, (W/m2 K) 

W, y, z : Conductance fraction 

Greek letters 

Γ : Dimensionless temperature 

θ : Dimensionless time 

 : Efficiency of a flat plate collector 

Superscripts 

0 : Ambient 

air : Air 

H : Heat source 

L : Refrigerated space 

load : Cold space thermal load 

opt : Optimum 

SC : Solar collector 

Set : Setpoint 

St : Collector stagnation temperature. 

 

INTRODUCTION 
Absorption refrigeration systems that could be used 

with solar energy or other sources of thermal energy 
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such as waste heat are being developed for 

application in air-conditioning systems. The 

performance of absorption systems were studied 

expensively by detailed computer simulation [1-3]. 

The development of such computer codes require 

considerable effort and they also need as input the 

thermophysical properties of the working fluids. For 

preliminary design studies and for performance data 

representation it is useful to develop simplified 

models for absorption cooling systems. Such models 

can be used to represent performance characteristics 

of absorption machines when they form sub-

components of a larger thermal system simulation 

programme. 

Several idealized models were developed recently 

using the three-heat-reservoir (THR) configuration of 

the absorption cycle [4-6]. These models which take 

into account the external heat transfer irreversibilities 

of the cycle are able to provide realistic performance 

limits for the coefficient of performance (COP) and 

the cooling capacity of absorption refrigeration 

systems [6]. 

However, if the THR models are to predict the 

performance of real absorption machines closely, the 

internal irreversibilities of the cycle in addition to the 

external irreversibilities have to be included in the 

analysis. Such models were used to obtain the 

optimum performance of commercial absorption 

chillers [7, 8]. Also by using a few fitting parameters, 

these models were able to reproduce performance 

data for absorption chillers [7]. 

Nevertheless, all those studies focus on the systems 

steady state properties and ignore completely their 

dynamic behavior. Steady-state models are useful 

under many conditions although under strongly 

dynamic conditions that are often seen in real-life 

operation, these models can become unacceptably 

inaccurate [9]. However, steady state models do not 

provide time dependent information on the thermal 

behavior of absorption refrigerators and are therefore 

not suitable for transient system simulations. 

In contrast, the model presented in this work allows 

the simulation of the dynamic absorption refrigerator 

behavior. It extends the range of applicable models 

for transient system simulations, where the time 

constants of the refrigerator significantly influence 

the system performance. The dynamic model of an 

irreversible absorption refrigerator allows the 

simulations of its transient behavior for changing 

input conditions or design parameters. This is 

important because absorption refrigerators usually 

have a high thermal mass, consisting of their internal 

heat exchangers, the absorbing solution and the 

externally supplied heat transfer media. 

The contribution of this work is the analysis of the 

transient irreversible three heat reservoir absorption 

heat transformers with Newton’s heat transfer law. 

Thus, a transient mathematical model for a solar 

collector driven refrigeration plant is introduced. 

Finding an optimum heat transfer rate received from 

the solar collector to the generator and investigating 

the effect of time in solar collector stagnation 

temperature and collector temperature and heat rate 

are derived by minimizing the time required to reach 

a certain operation temperature in the refrigerated 

space. This issue becomes more important in large 

scale cooling applications in which the thermal 

inertia of the refrigerated space becomes very large. 

 

THE TRANSIENT MODEL 
The main features of the absorption refrigerator–

refrigerated space model are shown in Figure 1. The 

cycle has negligible work input. The cycle is driven 

by the heat transfer rate QH received from the source 

temperature TH, which is determined by the operation 

temperature of the generator. The refrigeration load 

QL is removed from the refrigerated space, at TL, and 

the heat transfer rate Q0 is rejected to the ambient, T0. 

The refrigerator shown in Figure 1 operates 

irreversibly due to the entropy-generation 

mechanisms that are present (for example, heat 

transfer, mixing, and throttling). 

The irreversible model takes into account the internal 

and external irreversibilities, which are fundamental 

features that will be present in the design of real 

absorption refrigerators. 

The instantaneous heat transfer interactions are 

given by 

    H H HCH
Q UA T T

    
(1) 

   L L LCL
Q UA T T      (2) 

   0 0 00 CQ UA T T      (3) 

Additionally, HQ is proportional to the collector 

efficiency, where, without loss of generality, and 

negligible heat loss between the solar collector and 

the generator, as follows: 

H SC SCQ A G
  

   (4) 

where AS.C represents the collector area, G is the 

irradiance at the collector surface. 
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Figure 1 

Problem sketch 

The efficiency of a flat plate collector can be 

calculated as [10, 11]: 

     0SC Ha b T T
  

  (5) 

where a and b are two constants that can be 

calculated, as discussed by Sokolov and Hershgal 

[10, 12]. Eq. (5) can be rewritten by introducing the 

collector stagnation temperature Tst as follows: 

   SC St Hb T T     (6) 

where Tst (for which  0SC
) is given by: 

 0StT T a b
  

   (7) 

The equation for heat input QH can be rewritten by 

combining Eqs. (4) and (6) as follows: 

  H SC st HQ A Gb T T
    

(8) 

The first and second law read: 

  0 0H LQ Q Q
 

   (9) 

  0

0

in H L

C HC LC

QdS Q Q

dt T T T
  

  (10) 

We account for the transient cooling of the 

refrigerated space by writing the first law,   

      . 0
L

air v air L load LW

dT
M C UA T T Q Q

dt  
(11) 

where    0 LW
UA T T accounts for the rate of heat 

gain from the ambient through the walls of the 
refrigerated space and Qload is the thermal load or rate 
of heat generated inside the refrigerated space. By 
writing the set of Eqs. (1)–(10) for the absorption 
refrigerator and (11) for the refrigerated room, we 

take into account the fact that the thermal inertia of 
the refrigerated space is large enough such that the 
transient operation of the refrigerator can be 
neglected when compared to the time evolution of 
the temperature inside the refrigerated space. 

Generally, it is difficult to model all internal entropy 

generation sources in order to get an analytical 

variation law. We have chosen to consider the 

following approaches [13, 14]. 

The entropy of the working fluid is represented by 

using linear variation law with temperature: 

       1 0 2 0
in

HC C C LC

dS
T T T T

dt  
 (12) 

where the parameters  1 2, are to be estimated by 

fitting detailed simulation data to predictions. 

To obtain the best estimates of the parameters 1
 

and 2
from simulated performance data [15, 16] 

the following least-square procedure is used. 
According to the cycle model mentioned above, the 
rate of entropy generated by the cycle is described 
quantitatively by the second law as: 

  0

0

Tot H L

H L

dS Q Q Q

dt T T T
    (13) 

The factors (UA)H , (UA)L , and (UA)0 represent the 

overall thermal conductances of the heat 

exchangers. The overall thermal conductance of the 

walls of the refrigerated room is given by (UA)W. 

Since (UA)H , (UA)L , and (UA)0 are commodities in 

short supply, it makes sense to recognize the total 

external conductance inventory, UA (hardware), as a 

constraint: 

       
0H L

UA UA UA UA    (14) 

In addition, we define the ratio w, which accounts 

for the “size” of the heat transfer area of the 

refrigerated room, as follows: 

 
 w

UA
w

UA
     (15) 

The nondimensional version is  

   H H HCQ y     (16) 

   L L LCQ z     (17) 

      0 01 1CQ y z
 
   (18) 

   H st HQ B     (19) 

  0 0H LQ Q Q     (20) 


  
  

0

0

in H L

C HC LC

QdS Q Q

d
    (21) 

    


       1 0 2 0
in

HC C C LC

dS

d
  (22) 
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
  

 
0

tot H L

H L

dS Q Q
Q

d
    (23) 

 



   1L

L load L

d
w Q Q

d
   (24) 

where we have appropriately defined the following 
nondimensional groups: 

0 0

, ,i i
i i

T Q
Q

T UAT
       (25) 

   
, ,

, ,SC

air v air air v air

A GbtUA S
B S

M C UA M C
  (26) 

 
The conductance allocation ratios are 

   
 ,H L

UA UA
y z

UA UA
     (27) 

We are interested in how the imperfect features 
(finite temperature differences) identified in the 
model influence the overall performance of the 
refrigeration plant. 

 

NUMERICAL METHOD AND RESULTS  
The problem consists of integrating Eqs. (23) and 
(24) in time and solving the non-linear system (16)–
(22) at each step time. The objective is to minimize 
the time θset to reach a specified refrigerated space 

temperature,
,L set , in transient operation. To 

generate the results shown in Fig. 2–7 some selected 
parameters were held constant and others were 
varied. The numerical method calculates the transient 
behavior of the system, starting from a set of initial 
conditions, then the solution is marched in time and 
checked for accuracy until a desired condition is 
achieved (temperature set points or steady state). The 
equations are integrated in time explicitly using an 
adaptive time step, 4th–5th order Runge–Kutta 
method [17]. Newton–Raphson’s method with 
appropriate initial guesses was employed for solving 
the above set of non-linear equations. 
During the integration of the ordinary differential 
equations, one time the set of fixed 

parameters ,H st  , B, y, z, w and loadQ  is defined 

Eqs (16) and (19) give HC . The system of Eqs (16)–

(22), at each time step of integration of Eqs (23) and 

(24), deliver 0 0C, ,LQ Q  and CL . 

To test the model and for conducing the analysis 
presented in this section, we assuming a small 
absorption refrigeration unit with a low total thermal 
conductance (UA = 400 W/K), we considered a total 
heat exchanger area A = 4m2 and an average global 
heat transfer coefficient U = 0.1 kW/m2 K in the heat 
exchangers and Uw = 1.472 kW/m2 K across the 

walls, which have a total surface area Aw = 54m2, T0 
= 25°C and Qload=0.8 kW. Considering a typical air 
conditioning application, the refrigerated space 
temperature to be achieved was established at TL,set 
= 16°C. 
Thus, the resulting dimensionless parameters that 

were kept fixed initially were: 
loadQ =0.007, w=0.2, 

,L set =0.97. 

Fig. 2 shows that the temperature of the evaporator 

starts to decrease linearly then it decreases very 

slowly. Here, the reaction of the evaporator is seen 

strongly affected by the generator behavior. His 

temperature starts rising linearly, then it becomes 

stable. As the temperature of the generator is higher 

causing more heat is absorbed in the evaporator. 

While, the temperature of the evaporator is 

decreasing very slowly the temperature of the 

generator still maintained quit constantly, indicating 

that the equilibrium state has reached [18]. Also, 

there is an intermediate value of the collector size 

parameter B, between 0.04 and 0.1, such that the 

temporal temperature gradient is maximum, 

minimizing the time to achieve prescribed set point 

temperature ( ,L set  = 0.97). 

0 5 10 15 20 25
0.965
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0.98

0.985

0.99

0.995

1

1.005




L

B=0.07

B=0.04

B=0.1

 
Figure 2. The behavior refrigeration space temperature, 

L
 in time ( H

= 1.3, st
= 1.6) 

Fig. 3 shows the behavior of θset versus B, while 

varying y and ΓH. The results stress the importance of 

identifying Bopt, mainly for lower values of ΓH. For 

ΓH = 1.3, there is a narrower range of values for B 

where the system operates in optimal conditions, 

outside of which the performance deteriorates 

dramatically. This effect is reduced as ΓH increases, 

as is demonstrated with the results for ΓH = 1.4. 

During the transient operation, to reach the desired 

ΓL,set = 0.97, there is an internal and a total entropy 
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generated by the cycle, which is obtained by 

integrating Eqs. (21-23) in time. Fig. 4 and 5 show the 

internal and total entropy generated by the cycle up to 

θset, versus B, while varying y and ΓH. We see that 

there are a minimum for internal and total entropy 

generated by the cycle for a certain dimensionless 

collector size parameter B. Note that Bopt, identified 

for minimum time to reach ΓL,set, does not coincide 

with the Bopt where minimum internal and total 

entropy occurs, although the values are close. 

Bopt is simply the optimal collector size for which in 

the presence of a finite UA—θset is minimum, which 

represents neither maximum efficiency nor minimum 

total entropy generated by the cycle. 
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(a) : ΓH=1.3 
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(b) : ΓH=1.4 

Figure 3. Time to reach a refrigerated-space temperature 

setpoint for different coupling temperatures and thermal 

conductance allocations. 
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(a) : ΓH=1.3 
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(b) : ΓH=1.4 

Figure 4. Internal entropy generated during the time to 

reach a refrigerated-space temperature setpoint for 

different coupling temperatures and thermal conductance 

allocations. 
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(b) : ΓH=1.4 

Figure 5. Total entropy generated during the time to reach a 

refrigerated-space temperature setpoint for different 

coupling temperatures and thermal conductance 

allocations. 

According to our initial proposition, we seek the set of 

optimal values (Bopt, yopt) that minimize θ to reach 

ΓL,set, thus maximizing 
LQ  in the transient regimes. 

Figures 6 and 7 illustrate the behavior of θset,min and 

Bopt (θset,min) versus y, while varying ΓH, therefore 

identifying the set ( Bopt, yopt) which corresponds to 

our original set of fixed parameters 
loadQ , w, and 

,L set . The results show that the thermal conductance 

should be divided equally between the generator and 

evaporator for maximum 
LQ (y = 0.25). 
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Figure 6. Minimum time to reach a refrigerated-space 

temperature setpoint for different coupling temperatures, 

with respect to the variation of the thermal conductance 

allocation. 
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Figure 7. Optimal collector size to reach a refrigerated-

space temperature setpoint for different coupling 

temperatures, with respect to the variation of the thermal 

conductance allocation 

 

CONCLUSIONS 
In this article, a transient irreversible model to study 

the absorption refrigeration cycle was presented and 

used to demonstrate the existence of an optimal way 

of allocating the thermal conductance inventory and 

an optimal collector size for maximum refrigeration 

rate. The model accounts for the internal and external 

irreversibilities. Appropriate dimensionless groups 

were identified and the generalized results reported in 

charts using dimensionless variables. The importance 

of the analysis of the absorption refrigeration system 

in the transient regime is this stressed. 

The most important conclusion is that 

a. The Optimal collector size and minimum time to 

reach a specified refrigerated-space temperature 

are influenced analogously by the thermal 

conductance of the walls. 

b. In general, half of the total supply of thermal 

conductance has to be divided equally between 

the generator and evaporator, for maximum 

refrigeration rate. 

c. Optimal size collector identified for minimum 

time to reach set point temperature in the 

refrigerated space does not coincide with Bopt 

where minimum total entropy occurs. 
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ABSTRACT 

The objectives of this study is to evaluate the pozzolanic reactivity of mortars with tow mineral 

admixtures (Metakaolin and BFS) in substitution of cement. The rate of substitution is fixed after 

optimization of the mechanical results. Metakaolin and the BFS from blast furnaces have been used 

with 10% and 40% respectively to the replacement of the cement. At long time, The use of two 

admixtures provides better results to those of the reference mortar at early age, The mortar 

containing metakaolin provides results better than the reference one, while mortar containing BFS 

gives inferior results up to 70% of the reference mortar. Metakaolin by its important specific surface 

area and reactivity improve the mechanical behavior at early ages.  However, the BFS reacts very 

late. In order to improve the mechanical results at early and long time, a new mortar were casted 

with 10% of MK and 40% of BFS in substitution of the cement. Isothermal calorimetry and 

compressive strength tests were performed. Hydration phenomena were analyzed. 

Keywords Metakaolin, BFS, Mortar, Reactivity, pozzolanic 

INTRODUCTION 
The most interesting way to reduce pollution 

caused by the cement industry is the substitution 

of part of the clinker with less polluting materials 

and proven pozzolanic hydraulic properties. 

Among the most used alternative materials, there 

is the blast furnace BFS, a byproduct of the 

industry of the steel industry, the latent hydraulic 

properties, and metakaolin, derived from 

dehydroxylation of kaolin, and from very 

interesting the pozzolan properties. 

The granulated blast furnace BFS is obtained by 

rapid cooling and by quenching, of the smelting  

rests of Smelting at 1450 ° C, which allows to 

obtain a vitrified and granulated material [1]. 

The physicochemical properties of blast furnace 

BFS confer interesting hydraulic properties to be 

used as an addition in partial substitution of 

cement. In addition to its environmental qualities, 

the blast furnace BFS has other qualities such as 

resistance to sulphate attack, low permeability, 

resistance to aggressive environments and 

resistance to freeze thaw, low heat of hydration, 

which leads to an excellent durability. [2] 

The metakaolin is obtained by dehydroxylation of 

the kaolin by calcination according to the 

following formula: 

Al2O3(SiO2)2(H2O)2 (kaolinite)  

Al2O3(SiO2)2(H2O)x + (2-x)H2O (metakaolinite) 

 

These physicochemical properties confer 

pozzolan qualities more important than any other 

mineral additives. Its reactivity with portlandite, 

after cement hydration, enables the manufacture 

of an additional CHS to the cement one, 

associated to its high finesse which allows it to 

fill voids and reduce porosity, and thus make it 

more resistant to aggressive agents, thereby 

increasing the durability of concrete. 

The objective of this study is to compare the 

activity of the BFS and pozzolan metakaolin, 

used alone or combined. The evolution of the 

compression behavior of mixtures cement / 

metakaolin was carried out on mortar. The 

microstructure portion showing and explaining 

the performance increase in the compression of 

the mortars compared with the control mortar 

was carried out on the paste. The balance of these 

two parts has allowed us to see the influence of 

the physicochemical properties of the two 

materials on pozzolanic activity on the quality of 

mortars. 

 

MATERIALS AND EXPERIMENTAL 

TECHNIQUES 
 

Metakaolin used in this study was manufactured 

in our laboratory whose original kaolin comes 

from a city of Jijel (east part of Algeria). After 

calcination at the optimum temperature and time, 

mailto:kabdelli@usthb.dz
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it has been summered and finely ground to 

achieve a fineness of 18m² / g.  

The blast furnace slag was recovered from the 

steel plant in El Hadjar (Annaba, Algeria). The 

cement used is CEM 1 42.5. Their properties, 

chemical analysis, BET and D50 are shown in 

Table 1. 

Normal mortar (1/3 liant – 2/3 sand) used for the 

compression tests part, is designed according to 

standard NF P 15-403. Substitution of 5, 10, 15, 

20 and 25% of the mass of cement by the only 

MK, 20, 40, 60 and 80% of only dairy and a 

combination of the best results in the 

compression of the two materials, the 10% 

occurrence for MK and 40% for LT summers 

have studied. A water/binder ratio of 0.4 and a 

superplasticizer has been used. 

The mortar specimens (4x4x16 cm3) designed, 

have been kept in water at 20°c until to perform 

the tests. 

The paste used for the microstructure part have 

been done in the same conditions as mortars and 

stored in an air conditioned room (20°c, 50% 

RH) until to perform the tests. 

Two methods of investigation on the 

microstructure have been implemented. These 

tests have been performed on powder issued from 

the crushed cement pastes and sieved to 80µm. 

The diffraction X-ray analysis (XRD) is used to 

visualize the crystallized phases (anhydrous or 

hydrated) present in the cement matrix. It also 

keeps track of developments in the pozzolanic 

reaction by consuming the Portlandite following 

the heights of the characteristic lines of the latter. 

Thermogravimetric analysis (TGA) is used to 

quantify certain hydrated phases through the 

mass loss caused by the loss of water from 

hydrates at increased temperature. Positioning 

ATG curves between them, gave information 

about the reactivity of the mixtures studied. 

 

Choice and characteristics of materials 

 

Table 1 : materials properties 

Components (%)  BFS MK cement 

SiO2 33,26 38,32 21,83 

Al2O3 10,00 33,23 3,76 

Fe2O3 1,06 14,63 4,83 

CaO2 44,58 0,48 63,47 

K20 - 11,64 0,48 

Ti - 1,08 - 

MgO 4,66 - 2,20 

SO3 0,20 - 1,89 

Fire loss 0,44 1,00 0,91 

BET (m²/g) 6,00 18,00 3,25 

D50 (µm) 9,65 9,08 9,50  

 

 
(a) 

 
(b) 

Figure 1 : Compressive strength of mortars containing 

5, 10, 15, 20 and 25% of metakaolin 

 

 
(a) 

 
(b) 

Figure 2 : Mechanical strength of mortars 

containing 20, 40, 60 and 80% of BFS 
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Figure 3 : Mechanical strength of mortars 

containing 40% of BFS and 10% of MK 

 

 
 

Figure 4 : Diffractometrics of X rays of the 

studies pastes at 90 days 

 

 
 

 
 

Figure 5 : Thermogravimetrics Analysis of the 

studied pastes at 90 days 

 

RESULTS AND DISCUSSION 
 

Influence of BFS 

 

The evolution of the compressive strength of 

mortars containing 20%, 40%, 60% and 80% of 

BFS is shown in Figure 2. At an early age, the 

compressive strengths of mortars containing 20, 

60 and 80% BFS are lower than the witnessed 

one. The mortar containing 40% of BFS, by cons, 

has an equivalent or superior result than the 

mortar witness to approximately 7 days. Beyond 

28 days, the mortars containing 20, 40 and 60% 

of BFS all have better results than the witnessed 

one. The mortar containing 80% of BFS is lower, 

which is consistent with the literature [3]. These 

results show the latent behavior of the BFS that 

needs to be activated to be reactive with water, in 

order to have a basic medium to enable the 

hydration of the BFS. 

The hydration of clinker occurs due to hydrolytic 

attack (H2O), the hydratation of the BFS occurs 

due to the reaction of glass dissolution attack by 

hydroxyl (OH-). [4] At a young age, the BFS 

does not instantly reacts with portlandite 

produced by the hydration of C3S and C2S 

cement, it takes a few days to have the ideal 

conditions to allow this activity. The chemical 

effect, or pozzolanic, BFS occurs over the 

duration. 

Increased mechanical results at about 7 days, the 

mortar containing 40% BFS, are mainly due to 

the physical effect given the high fineness of BFS 

(Table 1). This causes a heterogeneous 

nucleation, which is based on surface phenomena 

[1]. 

Figures 4 and 5 showing the X-ray diffraction 

and thermogravimetric analysis mortars to 90 

days of age confirmed the mechanical results 

found. 

Thus, from curves of figure 4, the characteristic 

lines of portlandite of witness mortars are more 

important than those of mortars containing BFS. 

The hydration process of the BFS has reached its 

optimum rate, consumed portlandite produced by 

the hydration of cement in order to form new 

CSH which gives the mortar the high mechanical 

resistance recorded. 

Figure 5 of the TGA analysis complete the X-ray 

diffractometry analysis, it logs water’s loss 

associated with the hydration products (CSH and 

Portlandite mainly) during the increase in 

temperature experienced by the sample. The 

positioning of the curves in the intervals 

corresponding to the CSH (80–220°c), following 

the broad endotherm located at about 188°c, and 
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the portlandite (400–600°c), the endotherm 

located at about 614°c, of our samples, indicates 

their level of dehydration, hence their 

quantification. The curve relative to the mortar 

containing the ATG of the BFS (without 

metakaolin) is positioned above that of the 

reference mortar in the dehydration interval 

portlandite and in the same position of the 

dehydrating interval CSH. This confirms the role 

played by the smoothness of the BFS and 

therefore its physical effect, besides its lattent 

effect of the BFS and slowly to hydrate. 

Influence metakaolin 

 

Figure 1 shows the development of the 

compressive strength of mortars containing 5%, 

10%, 15%, 20% and 25% of MK, replacing 

partially the cement. The results show that the 

mechanical strength increases at all ages for 

replacements below 15% compared to the 

reference mortar. Beyond these values, strengths 

are lower than the reference mortar. The 

incorporation of metakaolin causes substantial 

pozzolanic activity between 14 and 28 days of 

age [5], wherein the compressive strength is 

greater than that of the controlled one. In 

addition, the compressive strength is not growing 

at the same rate as the first days [3]. 

In addition to the filling effect and C3S grains 

accelerator due to its smoothness [6], metakaolin 

is very responsive to the very young age. It 

begins to react with the free lime produced by the 

hydration of cement following the dissolution-

precipitation of C3S that offers the ideal 

conditions for the dissolution of the metakaolin to 

form CSH, this reaction consumes 30 to 40% in 

the amount of metakaolin present in the [6] 

mortar. Beyond 28 days, the pouzolanique 

activity slowed metakaolin due to the decrease in 

the rate of portlandite in mortars. [7] 

From the diffraction of X-ray curve mortar 

containing 10% metakaolin and that of the 

reference mortar at 90 days of age, we note that 

the characteristic lines of portlandite of the 

witness mortar are more important than those of 

mortars containing metakaolin. Metakaolin 

having a pozzolanic significant power consumed 

a maximum of portlandite during the hydration 

reaction. 

The complete thermogravimetric analysis that 

analyzes the positioning of the mortar curve 

containing metakaolin is below that of the control 

in the intervals corresponding to the CSH and 

CH. This confirms the mechanical strengths 

results found. 

 

Influence of BFS and metakaolin in a ternary 

mortar 

 

The results of the compressive strength of mortar 

containing both 40% of BFS and 10% of 

metakaolin, in weight replacement of cement, are 

shown in Figure 3. Note that the presence of 

metakaolin did not have the desired effect at a 

young age. From 2 to 7 days, mortars exhibit 

inferior resistance to controlled one. At 28 days, 

the compressive strength of the mixture exceeds 

that of the controlled one. At 90 days, it is 

equivalent to that of the controlled one. 

XRD curve shows the intensity of the lines 

corresponding to the portlandite, is less than 

those of the controlled. 

The TGA curve of mortar containing 40% of LT 

and 10% of MK is positioned above the 

controlled one. 

Metakaolin reacts with the free lime, produced by 

the hydration of cement to form CSH at young 

age, thereby reducing the concentration of 

hydroxyls in the pore solution which are 

necessary to hydrate the vitreous phase of BFS. 

Accordingly, some components of the BFS 

cannot react, which leads to a reduction in 

mechanical strength [5]. 

 

CONCLUSION 
 

The use of partial replacement BFS cement in 

mortars produced an increase in long-term 

strengths. Even at 80% substitution, the results 

are very encouraging with 45 MPa at 28 days and 

60Mpa at 90 days. 

By cons, for metakaolin, the results are more 

interesting at the young age where pozzolanic 

activity is intense. 

The substitution of cement by metakaolin and 

BFS together does not give the expected results. 

Specially with the substitutions percentages used. 

The intense activity pozzolan metakaolin at 

young age is a part of the cause. Perhaps by 

reducing the quantities of both materials would 

give better results. 
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ABSTRACT 
Cement is one of the main sources of environmental impacts of concrete use. It is thus recognized that the 

most pragmatic solution for minimizing environmental impacts of concrete is the reduction of the cement 

content. This could be achieved by replacing a part of cement with mineral additions such as fly ash, blast-

furnace slag or metakaolin (MK) during concrete mixing.  

In recent years, the incorporation of MK in building materials is growing. Metakaolin (Al2Si2O2) is a 

material obtained by calcination of kaolinite between 500°C and 800°C. 

In this study, Three MK issued from three different regions in Algeria were tested. The regions are, Jijel 

(MKJ), Gulema (MKG) and Béchar (MKB). This study aims to investigate the effects of the origin of MK 

blended at early age. The chemical and minalorgiques analysis (XRD, BET, SSB and SEM) show a difference 

in their metakaolinite content. One mortar prepared with 15% substitution rates of cement with different MK. 

The early-age reactivity of metakaolin-blended cement mortar was investigated. Isothermal calorimetry and 

compressive strength tests were performed. The hydration rate and the evolution of Ca(OH)2 content of 

mortars were monitored using thermogravimetric analysis (ATG). The early age reactivity of the three MKs 

is very different. 

Key words Metakaolin, reactivity, pozzolanic, portlandite, mortar. 

INTRODUCTION 
Cement is the most essential building material in 

the modern world because of its low 

manufacturing cost and the diversity of its use. 

The decomposition of limestone CaCO3 CaO and 

CO2 generates a very important pollution, which 

is the biggest failure of the cement. Substitution by 

other cement based materials such as allumino 

silicate is necessary. 

Metakaolin is an adequate solution for this use. 

The energy generated by calcination of kaolin is 

derived from dehydroxylation of the kaolin by 

calcination according to the following formula: 

 

Al2O3(SiO2)2(H2O) 2 (kaolinite)  

Al2O3(SiO2)2(H2O)x + (2-x)H2O (metakaolinite) 

 

This dehydroxylation generates only water 

evolution, which is an important asset. In addition, 

the metakaolin has very interesting pozzolanic 

properties that can improve the performance of 

concretes [1]. 

The pozzolanic activity is the reaction between the 

silica from the dissolution of MK and calcium 

hydroxide (Ca (OH) 2) produced by cement 

hydration. This reaction gives rise to CSH and 

CASH [2]. 

The objective of this study was to compare the 

activity of three pozzolan metakaolin produced in 

our laboratory through the index of pozzolanic 

activity. The evolution of the compression 

behavior of mixtures cement/metakaolin was 

carried out on mortar. The microstructure portion 

showing and explaining the increase in the 

mechanical performance of mortars containing 

metakaolin compared to the controlled mortar was 

carried out on paste. The balance of these two parts 

allowed us to see the influence of the properties of 

pozzolan metakaolin and their activity on the 

quality of concrete 

 

MATERIALS AND EXPERIMENTAL 

TECHNIQUES 
 
The three metakaolins used in our study have been 

made in our laboratory. They came from three 

kaolin whose origin and properties are completely 

different. After calcination at an optimal 

temperatures and time, those elements were 

grinding with the same grinding time and 

determine their fineness to assess the energy 

consumption required to manufacture them. 

Chemical analysis, mineralogical and SEM 

imaging tests were performed to complete the 

properties of these metakaolins. 

mailto:kabdelli@usthb.dz
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Table 1. Metakaolins properties  

 

Components (%) MKB MKJ MKG 

Si 38,63 54,33 49,42 

Al 21,85 34,87 41,89 

Fe 3,92 4,65 0,24 

Ca 24,62 0,21 3,66 

K 2,85 5,53 0,28 

Ti 1,20 0 0 

Mg 1,98 0 0 

S 4,06 0 1,32 

Mn 0 0 2,75 

PAF  9 1 5 

BET (m²/g) - 18 - 

Content metakaolinite 27,4 60,42 80,9 

D50 (µm) 20,1 9,08 27,67 

 

Normal mortar used for the compression test, is 

designed according to standard NF P 15-403. A 

substitution of 15% of the mass of cement by the 

MK and a water / cement ratio of 0.4 has been 

used. A superplasticizer, polycarboxylate, was 

used and estimated in the order of 0.8% of the 

weight of cement, to improve the workability of 

the mixture. 

The mortar specimens (4x4x16 cm3) which have 

been implemented have been kept in water at 20 

°C to perform the tests. 

The results obtained in terms of mechanical 

strengths are used to obtain the index of 

pozzolanic activity of different metakaolins. This 

index is the weight ratio of the compressive 

strength of mortars containing metakaolin at the 

"j" day on the compressive strength of the 

controlled mortar witness at the same day [3]. 

 

𝐼𝑎𝑝 =
𝑅𝑐𝑗

𝑅𝑐𝑅é𝑓é𝑟𝑒𝑛𝑐𝑒
  Eq 1 

 

This parameter gives an indication of the potential 

gain or loss of the mechanical resistance, 

generated by the pozzolan properties of the 

metakaolins, and its progression over the time. 

Figure 4 summarizes the results. 

The paste used for the microstructure part have 

been used in the same conditions as mortars and 

stored in an air conditioned room (20 ° C, 50% 

RH) to perform the tests. 

Two methods of investigation on the 

microstructure have been implemented. These 

tests are performed on a powder that come from 

the grinding cement pastes and sieved to 80 μm. 

The diffraction X-ray analysis (XRD) is used to 

visualize the crystallized phases (anhydrous or 

hydrated) present in the cementitious matrix. It 

also keeps track of developments in the pozzolanic 

reaction by consuming the Portlandite by 

comparing the heights of the characteristic lines of 

the latter. 

Thermogravimetric analysis (TGA) is used to 

quantify certain hydrated phases through 

dehydration of hydration products with increasing 

sample temperature. It is characterized by the mass 

loss caused by the departure of water hydrates. 

The positioning of TGA curves in between 

provides information about the reactivity of the 

studied mixtures. 

Mortar compressive strength tests (EN 196-1) are 

made using a press 2 000 kN. 

 

RESULTS AND DISCUSSION 
 

The chemical analysis reveals a disparity in the 

levels of oxides mainly represented in 

metakaolins. Silicon oxides and aluminum oxides 

are the main indicateurs of the quality of 

metakaolins and are more present in MKG that 

MKJ and MKB. It is very important to report a low 

alumina in MKB as mentioned in Table 1. 

The mineralogical composition gives a clear idea 

on the metakaolins reactivity ability. Thus, 

according to Diaz Garcia [4], in general 

metakaolins consist of 65 to 85% of metakaolinite, 

5 to 25% of muscovite and 7 to 13% of quartz. Our 

metakaolins have dispersed proportions in 

metakaolinite with 80% of kaolinite for KG, 60% 

for KJ and 27% for KB. This is due to the 

geological origins of kaolin. MEB images of three 

metakaolins allowed us to observe the 

morphology of their platelets. They are shown in 

Figure 2. From the image (b) which represente the 

kaolin Guelma characteristics of the hexagonal 

faces of the kaolinite structure. The images (a) and 

(c) representing the kaolin from Bechar and Jijel 

respectively, show random structure, which 

demonstrates that both kaolins have disorganized 

structures [5]. 

 

 
Figure 1. Mineralogic Analyses of MKB, MKG 

and MKJ. 
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The mechanical results show an extra resistance to 

all ages of all mortars containing metakaolin 

compared to the reference mortar. In Figure 4 we 

see clearly the difference with the evolution of the 

progression of strength mortars depending on the 

nature of metakaolin. 

However, at 14 days, the increase of the 

mechanical strength with respect to the reference 

mortar varies from 25 to 44%. This significant 

gain is due to the intense activity engendered 

pozzolan metakaolin at young age. [6] For MKB 

and MKG, this increase is more important 

compared to 28 and 90 days of the order of 15 and 

14% for MKG and 38 and 25% for MKB. A report, 

by cons for MKJ, the progression of strength is 

optimal at 28 days compared to the controlled one. 

Thus, the 14 day strength gain is 33% changing to 

39% at 28 days and drops to 21% at 90 days. These 

results are consistent with the literature for a 

degree of substitution of between 15 and 20% by 

weight of metakaolin in cement replacement [7]. 

In the other hand, we can see a high results of the 

compressive strength of mortars containing 

metakaolin MKB despite its lack in metakaolinite. 

The original kaolin is rich in quartz and kaolinite 

contained therein is poorly crystallized, which 

indicates that the latter react completely with 

portlandite produced by the hydration of cement, 

in addition to the role played by the filler is quartz 

the other components of metakaolin which by their 

fineness and fill the empty part in increasing the 

compactness and thus strength. 

Analyzes by X-ray diffraction shows the 

pozzolanic reaction by consuming portlandite Ca 

(OH) 2. Replacing part of the cement with 

metakaolin allows the formation of the hydration 

products comprised of a crystallized portion: CH, 

CAH and CASH represented by C2ASH8, 

C4AH13, C3AH8 detectable by XRD, and an 

amorphous portion CSH undetectable by XRD [8]. 

Figure 5 confirms the results of the compressive 

strength. Thus, the reference mortar portlandite 

peaks are higher than other mortars. In other 

mortars, the presence of metakaolin, which reacts 

one consuming portlandite, have lower peaks. The 

mortar containing MKG consumed the most 

portlandite due to its high capacity in metakaolin, 

followed by one containing KJ and end MKB in 

accordance with the results of mechanical strength 

obtained. 

C-S-H and portlandite, responsible for the 

resistance of the material can be estimated by other 

analyzes such as thermogravimetric analysis. The 

measurement of the mass loss, corresponding to 

the dehydration of CSH and portlandite, evaluates 

the share of water reacted with the cement 

quantifying chemically water. Figure 3 shows a 

broad endotherm located at about 229 ° C, 

corresponding to the dehydration reaction of CSH. 

All curves of metakaolin containing mortars are 

positioned below that of the reference mortar, 

which implies additional manufacturing CSH 

induced by the presence of metakaolin. In 

addition, the positioning of MKB curves, KJ and 

MKG informs us about the CSH amount produced 

by each metakaolin. In mortar containing MKJ, is 

greater than that of MKB and MKG, which is 

consistent with the index of pozzolan activity and 

the results of compressive strength. 

Assessment of consumer portlandite (CH) gives us 

an indication of the progress of the pozzolanic 

reaction. 
The endotherm located at about 655°c, 

corresponding to the dehydration reactions of 

portlandite, the positioning of the curves is similar 

to that of HSCs, which confirms a larger 

portlandite produced by the cement consumption, 

which is consistent with results of the compressive 

strength. 

Thus, all the mortars containing metakaolin are 

below the reference mortar, which indicates the 

presence of an additional amount of C-S-H formed 

by the presence of metakaolin in the cementitious 

matrix. 

 

 
(a) 

 
(b) 

 
(c) 

Figure 2. SEM of MKB (a), MKG (b) 

and MKJ (c) 
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(a –TG) 

 
(b – DTG) 

Figure 3. TGA of pastes containing metakaolins 

at 28 days 

 
Figure 4. Pozzolanic activity index of the three 

metakaolins 

  
Figure 5. XRD of pastes containing  

metakaolins at 28 days 
 

 

CONCLUSION 
 
The increase in reactivity and mechanical 

performance can be partly explained by the 

increased amount of hydrates formed, in addition, 

by the pozzolanic reaction when the addition of 

metakaolin in the cementitious matrix. 

 

The results obtained by mortars containing our 

metakaolins are conform to literature. The 

compressive strength increases at early age to 

exceed the reference mortar between 7 and 28 

days. In addition, the increase in mechanical 

strength diminishes. 

 

The nature of the physical and chemical properties 

metakaolins are responsible for these results. The 

grain size (> 10m) which gives the metakaolin 

this ability to fill voids thereby reducing porosity, 

and the ability to react with portlandite is 

consuming the maximum at a young age, and 

additional training to the CSH the only cement. 
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ABSTRACT  
Reinforced concrete as structural material is used in most civil engineering structures, and exposed to 

several aggressions (physical, chemical, and mechanical). 

Among one of these chemical attacks, we cite the phenomenon of carbonation, which depends mainly on the 

type and class of cement. 

The two main classes of used cement for the concrete formulation in Algeria are ordinary portland cements 

and blended cements. 

This phenomenon affects greatly the durability and limit the lifetime of additional costs of repair, which can 

sometimes exceed the original cost of realization. 

This work is part of the sustainable development option, by studying the behavior of the two classes of 

cements mentioned above, it revolves around the phenomenon of carbonation of concrete, which once the 

cover is carbonated, reinforcement corrosion has beginning. 

This approach focuses, on both concrete formulations( based on ordinary Portland cements and blended 

cements), according to both concrete formulations results , samples were made in order to subject them to 

the accelerated carbonation in a chamber enriched with CO2 as recommended by AFPC- AFREM. 

 The obtained results show clearly that the concretes based on Portland cements (OPC) are less sensitive to 

carbonation phenomenon compared with concrete-based on blended cements. 

KEY WORDS: Reinforced concrete, OPC cement, blended cement, durability, accelerated carbonation. 

 

1. INTRODUCTION  

Reinforced concrete is sensitive to atmospheric 

conditions and more particularly to the carbonation 

phenomenon, which it due to the penetration of 

carbon dioxide. This gas reacts with the cement 

hydrates and causes a decrease in the pH of the pore 

solution. Once, the concrete cover is carbonated, 

steel reinforcements initially protected are likely to 

corrode. Associated disorders of this phenomenon 

correspond to cracks and degradation of the concrete 

cover, by the formation of iron oxides and 

hydroxides on the armatures. These can have serious 

consequences on the reduction of the bearing 

capacity of the structures elements. 

As reinforced concrete structures, this material is 

widely used around the world for the realization of 

structures in all field, the absolute need is the 

protection of this material against atmospheric attack 

and therefore ,the increase of its life .Among of 

these attacks, is the phenomenon of carbonation. 

Carbonation is a natural phenomenon which is 

manifested by the penetration of atmospheric CO2 in 

concrete through the pores, the latter reacts with the 

cement hydrates, mainly portlandite which gives to 

concrete the basic pH. This phenomenon decreases 

the Ph, once, the concrete cover is carbonated, the 

corrosion of steel reinforcement is initiated. 

Furthermore, most of civil engineering structures in 

Algeria were made by reinforced concrete, witch is 

mainly based on two classes of cements, Ordinary 

Portland cements OPC, and blended cement.  

Many researchers have been interested in the effect 

of cement additions on the concrete carbonation, [1] 

developed a mathematical model that controls the 

evolution of carbonation in time with 50% relative 
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humidity; this model has been extended to cover the 

case of carbonation of the coating system (lime 

cement) and concrete, this model has been validated 

for concrete based on ordinary Portland cement 

(OPC) and on blended cement with pozzolanic 

additions. Elsewhere [2] show that the carbonation 

depth of concrete samples decreases if additions 

(silica fume and fly ash with a high and low calcium 

content) replace a quantity of aggregates, increases if 

additions replace a quantity of cement. 

Moreover [2] concludes that the carbonation depth in 

mortars based on blended cement is higher than the 

depth of carbonation mortars based on OPC cements. 

In the same context, [3] shows that additions in 

volume (pozzolan materials) increases the 

carbonation rate with increasing W / C ratio, and 

concluded that the depth of accelerated carbonation 

(chamber riched of 3% CO2) is 10 times higher than 

under natural exposure conditions. According to [4], 

a rate higher than 10% additions in silica fume 

increases the potential for carbonation. [5] studied 

the effect of limestone fillers on the microstructure 

and permeability due to carbonation of cement pastes 

conditionally controlled CO2 pressure, it shows that 

the carbonation samples (RH = 65%) is fast during 

the first hours while it decreases significantly if the 

relative humidity increases, this study shows that on 

the additional carbonation of portlandite, CSH are 

also carbonated. 

Otherwise [6] shows that the fly ash additions (about 

30%) to ordinary Portland cement with a ratio of W / 

C in order of 0.6, the cement pastes develop coarse 

capillary pores which for extensive drying occur even 

if the total porosity decreases. 

This work inscribed in a sustainable development 

approach, which is to study the behaviour of 

concretes  based on OPC cement and blended 

cements (42.5 CEM II / B) produced in Algeria, 

subjected to the accelerated carbonation. This work 

studies the effect of the class of cement on the 

evolution of the accelerated carbonation depth, two  

concrete formulations [1], [9] were made based on 

both classes of cement (OPC cement 42.5 and blende 

cements CEM II / B) from the two concrete 

formulations, prismatic test samples 7x7x28 cm were 

made, and they were subjected to the accelerated 

carbonation test in a chamber enriched in CO2 as 

recommended by AFPC- AFREM, carbonation depth 

measurements were carried out by spraying 

phenolphthalein at 4, 7,14, 28, 42 and 56 days 

For this study, the choice is oriented for the cements 

produced in Algeria, the OPC CEM I and cement 

CEM II 42.5 / B [1, 10-15] 

2. Experimental Procedure 

2.1 Concrete formulation.  

The used method for the two concrete formulations 

is the Dreux Gorisse method. Two classes of gravel 

(3-8mm, 8-15 mm) are used, with absolute density 

equal to 2700kg/m3 , and a sand used with absolute 

density of 2400 kg / m3 are used. Table 2 shows the 

results of two concrete formulations. 

The cement used for the 1st concrete formulation is 

ordinary Portland cement (OPC) CEM I 42.5, Table 

1 shows the chemical and physical characteristics of 

this cement.  

Cement used for the 2nd concrete formulation is the 

blended cement CEM II 42.5 / B, Table 2 shows the 

chemical and physical characteristics of this cement. 

The concrete cement content is 408 kg / m3 for the 

both concrete formulations, the slump cone is 11cm. 

The compressive strength at 28 days of the 

formulated concrete is 30MPa (the most used 

concrete in Algeria). The W / C ratio is around 0.52. 

Table 1: Physical and chemical characteristics of 

the OPC CEM I 42.5 cement used 

CEMI 

42.5 

Sio2 Al2o3 Fe2o3 Cao MgO K2O Na2O SO3 S.s 

cm2/g 

20-

23 
4.07-

4.80 
4.70-

5.40 
62-

65 
0.71-

1.22 
0.35-

0.50 
0.07-

0.18 
1.00-

1.45 
2500-

3263 

 

*S.s : Specific surface 

Table 2: Chemical and physical characteristics of 

the blended cement 

CEM 

II/B 

42.5 

Sio2 Al2O3 Fe2O3 CaO MgO K2O Na2O SO3 S.s 

cm2/g 

20.58 4.90 4.70 62.8 0.63 0.42 0.07-

0.18 

2.28 3700 

 

The clinker content of the used blend cement is 

about 80%, about 16% of limestone, and 4% of 

gypsum 
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*S.s : Specific surface 

Tables 3 and 4 include the results of two 

concrete formulations. 

Table 3: results of the concrete composition of the 

1st formulation (OPC cement CEM I 42.5) 

Sand (0-

5)(kg) 

Gravel 

3-8 (kg) 

Gravel 

8-15 

(kg) 

Ciment 

CEM I 

42.5 

(kg) 

Water(l) E/C 

708 

 

115 

 

933 

 

408 225 

0.57 

 

Table 4: Results of the concrete composition of the 

2nd formulation (CEM II 42.5 / B) 

Sand (0-5) 

kg 

Gravel 3-

8(kg) 

Gravel 8-

15(kg) 

Ciment 

CEM I 

42.5 (kg) 

water(l) E/C 

708 115 933 408 211 0.52 

 

The compressive strength at 28 days of the 

formulated concrete is 30 MPa 

Figure 1: Represents the DRX mineralogical composition of used 

limestone gravel  

 

Figure 1: mineralogical composition of used limestone gravel  

This analysis allowed to identify the nature of the 

component elements limestone gravel, they are all 

dolomite CaMg (CO3) 2 and some quartz elements 

SiO2. 

2.2 Preparation of samples and conservations 

conditions for accelerated carbonation test: 

The prismatic samples 7x7x28 cm are made in such 

a way as to apply the procedure recommended by 

AFPC-AFREM [16]. 

For both formulations, samples were made to 

undergo accelerated carbonation test, and they will 

be used for the carbonated concrete depth 

measurements, other samples will be used to monitor 

evolution in the mass during the test. 

All these samples were cured in water for 28 days 

Before initiating accelerated carbonation test, the 

procedure specified in AFREM recommendations in 

the first phase is to saturate samples in the water. At 

the end of this phase, the samples will be weighed, 

dried for two days in an oven set at a temperature of 

40 ± 2 C °, then they are still weighed, once before 

their introduction into the chamber of the accelerated 

carbonation. 

2.3 Accelerated carbonation test  

The test procedure adopted is the one recommended 

by the AFPC AFREM [16] which consist to place 

(after 28 days of curing and drying) the prismatic 

samples 7x7x28cm (Figure 2) of two concrete 

formulations in the chamber of accelerated 

carbonation(50 % CO2+50 % Air)( Figure 3), , 

Regulated at a temperature of 20 ° C and a relative 

humidity of 65 ± 5%. 

All these samples are maintained in the chamber of 

accelerated carbonation for a period of 90 days. 

For each formulations, samples are removed from 

the chamber of accelerated carbonation at different 

intervals: 4, 7, 14, 28, 42, 56 and 90 days, and they  

were sliced in two parts (figure 5), and a 

measurements of carbonation depth (by spraying the 

solution of phenolphthalein, (1% phenolphthalein in 

70% ethyl alcohol) were executed with according to 

RILEM CPC-18 recommendations [17].  

Carbonated depth corresponds to the distance 

between the outer surface of the concrete and the 

coloring front (Figure 3), the uncarbonated concrete 

takes a pink color and the carbonated concrete is not 

colored (Figure 5) . This method is based on the 

change of the PH value, initially around 13for the 

uncarbonated concrete and passes to 9 for the 

carbonated concrete, five distances are determined 
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for each side of the test samples. The values of 

carbonation depth are given in mm. 

 

Figure 2 : Prismatic samples 7x7x28cm 

 
Figure 3 : Measuring of the carbonation depth withe 

spraying phenolphthalein VILLAIN [18]  

Figure 4: Samples into the chamber 

 
Figure 5 : detection of the carbonated zone 

 

3. Results  and  discussion 

3.1 DRX test  

This technique essentially qualitative, used to 

differentiate varieties of the same crystallographic 

mineral such as portlandite and calcium carbonate 

(calcite). However, it does not identify the semi-

crystalline or amorphous compounds such as 

amorphous portlandite or amorphous newly formed 

calcium carbonates. 

This method involves bombarding a sample 

(isotropic homogeneous powder consisting of tiny 

crystals welded together) with X-rays and recording 

the X-ray intensity which is redistributed according 

to the orientation in space. The scattered X-rays 

interfere with each other, the intensity then has 

maxima in certain directions. There is talk of 

diffraction phenomenon. 

The detected intensity is then recorded as a function 

of the beam deflection angle. The curves thus 

obtained are called diffractograms 

Figures 6 and 7, show diffractograms for an angle 

range (0 to 26 degrees), for each types of carbonated 

concrete and after 90 days in the carbonation 

chamber. 

 

Figure 6: DRX analyzes on the carbonated and uncarbonated samples for the   

2nd concrete formulation (based on Blended cement) 

*Carbonated samples: blue color 

 *Carbonated samples: black color 

 

Figure 7 : DRX analyses on the carbonated and uncarbonated samples for the    

1st concrete formulation (based on OPC cement) 

CaCO3 

SiO2 
Portlandite 

CaCO3 

SiO2 

 

Portlandite 
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In order to confirm the carbonation depth measures 

obtained by means of the spraying phenolphthalein, 

the x-ray diffraction was used for the detection of the 

depth of carbonation of the samples from the two 

concrete formulations. 

 For both concrete formulations of carbonated 

samples, we observe that the peaks of portlandite, 

ettringite and aluminates, clearly present in 

uncarbonated concrete, almost disappear for the both 

concrete formulations  

3.2 Impact of the concrete formulation on the 

accelerated carbonation 

Figure 8 shows the results of the accelerated 

carbonation test for the test samples of the two 

concrete formulations. From this figure, we see that 

the 1st concrete formulation based on the OPC 

cement is less sensitive to carbonation phenomenon 

that the second one. 

The 1st concrete formulation gives a better protection 

for the concrete against the carbonation phenomenon 

compared with the 2nd concrete formulation. These 

results are in agreement with those obtained by 

Kritsada Sisomphon et al. [3] 

In addition, for concrete samples of the 1st 

formulation, it was found that the depth of 

carbonation is low during the first days and increase 

from the 7th day, but it is still inferior to the depth of 

carbonation samples of the 2nd concrete formulation; 

This is due to the fact that during the first days the 

relative humidity is not stable within the chamber 

due to water exchange between the concrete and the 

relative humidity inside the chamber of accelerated 

carbonation. 

3.3 Evolution of mass during the accelerated 

carbonation test 

Figure 9: shows the evolution of the mass during 

accelerated carbonation test for samples of the two 

concrete formulations. 

From this figure, it was found that in the early days 

of the test a mass gain, especially for the samples of 

the 2nd concrete formulation; this can be explained 

by the fact that in the early days the relative 

humidity varies depending on the water exchange 

between the concrete and the atmosphere in the 

accelerated carbonation chamber. Then the relative 

humidity stabilizes at a value of 65 ± 5%. Moreover, 

this figure has the same looks for the two concrete 

formulations, which agree with the results of 

AFREM crossover tests. We also note that the mass 

gain during the accelerated carbonation test is less 

important for samples from the 1st formulation of 

concrete, this is due that the cement CEMII / 42.5 B 

of the second formulation contains t additions. 

These results confirm that the use of the 1st 

formulation of concrete based on cement CEM I 42.5 

OPC gives a supplementary protection against the 

carbonation that the 2nd concrete formulation based 

on blended CEM II 42.5 /B 
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Figure 8 : carbonation depth  (concrete based on OPC cement and concrete 

based on blended cement) 
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Figure 9 : mass evolution during the accelerated carbonation test 

 

4. Conclusion  
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In the present work, a concrete composition B30 

was made (2 fractions of gravel). Samples from 

both concrete formulations were made and 

submitted to the accelerated carbonation test, 

We can draw the following conclusions: 

1. The use of OPC cement for the realization of 

reinforced concrete structures minimizes 

carbonation phenomenon compared to concretes 

based on cement CEM II / B 42.5, 

2. We have found that a low mass change for 

concrete samples based cements CEM I / 42.5, 

compared to concretes based cements CEM II / 

42.5 B. 

3. As regards the accelerated carbonation test, it 

was also found that the water exchange between 

the concrete and the atmosphere in the chamber 

do not stabilize after the 7th days. 

4. The results show that the formulation of 

concrete-based OPC cement is less sensitive to 

carbonation phenomenon compared to the 

concrete formulation based on cements CEM II / 

42.5 B. 
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ABSTRACT 
The effect of the aggregate size on the behavior of the hardened concrete under splitting tensile loading is 

studied in this paper. The studies of Tasdemir et al., 2001, Appa et al., 2011, Li et al., 2014 show that the 

behavior of heterogeneous materials which are subjected to loading depends on many parameters such as 

volume fraction, aggregate type, and aggregate size, etc. In this paper an investigation was made to study the 

effect of aggregate size on the mechanical properties of heterogeneous materials such as concrete in the 

context of the Brazilian splitting test. Five finite element simulations have been carried out in this research 

to study the behavior of concrete under diametral compression load. Cylinder specimens of concrete with 50 

mm of thickness and 110 mm of diameters have been regarded. Five diameters of aggregate have been 

employed in the analyses, ranging from 4 to 16 mm. This study has employed a meso-scale model 

(mechanical model) based upon a 3D lattice approach, representing with explicitly heterogeneity and failure 

mechanism of the concrete. This model considers the concrete to be a two-phase material in which aggregates 

are melt within the cement paste. Because of using a non-adapted meshing process to mesh the microstructure, 

a weak discontinuity (jump in the deformation field) is introduced in the kinematics.  Three sets of bar 

elements are thus present: one being completely located into the aggregate (no weak discontinuity). The 

second set of element is located within the cement paste (no weak discontinuity) and the last set of elements 

is splitted into two parts by a physical interface (weak discontinuity activated); each part having different 

elastic properties. The second enhancement of kinematics introduced here is a strong discontinuity 

representing crack opening (discontinuous displacement field). The results of the numerical simulations show 

the ability of the meso-scale model to evaluate the mechanical failure in the context of the Brazilian splitting 

test. Also, the results show that (1) the maximum tensile stress, (2) the fracture energy and (3) the maximum 

crack opening are all have been increased when the aggregate diameter was increased. 

Keywords Meso-scale analysis, Aggregate, Mechanical properties 

INTRODUCTION 
The concrete is a widely used material in concrete 

structures, it is considered to be a heterogeneous 

material which is consisting of aggregate melts 

into cement paste or mortar. Designed structures 

need the information about the factors that 

influence crack initiation and propagation in the 

concrete. Prediction modulus of the elasticity of 

concrete depends on two materials: the aggregate 

and the cement paste. The volume of the aggregate 

occupies most of the concrete, therefore these 

information are needed for the numerical 

investigation of concrete behaviour. 

The mechanical behaviour of concrete depends on 

many characteristics such as, volume fraction; 

aggregate type and aggregate size, etc. The aim of 

this study is to investigate the influence of 

aggregate size on the mechanical properties of 

heterogeneous material such as concrete in the 

context of the Brazilian splitting test. 

Previous studies like Tasdemir et al. [19] and 

Burcu et al. [4] investigated the influence of the 

volume fraction of aggregate on mechanical 

properties of concrete depending on the meso-

mechanical approach and the experimental work. 

App et al. [2] pointed out to the influence of the 

surface type of aggregate on fracture behaviour of 

heterogeneous materials. Another study was made 

by Li et al. [13] reported that the splitting tensile 

strength of concrete had been increased with the 

roughness of coarse aggregate. 

Hillerborg's research [12] demonstrated that the 

fracture energy of mortars are lower than those in 

the concretes. Furthermore the increasing of the 

aggregate size is caused by the increasing of the 

fracture energy according Li et al. [15] study. 

Elices et al. [9] concluded in their research that the 

average values of the initial crack opening w1 and 

the average values of the critical opening wc are 

increasing with the aggregate size. 
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ANALYSIS AND MODELLING 

 

Splitting tensile test (Brazilian test) 

 

In order to investigate the behavior of concrete 

during splitting tensile test, the tensile tests of 

concrete are classified into direct and indirect tensile 

tests. A direct tensile test is executed by applying an 

axial tension force to the concrete specimens. Cunha 

et al. [8] developed this test (direct tensile) by 

molding specimen with embedded steel bars. The 

bars were used to apply the tensile force to the 

concrete. Also, Mechtcherine et al. [16] developed 

this test by using (dog-bone) specimen as un-

notched element and prism as notched one. The 

experimental results compared with the notched 

specimens by the other studies [6, 14]. 

As a result of the constricts as pointed out, most of 

the researchers changed the test method to use the 

indirect tensile test techniques, i. e. flexural test 

and Brazilian splitting test. These tests are less 

complicated than other type of tests that are 

considered to be the test set-up procedure that has 

been standard in several Codes, ASTM and the 

Euro Code. 

The Brazilian splitting test set-up can be seen in the 

figure 1. A test strategy consists of a concrete 

cylinder specimen placed horizontally and loaded in 

compression (diametral load) by the loading platens 

of the compression testing machine along the length 

of the cylinder. 
 

 
Figure 1. The test set-up of the Brazilian splitting 

test. 

 

As shown in figure 2, the distribution of the loading 

(applied load and tensile stress) are according to 

ASTM C496 [1], and equation 1 is the formula to be 

used to calculate the splitting tensile strength under 

diametral loading for concrete cylinder specimen. 

Where, stf  is the splitting tensile strength in (MPa) 

at the failure due to the ultimate diametral loading 

uP in (N), and D is the diameter of the cylinder 

specimen in (mm), B is the specimen thickness in 

(mm). 

 

BD=f ust /2P                                                 (1) 

 

 
Figure 2. The description behaviour of specimen 

cylinder under loading, distribution stress [ASTM 

C496] [1] (a) and applied load with crack pattern 

(b). 

 

Meso-scale model mechanical-numerical model 

 

This study is based on a meso-scale model with 

enhanced kinematics for representing the failure of 

the heterogeneous materials. This type of 

enhancement kinematics is classified to two types of 

kinematics: weak discontinuity (jump in the 

deformation field) without any mesh adaptation and 

strong discontinuity (discontinuous displacement 

field) for measuring crack value. 

Furthermore, this model was considered that the 

concrete consists of a multi-phases material 

(aggregates melt into cement paste) and that the 

concrete is quasi-brittle material. For discretization 

3D heterogeneous multi-phases material by using 

Enhanced Finite Element Method (E-FEM). Three 

sets of elements have been obtained. Figure 3 shows 

three types of elements for representing the 

specimen cylinder concrete. 

The first set of elements colored in blue represents 

the cement paste and the second set of elements 

colored white are the inclusions (aggregates). The 

last set is colored in red, which is placed between 

aggregates and cement paste, and this type of 

elements consists of two parts; the first part has the 

properties of the cement paste, while the second part 

has the properties of the aggregates (inclusions). 
 

 
Figure 3. 3D representation of two-phase 

heterogeneous materials. 

 



International Conference On Materials and Energy – ICOME 16 

 

Al-Khazraji et al; 831 

Weak discontinuity 
 

Due to the heterogeneity of materials and do not 

need change adapted meshes caused by splitting into 

parts for third set elements which placed at interface 

position between the aggregate and the cement paste, 

each part has different elastic properties. Figure 4 

shows the first enhanced kinematics with two 

subdomains; the first one represents the elastic 

properties of the cement paste, and the second one 

represents the elastic properties of the aggregate. 

Equation 2 offers the first enhancement of the 

elements bar at the interface between the two 

subdomains (two elastic properties), also by 

function calculates jump in the deformation field, 

where l is the length of the element bar, and θ is the 

scalar dimensionless. 

 

θl=G /11  ,  θlx 0,                                        (2a) 

 θl=G 1/11 ,  lθl,x                                    (2b) 

 
Figure 4. Split truss element with weak 

discontinuity and 1G  function [3]. 

 

Strong discontinuity 
 

The concrete is considered to be a quasi-brittle 

material for representing the softening behavior 

with crack width introduced second kinematic 

enhancement (strong discontinuity). Thanks to the 

strong discontinuity, approach can be measured the 

opening crack value, figure 5 shows element bar 

with strong discontinuity and 2G function, which 

consists the Dirac function Γδ placed within the 

interface zone and l/1 . The elements in this 

enhancement place in the interface zone and cement 

paste or aggregate. The function 2G can be written 

as: 
 

Γδ+l=G /12                                                   (3) 

Table 1  

Geometry Properties of Materials, (E, uσ  , 
uG ) 

Modulus of Elasticity, Tensile Stress and Fracture 

Energy. 

 
 

 
Figure 5.  Split truss element with strong 

discontinuity and 2G function [3]. 

 

Tension-softening relation 

 

The mechanical meso-scale model that deals with 

quasi-brittle materials to represent this feature must 

be determined relation between the applied tensile 

load and softening behavior of concrete. This 

relation based on yield function to activate the 

strong discontinuity. Yield function is written by: 
 

 qσt=Φ uΓ                                                   (4) 

 

   |u|Gσσ=q uuu /exp1                            (5) 

 

where Γt is the tensile stress at the discontinuity, 

and uσ is the fracture stress. This equation depends 

on fracture energy 
uG which is based on   the total 

area under the tensile stress-crack opening curve in 

figure 6b. 

 

 
Figure 6. The elastic-quasi-brittle behaviour. 
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RESULTS AND DISCUSSION 

 

Numerical simulations and results 

In this section, the description of the numerical 

simulations and the results for the five cylinder 

specimens under the Brazilian splitting test will be 

given.  
 

Discretization of two-phase materials 
 

Five cylinder specimens with the size 110 x 50 mm 

diameter and thickness respectively have been 

simulated. The parameter variable in this study is the 

aggregate diameter (simulated with mono-sizes 

aggregate) while the volume of the fraction has kept 

constant 20% for the five specimens. The aggregate 

diameters are 4, 8, 10, 14 and 16 mm respectively, 

also each simulation consists of one diameter. The 

geometry properties for each phase (cement paste, 

aggregate and interface zone) are summarized in 

table 1. As shown in figure 7, 3D isometric view for 

five cylinder specimens are simulated with different 

aggregate diameters. 

 

Maximum crack opening 
 

The focus of this study is to describe the effect of 

aggregate size on the mechanical behavior of 

concrete in context of Brazilian splitting tensile 

test. The numerical results show the influence of 

aggregate diameter on the crack opening without 

changes in the volume of fraction. On the other 

hand, the increasing in the aggregate diameter 

leads to an increase in the maximum crack opening, 

figure 8 shows this relation for five cylinder 

specimens are simulated. In addition, the results 

show that the orientation of the cracking became 

more isotropic in the specimens with larger 

aggregate diameters. 

The previous study offered that the crack open is 

decreasing when the interface zone is strong, and 

this decrease is depending on the properties of 

cement paste and rough of crack [11], while other 

authors presented the increase of the critical opening 

wc with the aggregate size [10, 15, 17] . 

 

 
Cylinder-4 

 
Cylinder-8 

 
Cylinder-10 

 
Cylinder-14 

 
Cylinder-16 

 

Figure 7. 3D isometric view section in the five 

simulated cylinders. 
 

 
Figure 8. Maximum crack opening versus 

aggregate diameter. 
 

 

Splitting tensile stress 
 

The numerical results show the relation between 

aggregate diameters with the maximum splitting 

tensile stress. Therefore the increasing of 

aggregate diameter tends to cause an increase in 
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the maximum tensile stress. Otherwise, figure 9 

shows the maximum tensile stress is a function of 

aggregate diameter for five cylinder specimens are 

simulated. One noticeable point is that the total 

surface area of the interface zone between the 

aggregate and the cement paste depends on the 

aggregate diameter, see table 2. 

Concerning the effect of aggregate diameter, many 

studies have recently shown the influence of 

aggregate size on the mechanical behavior of 

concrete under loading. The increasing in the tensile 

stress resulted from the increasing of aggregate size 

[18], in addition, tensile strength for high-strengthed 

concrete is increasing with the aggregate size [7]. 
 

Table 2  

Surface Area of Aggregates for Five Cylinder 

Specimens. 

Specimen 
 

Surface area 

of 

aggregates  

mm² 

Ultimate tensile 

stress uσ  MPa 

Cylinder-4 43178.1 1.7 

Cylinder-8 7489.6 1.9 

Cylinder-10 5943.9 1.953 

Cylinder-14 2764.6 2.01 

Cylinder-16 1420.0 2.11 

 

 
Figure 9. Ultimate tensile stress versus aggregates 

diameters. 

 

Fracture energy 
 

By integrating the area under the curve (stress-

crack opening) relation in figure 6, the total energy 

can be calculated for each simulation. Figure 10 

gives a clear representation of 3D heterogeneous 

materials mechanism that occurs during the 

splitting tensile loading, which is a representative 

of a softening behavior. 

The results obtained show that the fracture energy, 

as a function of aggregate diameter, it seems to 

increase as the aggregate diameter increases, 

which is confirmed with the standard of CEB-FIP 

model code [5]. 

As shown in table 4, the fracture energy for many 

studies, which compared with the fracture energy is 

obtained from numerical simulations, it shows the 

influence of the volume of fraction and aggregate 

sizes on the fracture energy, i. e. the increasing of 

aggregate size leads to an increase in the fracture 

energy. 

 

 
Figure 10.  Energy versus time step for five 

cylinder specimens are simulated. 

Table 4 

 Increasing of Fracture Energy with Aggregate 

Size. 

Authors 

Volume of 

fraction 

 % 

Increasing 

of fracture 

 energy % 

Petersson, 1980 50 13 

Mihashi, 1989, 1991 40 50 

Tasdemir et al., 1996 49 34 

Rao and Prasad, 2002 44 35 

Numerical simulations 20 68 
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ABSTRACT  
The modified asphalt mixtures obtained by adding a polymer have a high resistance to rutting and fatigue. 

This makes their use desirable in achieving long life pavements. Studying the behavior of these mixtures 

requires a large number of experiments. We propose in this work a mathematical model to predict the 

stiffness modulus of a modified asphalt by addition of PR Plast Sahara according to the most influential 

parameters (the binder content, the additive percentage and the production temperature). This is to establish 

a mathematical relationship that determines by calculations its stiffness modulus, depending on the given 

parameters. 

However, to develop the model, it is necessary in a first stage, to perform an important number of 

experiments. A Box-Behknen experimental design has been exploited to reduce this number and thus obtain 

maximum information by performing a minimum of experiments, thereby resulting in savings in cost and 

time.  

 

INTRODUCTION 

Rutting and fatigue cracking are the main forms of 

road damage. Adding polymers to asphalt is a 

promising technique to enhance the pavements 

resistances to these defects, thus increasing their 

service life [1][2][3]. 

Studies have shown that the contribution of binder’s 

stiffness to the rutting resistance is about 50% and 

that asphalt mixes modified with SBS (Styrene-

Butadiene-Styrene) and SBR (Styrene-Butadiene-

Rubber) were significantly more resistant to fatigue 

and rutting, while aggregates internal structure have 

low influence on these characteristics. Therefore 

bitumen modification by polymers addition  

significantly improves the mechanical proprieties of 

the asphalt mix [4][5]. 

There are two main types of polymers for bitumen 

modification [6]:  

- Elastomers 

- Plastomers 

Elastomers absorb the oil fractions from the bitumen 

and swell up to nine times their initial volume. At an 

appropriate concentration, a continuous polymer 

phase is formed throughout the bitumen matrix and 

modifies its proprieties, increasing its resistance to 

deformations[7][8]. SBS is the most widely used 

elastomer. According to many authors, it is the most 

suitable polymer for bitumen modification [9]. The 

plastomers are a class of linear polymers, derived 

from ethylene. They increase the viscosity and 

stiffness of the bitumen by forming rigid network 

structures, resistant to deformation. Plastomers 

under the action of a stress, may undergo elastic and 

plastic deformations. EVA (Ethylene Vinyl Acetate) 

are the most used plastomers [10]. The pavement 

performance depends on the rheological behavior of 

the bitumen polymer mix, because of the polymers 

high molecular weight. This makes the formation of 

a uniform system within the bitumen matrix, 

difficult, thus causing compatibility problems [11] 

[12][13]. At low dosages, the polymers are 

distributed in the continuous bitumen matrix. At 

high temperatures,  the stiffness modulus of the 

polymer is greater than that of the bitumen, resulting 

in improved resistance to rutting. Regarding low 

temperatures the polymer stiffness modulus is lower 

than bitumen’s and thus prevents cracking. Medium 

mailto:amine7my@hotmail.fr


 

17 – 20 May 2010, La Rochelle, France 

836 Meksenet al. 

dosage of polymers creates microstructures in which 

the two phases are connected. They are unstable and 

highly dependent on the temperature. In the presence 

of large amounts of additive, the polymer becomes 

the continuous phase of the mixture. The mixture 

takes on the characteristics of the plasticized polymer 

with the bitumen oils and can’t be used as pavement 

material [14].  

The purpose of this study is to model the stiffness 

modulus of asphalt mixtures modified by PR Plast 

Sahara which is a mixture of polyolefins, based on 

the most influential parameters which are the 

percentage of additive, the binder content and the 

production temperature. 

OBJECTIVE AND EXPERIMENTAL 

PROCEDURE  
In order to study the characteristics of the modified 

asphalt depending on the parameters that are 

considered most influential, a mathematical model is 

developed. This is to establish a mathematical 

relationship that determines its characteristics 

(outputs) depending on the given parameters (inputs).  

Figure 1 illustrates the system modelling.  

 

 
In order to develop the model, stiffness modulus 

measurement will be conducted using the 

Nottingham Asphalt Tester. To minimize the number 

of trials, experimental design method was exploited. 

Experimental design: An experimental design is an 

ordered sequence of experiments, each to acquire 

new information by varying one or more parameters 

while performing the least possible trials [15]. The 

steps of the experimental design study are as follows: 

 

1) Selection of representative responses of the 

system. 

2) Identification of potentially influencing 

factors. 

3) Choosing the study field of the factors. 

4) Determination of experiments to be 

performed as well as their execution order. 

5) Analysis of the factors influence and their 

interactions. 

6) Establishment of the mathematical model. 

The Box-Behnken design was selected. It is used to 

establish second order polynomial models [16]. 

In a previous study, Harizi and al. allowed the 

identification of the most influential parameters on 

the stiffness modulus [17]. Table 1 lists them. 

 

Table 1 

 Experimental Design Factors 

Factor 

 

Type 

Binder content Quantitative 

Polymer content Quantitative 

Production 

temperature 

Quantitative 

 

The stiffness modulus E is expressed by a second 

order polynomial with interactions between the 

parameters as shown by Equation 1. 

                   

E= c0+c1B²+ c2B+ c3P²+ c4P+ c5T²+ c6T+ c7BP+ 

c8BT+c9BT                                                             (1) 

 

B : Binder content  

P : Polymer content 

T : Production temperature 

ci : Coefficients to determine (i=1…9). 

EXPERIMENTATION 

Materials: The tested material is a modified 

bituminous concrete. It is composed of aggregates 

supplied from Keddara quarry in Boumerdes, 

Algeria, bitumen with a pentration grade of 40/50 

and PR Plast Sahara in the form of 0/2mm 

polyolefines granules pre-stuffed with bitumen 

whose role is to improve the stiffness modulus and 

resistance to rutting.  

Samples preparation: Weight percentages of each 

aggregate fraction used in the samples making are 

listed in the following table: 

 

Table 2 

Fractions Weight Percentages 

Fraction (mm) Weight percentage 

 

Mathematical 

model 

 Polymer content  

 

  Binder content 

Production            

temperature 

Stiffness 

modulus 

 

Figure 1 

 Modelling of the stiffness modulus 
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8\15 33% 

3\8 25% 

0\3 42% 

 

The grading curve of the bitumen concrete used in 

this study is given in figure 2. 

 

Figure 2 

 Aggregates grading curve 

The specimens for testing are cylindrical samples of 

diameter 100 mm and thickness of 65 mm on 

average. They were made for binder contents, 

additive and different temperatures depending on the 

experimental design. 

Characterisation: The stiffness modulus is 

determined by the Nottingham Asphalt Tester which 

is an indirect tensile test. This device uses cylindrical 

samples taken from the pavement by coring, or 

prepared in the laboratory. These samples are 

repeatedly subjected to a vertical compression load 

causing a measured horizontal deformation from 

which the stiffness modulus is calculated.  

RESULTS AND INTERPRETATIONS 

The trials results are shown in table 3 

Table 3 

Experimental Design and Test Results 

Trial 
Binder 

content 

Polymer 

content 

Production 

Temperature 

Stiffness 

Modulus 

1 4.5% 0.2% 180° C 7891 

2 6.5% 0.2% 180° C 4431 

3 4.5% 0.8% 180° C 6036 

4 6.5% 0.8% 180° C 6380 

5 4.5% 0.5% 170° C 5840 

6 4.5% 0.5% 190° C 6434 

7 6.5% 0.5% 170° C 7138 

8 6.5% 0.5% 190° C 6687 

9 5.5% 0.2% 190° C 7583 

10 5.5% 0.8% 170° C 10538 

11 5.5% 0.2% 170° C 6875 

12 5.5% 0.8% 190° C 6450 

13 5.5% 0.5% 180° C 8990 

14 5.5% 0.5% 180° C 8591 

15 5.5% 0.5% 180° C 8326 

 

For each trial, three specimens were manufactured 

to determine the average of the results. Using this 

plan allowed the establishment of the model after 45 

trials instead of 81 (45% less specimens). 

Model determination: The model coefficients were 

calculated using the polynomial regression method. 

Equation 1 becomes: 

 

 M=8635 – 1894L² - 195L - 557A² + 320A – 217T² - 

404T + 950LA -261LT- 1199AT                          (2) 

 

The highest coefficients correspond to the most 

influential parameters. In this case it is the binder 

content, the binder / additive interaction and the 

additive / temperature interaction. 

The response surfaces for a fixed temperature value 

(figure 3) clearly show that the optimal binder 

content is 5.5%. For lower values of binding, the 

aggregates are not sufficiently coated, resulting in a 

low adhesion and a large void ratio. In addition, an 

excessive amount of binder is also a problem in 

limiting the contact forces between aggregates. This 

leads the bitumen matrix to ensure the resistance to 

deformation which depresses the asphalt mix 

stiffness. The effect of the polymer is highly 

dependent on the production temperature. Its 

stiffening proprieties diminish with the increasing of 

the temperature until producing the opposite effect 

by depressing the stiffness modulus. 

The response surfaces for fixed binder content 

(Figure 4) show the interaction between the polymer 

content and the production temperature. 

The maximum values of the stiffness modulus are 

achieved for high percentages of polymer content 

and low temperatures. It is therefore assumed that 

high temperatures have a negative impact on the 

polymer.  
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Response surfaces for different production temperatures 
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     Response surfaces for different binder contents 
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The response surfaces for fixed polymer content 

(Figure 5) express the interaction between the binder 

content and the production temperature. For the 

minimum value of polymer content, it is observed 

that this interaction is low because the temperature 

variation area stays below temperatures that could 

damage the bitumen. For larger polymer content, the 

temperature increase has a deleterious effect on the 

stiffness modulus of the mix. This is due to the 

discussed interaction between the polymer and the 

temperature. 

CONCLUSIONS 

This work was dedicated to the development of a 

mathematical model determining the stiffness 

modulus of a polymer modified asphalt, based on the 

most influential parameters namely binder content, 

polymer content and production temperature. 

The using of an experimental design has reduced the 

number of trials needed by half, allowing saving in 

cost and time. 

The resulting model has led to the following 

conclusions: 

 The most influential parameters on the 

stiffness modulus of a polymer modified 

asphalt are the binder content, the binder / 

additive interaction and additive / 

temperature interaction. 

 

 The optimal binder content is 5.5%. 

 For high production temperature, the poly-

mer has negative effect on the stiffness 

modulus. 

 The highest values of stiffness modulus are 

achieved for high polymer content and low 

production temperature.  
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ABSTRACT  

The Ultra-High Performances Fiber-Reinforced Concrete ( UHPFC) come to answer in projects of the 

current events, that is their complexity of forms, implemented or speed, this material having exceptional 

mechanicals properties quality guaranteeing a high compactness and an optimal resistance. The present 

study investigates the properties of Ultra Performances Fiber-Reinforced concretes successful (UPFC), by 

the study of the incorporation effect of the glass powder on the physical, mechanical properties and the 

durability of concretes, as well as the influence of the various types of fibers reversed forecast the effect of 

Superplastisizer on the characteristics of the UPFC to the fresh and hardened state. The results of the tests  

show that the formulated UPFC with the contents of 0,5 and 1 % of the glass powder presents of better. 

Key words : Concret, HUPFC, Superplastisizer, Glass powder, Durability.   

INTRODUCTION 
The development of concretes in high and in ultra-

high performances (HPC and UHPC) is a topical 

subject, for  the multiple advantages  using  these 

materials allows towards the structural and 

economic performances. knowing the reduction of 

the heterogeneousness, obtained by the 

improvement of the matrix quality, so as to 

increase the density by it and minimize the 

differences of rigidity and resistance with regard to 

the aggregates. Our study  licence the formulation, 

the characterization of the UPFC, the action of 

both types  of glass powder (transparent and 

smoked) on the physical and mechanical 

properties. As well as the influence of 

incorporation of polypropylenes fibers. 

 

MATERIALS 

Cement : The class of cement used is CPJ CEMII 

42,5N MATINE , with grinding finesse  (SSB) 

about 3555 cm2/g. with addition of 18% of 

limestone  coming from ACC of  LAFARGE 

Algeria.  

Physic-Mechanical characteristics of the cement 

used are in the table 1. 

 

Table 1 

 Physico-mecanique characteristics of cement 

Physical characteristics mechanical characteristics (MPa) 

Beginig of setting  150 - 180 min Compressive strenth  

End of setting 3 h 30 ~ 4 h 30 7days 36,74 

Masse spécifique 3,1 g /cm3 14days 41,07 

Heat of hydratation 456,60 (j/g) 28days 45,07 

 Sand  
We have used the sand dune  (Oued Suf). 

After the granulometric analysis (fig 1) and  

 

 

the measurement of fineness modulus table 2 (Mf 

= 2) , so we used Boussada sand  (Mf = 0,95) to 

correct the finesse modulus.  
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Table 2 

 Characteristics  of sands 

Types of  sands Mvap (kg/m3) Mvab (g/cm3) ESP (%) Mf 

Sand dune    

Oued Souf 

1 566 2,5 87,31 2 

 Sand Boussaâda 1 480 2.66 68 0.95 

 

The Sand is siliceous 

 
Figure 1   

Granulometric analysis of sands 

 

 

 superplasticizer : Viscocrete TEMPO 12 

provided  from  group SIKA. 

 Brawn liquid clearly, PH : 6 ± 1, Density : 1,06 ± 

0,01,  Cl- :  ≤ 1 %.  Na2O E : ≤ 1 %  

Fibers : coming from  SIKA and  TEKNACHEM  

 SIKAfiber: polypropylène with 12mm length and 

34 µm diameter.  

FIBRETEK PP : polypropylène length : 18 mm  

Glass powder : In this work we have used two 

type of glass, Transparent glass and Smoked glass, 

obtained after crushing collected fragments for 1 

hour ,The physicochemical characteristics of the 

glass powder illustrated in table 3and 4, 

Table 3  
Analysis of the glass powder made by X-ray fluorescence  

Composants(%) SiO2 Al2O3 Fe2O3 CaO MgO SO3 K2O Na2O P2O5 Ti02 PAF 

glass Tr 72,21 1,5 0,36 11,54 0,54 0,24 0,25 12,74 0,01 0,04 0,57 

glass Sm 72,64 1,13 0,59 10,00 1,90 0,26 0,44 12,58 0,01 0,04 0,41 

 
Table 4 

Physical characteristics of smoked glass powder 

Caracteristic

s  

Mvap 

(kg/m3) 

Mvab (g/cm3) SSB 

(cm2/g) 

Activity 

pouzzolanique 

Coulor 

Glass powder  2330 2,63 4641 14g (Ca(OH)2/g White  

grisâtre 

 
Different formulations were tested and 

characterized at fresh and hardened state, 

successive adjustment of the quantities of  

components, until obtaining the final formulation 

table 5. 

The table  presents eight formulas held after 

optimization of the granular skeleton and the 

dosage superplasticizer, from the sand of dune, 

strengthened by fibers polypropylene, with or 

without glass powder

https://www.google.dz/search?q=oued+souf&tbm=isch&tbo=u&source=univ&sa=X&ei=aV7yU_vvMsib1AWI-4GwAQ&sqi=2&ved=0CEMQ7Ak&biw=1152&bih=727
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Table 5  

Formulations of UPFC with sand  dunes 

Glass powder  Transparent glass powder  Smoked glass powder   
% fiber  F 0,5% F 1% F 1,5% F 2% F 0,5% F 1% F 1,5% F 2% 

Cement (Kg) 800 800 800 800 800 800 800 800 

Sand dune (Kg) 1065 1065 1065 1065 1065 1065 1065 1065 

Glass Powder  (Kg) 240 240 240 240 240 240 240 240 

Water  (l) 224 224 224 224 224 224 224 224 

Fiber polypropylène (Kg) 4,5 9 13,5 18 4,5 9 13,5 18 

Superplasticizer  (Kg) 12 12 12 12 12 12 12 12 

Masse volumique (kg/m3) 2345,5 2350 2354,5 2359 2345,5 2350 2354,5 2359 

W/C 0,28 0,28 0,28 0,28 0,28 0,28 0,28 0,28 
% PV / C 30 30 30 30 30 30 30 30 

 

 

The workability  of concretes is appreciably 

improved by smoked glass in comparison to the 

transparent glass. The use of the Superplastisizer 

allows a stability of the maneuverability during one 

hour. 

 

RESULTS AND CONCLUSION 

 
The mechanical behavior of UHPFC (Ultra-High 

performance Fiber-Reinforced  

 

Concrete) at the static charge was studied all in 

flexion strength  ( 3 points) and in uniaxial 

compression on prismatic test cubes 40×40×160 

mm. 

 

Compressive Strength 

 

 

 

 

 

 

 

 

 

 
Figure 2 (a,b) 

Compressive strength of glass powder (Transparent 

Tr and Smoked  Sm) 

 

The first remarks from  graph (Fig 2) shows that; 

-  The compressive strength resistance varies 

between 52,5MPa to 85,7 MPa. 

-  The Powder have physical and chemical roles 

[7]. 

-  The interests resultants  at 28 days  of 

compressive resistance are (0,5%  and  1% ) for 

Transparent Glass Powder Tr, and for Smoked  

Glass Powder  Sm:  

-the smoked glass powder is important in 

comparison to the transparent powder.   

 

 

 

 

 

 

 



844 Belkadi et al., 

Flexion Strength 

 
Figure 3 Flexion strength of glass powder 

(transparent Tr and smoked Sm) [MPa] 

 

The smoked glass powder percentage are very 

important at 28 days , all them are better than the 

transparent powder 

The percentage interesting for the two type of glass 

is 1% even for fume and transparent. 

 

Sound Auscultation  
The measurement permit to characterize the 

physical homogeneity of concrete, and to locate the 

defects.

 

Table 6 

 Results of sound auscultation 

 0%  

powder 

F 0,5% 

Tr 

F 1% 

Tr 

F 1,5% 

Tr 

F 2% 

Tr 

F 0,5 % 

Sm 

F 1% 

Sm 

F 1,5% 

Sm 

F 2% 

Sm 

V (m/s) 4685 5058 4868 4972 4868 5029 5117 4937 5080 

T (µ s) 74,7 69,4 71,9 70,4 71,9 69.6 68.4 70,9 68,9 

 
All the Glass powder improve the homogeneity of 

concrete compare it to ordinary concrete  

 

CONCLUSION 

 
The workability is improved in concrete with 

smoked glass powder better then transparent 

powder. 

mechanical Characteristics behavior increased with 

addition off the glass powder ( transparent and 

smoked) 

The acoustics properties improved with glass 

powder, confirm their quality and homogeneity. 

Finally, valorization of the waste even the glass 

powder is important to preserve our 

environnement.  en substitution 30% of cement in 

weight with waste glass, in an economic and 

environnemental contribution, because of 

reduction of  CO2 let out by commentary. 
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ABSTRACT 
This paper aims to study the behavior of self-compacting concrete under freeze and thaw cycles, mainly the 

effect of the total replacement of limestone powder by marble powder on the performance of SCC.  

The mixtures were subjected to freeze/thaw test according to ASTM C 666 Procedure B, air freezing and 

water thawing. The test methods used to evaluate durability were weight change, length change, compressive 

and tensile strength loss. 

The results show that the total replacement of limestone powder by marble powder has a positive effect on 

the freeze-thaw resistance of self-compacting concrete. 

Key words:  

INTRODUCTION  
Since its invention, the self-compacting concrete has 

revolutionized the field of construction; its use 

provides a multitude of benefits [1]. The mineral 

admixtures have greatly confirmed their use and 

provide an improvement of its mechanical properties 

and durability. Recently, marble powder is used as an 

admixture in the self-compacting concrete in 

alternative to limestone fillers and other costly 

mineral admixtures [1-5]. Some authors have found 

that the addition of about 20% of marble powder 

gives a decrease in density while improving the 

flowability and the compressive strength [1][5]. 

Currently many studies are interested in durability in 

particularly aggressive environments. 

The studies deal with the sustainability of SCC based 

on marble powder has been relatively few. The data 

from the literature in this area and specially that 

concern their resistance to freeze - thaw are rare. 

This paper is a contribution of our experimental 

research on marble powder in field of sustainable 

self-compacting concrete in aggressive environments 

such as freeze-thaw cycles. 

This work aims to study the behavior of self-

compacting concrete under freeze and thaw cycles, 

mainly the effect of the total replacement of 

limestone powder by marble powder on the 

performance of SCC.  

The mixtures were subjected to freeze/thaw test 

according to ASTM C 666 Procedure B, air freezing 

and water thawing. The test methods used to evaluate 

durability were weight change, length change, 

compressive and tensile strength loss. 

 

MATERIALS AND MIXTURES 

 

Materials: In production of SCC, Portland Cement 

CEM II/42.5, a sand 0/3 mm, coarse calcareous 

aggregate 3/8 mm and 8/15 mm, were used. Besides, 

limestone powder (LP) and marble powder (MP) 

were used. The properties of cement and by-

products used in this study are presented in Table 1. 

Table 1.  

The characteristics of cement and by-products used. 

 

Component (%) Cement LP MP 

SiO2 27.83 0.06 0.15 

Fe2O3 3.12 0.02 0.04 

Al2O3 6.21 0.09 0.08 

CaO 57.22 51.97 54.86 

MgO 0.94 0.01 1.03 

SO3 2.02 0.01 0.07 

Specific gravity 3.15 2.7 2.75 

Blaine (cm2/g) 3891 3900 3500 

A superplasticizer high range water reducing 

admixture (HRWRA) based on modified 

polycarboxylic ether (Conforms with the standard 

EN 934) was also used. Tap water used was 

obtained from the laboratory for the production of 

concrete mixtures. 
 

Mixture proportions: The design method used is 

the Chinese method developed by Nan Su et al [7]. 
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Table 2 presents the composition and labeling of the 

SCC mixture. 

Table 2 

 The composition of SCC in 1m3. 

 

Materials (kg/m3) SCC MP SCC LP 

Cement CPJ 42.5 410 410 

Sand 0/3 850 850 

Gravel 3/8 298 298 

Gravel 8/15 428 428 

SP 9.72 9.72 

Water 204 204 

MP 130 - 

LP - 130 

W/C 0.50 0.50 

 

The quality of fresh SCCs was verified according to 

tests recommended by the EFNARC European 

recommendations [8]. 

All the Mixtures properly meet the required 

specifications for such concrete. Concerning the 

mechanical proprieties, the total replacement of 

limestone powder by marble powder gives 

satisfactory results. 

 

Test procedure: After demolding, the specimens 

were kept in water, at a temperature of about 23 ± 

2%, until testing. 

Freezing and thawing was performed according to 

ASTM C 666 ‘‘Standard Test Method for Resistance 

of Concrete to Rapid Freezing and Thawing, 

procedure B – rapid freezing in air and thawing in 

water.”[9] the closest to our local winter conditions. 

After 14 day curing, the specimens were subjected to 

30 moderated freeze/thaw cycles in an F/T chamber 

where temperatures ranged from + 20°C to -18°C 

with a constant speed for all mixtures. The weigh 

change, length change, cubic compressive strength 

(70×70×70 mm) and flexural tensile strength 

(70×70×280 mm) were recorded at 10, 20 and 30 

cycles.  

 

RESULTS AND DISCUSSION 
 

Weight change: Weight changes of SCC specimens 

after different cycles of freeze-thaw are presented in 

Figure 1. 
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Figure 1 

 Weight changes of SCC specimens after different 

cycles of freeze-thaw. 

 

The specimen’s weight after 30 freeze-thaw cycles 

did not show a dramatic reduction. The weight 

change during the freeze-thaw cycles is due to water 

movement in and out of the specimen and cracking. 

As seen in Figure 1, all the specimens cured in water 

undergo a weight loss of 0.34% and 0.37% for MP 

and LP specimens respectively.  

 

Length changes: Length changes of SCC 

specimens after different cycles of freeze-thaw are 

represented in Figure 2. All mixtures undergo 

lengthening in freeze thaw testing, if we refers to the 

criterion defined by ASTM C 666, all carried 

concrete resistant to freeze thaw i.e. the lengthening 

is less than 500 µm/m. 
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Figure 2 

Length changes of SCC specimens after different 

cycles of freeze-thaw. 
 

The results show that the samples take up relatively 

high amount of water and the dilation measurements 

indicate that the sample expanding. From the Figure 

2 we noticed that the length change is more 
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important for the MP specimens compared to LP 

specimens, which act as a control concrete. 

 

Compressive strength loss: Cubic compressive 

strength loss of SCC subjected to freez-thaw cycles 

are represented in Figure 3. A continues compressive 

strength loss was recorded for all SCC mixtures but 

with different degrees, if we refers to the strength 

criterion defined by PN-88/B-06250 standard, all 

carried concrete resistant to freeze thaw i.e. the 

strength loss is less than 20%. 
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Figure 3 

Cubic compressive strength loss of SCC subjected to 

freez-thaw cycles. 

 

As seen in Figure 3, all SCCs had lost strength in 

cycling. The highest compressive strength loss is 

around 5.24% for LP samples. This result is 

consistent with Xie et al. [10]. This loss is related to 

the water absorption of the samples. Micro-cracks 

mainly exist at cement paste-aggregate interfaces 

within concrete even prior to any loading and 

environmental effects. When the number of freeze-

thaw cycles increases the degree of saturation in pore 

structures increases by sucking in water near the 

concrete surface during the thawing process at 

temperatures above 0°C. Some of the pore structures 

are filled fully with water. Below the freezing point 

of those pores, the volume increase of ice causes 

tension in the surrounding concrete. If the tensile 

stress exceeds the tensile strength of concrete, micro-

cracks occur. By continuing freeze-thaw cycles, more 

water can penetrate the existing cracks during 

thawing, causing higher expansion and more cracks 

during freezing. The load carrying area will decrease 

with the initiation and growth of every new crack. 

Necessarily the compressive strength will decrease 

with freeze-thaw cycles [11-13]. 

Flexural tensile strength loss: Flexural tensile 

strength loss of SCC subjected to freez-thaw cycles 

are represented in Figure 4. It can be seen that in 

general the specimens matured in water are more 

sensitive to freeze thaw action than the specimens 

matured in ambient temperature. 
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Figure 4 

Flexural tensile strength loss of SCC subjected to 

freez-thaw cycles. 

As seen in Figure 4, the tensile strength decreased 

sharply under the action of freeze-thaw cycles; it 

gave about a 12.6% and 10.2% decrease over the 

initial tensile strength after 30 cycles of freeze-thaw 

for LP and MP specimens respectively.  

Further, it can be seen that after the same cycles 

number, the tensile strength loss is larger than the 

cubic compressive strength loss. The reason is as 

follows: when the specimen is under the action of 

compressive loads, the cracks are caused in the 

action parallel to the compressive load. It means the 

damage is caused by the concentration of tensile 

stress vertical to the compressive load. So the 

influence of freeze-thaw cycles on tensile strength is 

larger than the compressive strength [14]. 
 

CONCLUSION 
This study focuses on assessing the impact of 

limestone powder total replacement by marble 

powder on self-compacting concrete performance 

subjected to moderate freeze-thaw cycles according 

to ASTMC 666 standard by adapting the test 

roughness to Algerian context using a small number 

of cycles and without salt deicer. Based on the 

performed experiments, the following conclusions 

can be drawn: 

SCC based on marble powder present characteristics 

very comparable with those of SCC mixture with 

limestone powder.  
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The loss of compressive strength and tensile strength 

after the action of freeze-thaw cycles was evident. 

However, it can be stated that the freeze–thaw cycles 

negatively influenced the value of the flexural tensile 

strength. 
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ABSTRACT 
Self-compacting concretes (SCC) are known to be very fluid concretes, homogeneous, that take place by 

the only mean of gravity without segregation and bleeding. Higher cement and fines content is needed in 

SCC to increase their flowability and stability. The use of sands rich in fines may be a cost effective 

alternative source of filler. These sands may also improve the performance and cost effectiveness of SCC. It 

should be noted that no detailed investigation has been done to study the effect of type and quality of sand 

on the rheological and mechanical properties of SCC. Hence, the main objective of this research work is to 

examine the influence of various types of sand with different morphologies and origins on the fresh and 

hardened properties of SCC. Various types of sand were used: crushed sand (CS), river sand (RS), dune 

sand (DS) and a mixture binary or ternary of these sands. The mixture proportions were based on 

Okamura’s method, with improvements made on the methods of selecting the sand–mortar (S/M) ratio and 

the superplasticizer content. For all mixtures the sand/mortar and water/cement ratios were kept constant. 

The experimental results indicate that the rheological and mechanical performances of mortars and 

concretes improve with mixtures of crushed and river sands but decrease with mixtures of crushed and dune 

sands especially for higher dune sand content. This effect was also observed with mortar and concrete 

containing ternary sands 

Keywords: crushed sand, river sand, dune sand, rheology, mechanical strength 

INTRODUCTION 

 
Self-compacting concrete (SCC) is a new generation 

of concrete that fits well with the current state of 

development of the structures facing a labor less 

qualified. This range of concrete is characterized by 

a high workability and a high deformability, while 

being stable and ensures durable structures. The 

SCC can be implemented without vibration, through 

confined areas only under the effect of gravity, 

while developing good compactness without 

requiring skilled labor during the consolidation. 

These properties contribute to a sustainable concrete 

quality. Depending on the density and complexity of 

the reinforcement of structural elements, the need 

for vibration can decrease significantly and even be 

eliminated, which is a labor-intensive economy [1-

2]. SCC is characterized, in general, by a 

formulation containing various chemical and 

mineral additives in precise proportions to meet the 

requirements of the specifications for workability 

and stability. The incorporation of supplementary 

cementitious materials improves the rheological, 

physical, mechanical and durability properties of 

SCC [3-4]. For example, the limestone fillers are 

generally used to increase the amount of powder in 

the composition of SCC [5]. In the production of 

crushed sand, there is a significant proportion of 

fines in the sand, this proportion of fines is 

approximately 10-15% of the total weight of 

crushed sand. The use of sands rich in fines may be 

regarded as an alternative source of fillers. These 

sands enhance the cost of SCC by reduction of the 

high demand for fillers on the one hand, and 

secondly obtaining a SCC with good physical and 

mechanical properties of BAP such as permeability, 

absorption and strength [6-17] 

Moreover, the abundance of fine sand dunes, 

particularly in Sahara desert of Algeria, the idea of 

promoting its value in the manufacturing of concrete 

represents a great economic importance. With the 

depletion of aggregate resources in Algeria and the 

high cost of transportation, it becomes economic 

and environmental interest that could present the 

valuation of abundant local sands such as crushed 

sand and dunes sand for manufacturing of concretes. 

It is in this context that the present work is part and 

it aims to use different types of sand for the 

manufacturing of SCC. In this regard, three types of 

sand with different origin and morphology are used; 

crushed sand, dune sand and river sand. Binary and 

ternary mixtures of these sands were also used in 

this study. Hence, the main objective of this study is 

to provide more information about the effects of 

various types of sand on fresh and hardened 

properties of self-compacting concrete.  

Tests used to characterize the rheological and 

mechanical properties of mortars include: slump 
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flow, flow time, L-box test, segregation test and 

compressive strength.  

 

MATERIALS AND TESTS 

 

 Materials: The cement used in the present study 

was a CEM I 42.5. The chemical and physical 

properties of cement are given in Table 1. A 

polycarboxlic-ether type superplasticizer (SP) with a 

specific gravity of 1.07 and a solid content of 30% 

was used.  

Continuously graded coarse aggregates (CA) (3/8 

and 8/15 mm) were used in this study with a specific 

gravity and water absorption of 2.7% and 2.52% 

respectively. Various types of sand were used: 

crushed sand (CS), river sand (RS), dune sand (DS) 

and a mixture of these sands. The physical 

properties and sieve analysis results of these sands 

are given in Table 2 and Figure 1 respectively. 

 

Mixture proportions: SCC mixes were made, 

which had total cement content of 475 kg/m3 for. 

Coarse aggregates content was maintained at 31% 

by volume of cement for concrete and fine 

aggregates content at 50% by volume of mortar in 

concrete.  The W/P was fixed at 0.4 by weight with 

air-content being assumed to be 1%. 

SCC mixes were prepared with different types of 

sand: crushed sand, river sand, dune sand and binary 

or ternary sands. The SCC mixture proportions are 

summarized in Table 3. 
 

Table 1. Chemical and physical properties of cement 

Chemical component (%) 

SiO2 21.7 

CaO 65.7 

MgO 0.7 

Al2O3 5.2 

Fe2O3 2.7 

SO3 0.6 

MnO - 

K2O 0.4 

TiO2 - 

Na2O 0.7 

CI 0.01 

Loss of Ignition 0.3 

Physical properties 

Specific density 3.15 

Fineness (m²/kg) 300 

Compressive strength at 28 days (MPa) 44 

 

Figure 1. Particle size distributions of different 

sands 
 

Mixing procedure: The mixing procedure and 

time are very important, thus the mixing process 

was kept constant for all concrete mixtures. The 

batching sequence consisted of homogenizing the 

powder and aggregates for 30 s in a rotary planetary 

mixer, then adding 70% of water and mixed for 1 

min. Thereafter remaining water (30%) with SP was 

introduced, and the concrete was mixed for 5 min, 

then the mixing was stopped for 2 min and again the 

concrete was further mixed for 30 sec before it was 

discharged from the mixer 

 

Table 2. Physical properties of the investigated 

sands 
 

Properties 
Sand type 

CS RS DS 

Specific gravity 2.68 2.67 2.65 

Unit weight (kg/m3) 1541 1758 1520 

Fineness modulus 2.21 2.45 0.78 

Sand equivalent (%) 71 87 83 

 

Concrete testing : In this investigation the filling 

ability was evaluated by slump flow and V-funnel 

tests for SCC [8]. The passing ability was measured 

by L-Box tests [8]. The resistance to segregation 

was measured by GTM sieve stability test. 

For compressive strength tests, from each concrete 

mixture three prisms of 70x70x280 mm were cast. 

Specimens were left covered with a plastic sheet. 

After removal from moulds, at 24 h of age, concrete 

specimens were immersed in water saturated with 

lime at 20 °C until the age of testing. The 

compression test was conducted at the age of 28 

according to NFP 15-451 on the half samples 

obtained after the flexural test. 
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Table 3. SCC mixture proportions 

 
Mix N° Cement 

(kg/m3) 

CS (%) CS 

(kg/m3) 

RS (%) RS 

(kg/m3) 

DS (%) DS 

(kg/m3) 

CA 

(kg/m3) 

SP 

(kg/m3) 

Water 

(kg/m3) 

SCC1 475 100 886 0 0 0 0 830 2.9 190 

SCC2 475 75 665 25 222 0 0 830 2.9 190 

SCC3 475 50 443 50 443 0 0 830 2.9 190 

SCC4 475 25 222 75 665 0 0 830 2.9 190 

SCC5 475 75 665 0 0 25 222 830 2.9 190 

SCC6 475 50 443 0 0 50 443 830 2.9 190 

SCC7 475 25 222 0 0 75 665 830 2.9 190 

SCC8 475 0 0 0 0 100 886 830 7.1 190 

SCC9 475 0 0 100 886 0 0 830 4.2 190 

SCC10 475 0 0 75 665 25 222 830 4.2 190 

SCC11 475 0 0 50 443 50 443 830 4.2 190 

SCC12 475 0 0 25 222 75 665 830 4.2 190 

SCC13 475 50 443 25 222 25 222 830 2.9 190 

SCC14 475 25 222 50 443 25 222 830 2.9 190 

SCC15 475 25 222 25 222 50 443 830 2.9 190 

 

 

 RESULTS AND DISCUSSION 

 

 Slump flow test: The results of slump flow are 

presented in Figure 2. We note that the slump flow 

values of SCC: 3, 4, 8, 9, 10, and 13 are in the range 

of SF3 class (760-850 mm). Whereas SCC: 1, 2, 5, 

6, 7 and 11 are in the range of the SF2 class (660-

750 mm) defined by the AFGC recommendations 

[9]. We note an increase in the slump flow of SCC 

with mixture sand of river and crushed sand, this 

increase becomes very important when the 

percentage of river sand exceeds 50%. As against a 

decrease in slump flow was observed in SCC with 

mixture sand of crushed and dune sand or river and 

sand dune, this decrease also becomes very 

important when the sand dune percentage is very 

high. Therefore, the addition of dune sand up to 

25% improves the slump flow of SCC. Beyond this 

content of dune sand, the slump spread decreases 

and does not meet the criteria for self-compacting 

concrete and behaves like an ordinary concrete. 

From this, we can conclude that the river sand has a 

beneficial effect on the slump spread, unlike the 

dune sand which reduces remarkably the slump 

spread of SCC.  
 

 V-funnel flow time: The results of variation of 

the flow time using the V-Funnel test are shown in 

Figure 3. This test indicates the filling capacity of 

mixture. The test of the flow through the funnel in V 

is a way to evaluate the viscosity and resistance to 

segregation of concrete. From figure 3 it can be 

noted that the values of the flow time through V- 

funnel are included in the interval (6-12 sec) 

proposed by Domone [20-24]. The addition of sand 

dunes increases the flow time of SCC compared to 

river sand, but the recorded values of the flow time 

meet the recommendations of SCC production. One 

can say that even with moderate dosages in sand 

dunes, the measured flow time shows that 

incorporation of dune sand increases the viscosity of 

SCC and this is due to the increase of the specific 

surface area of fine aggregate. 

 

 
Figure 2. Slump flow of SCC with different types of sand 

 

L-box test: The results of variation of H2 / H1 using 

L-box test are shown in Figure 4. It is seen that all 

results comply with the requirements of AFGC 

recommendations [19] (H2 / H1> 0.8). We also 

notice a decrease in H2 / H1 in SCC with binary and 

ternary mixtures sands when the sand dune 

percentage is above 50%. The partial incorporation 

of sand dunes in the mixtures increases the filling 

capacity of SCC, and therefore the mobility of SCC 

in confined areas.  

The use of binary and ternary mixtures sands 

improves the rheological properties of SCC. R'mili 

et al [21] have studied the effect of the incorporation 

of crushed sand and desert sand on properties of 
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self-compacting concrete. The results show that the 

ability to fill in L-box, is improved when the 

crushed sand is partially replaced by the desert sand. 

 
Figure 3. V-funnel flow time of SCC with different types of 

sand 

 
Figure 4. L-box filling high of SCC with different types 

of sand 

 

Sieve stability test GTM: Sieve stability results 

are shown in Figure 5. It is noted that the 

percentages of milt passing through the sieve are 

between 6 and 15% according to recommendations 

ENFRAC [18], except for SCC: 7 8, 12 and 15, 

which are slightly above than the recommended 

values for SCC. This is due to high percentage of 

sand dune used in blends, since the latter has a fine 

particle size that passes through the sieve with the 

amount of milt. Generally, we can say that the 

results obtained show that all SCC have good 

resistance to segregation and bleeding. Further, 

visual examination of SCC reveals that they are 

homogeneous and stable. The use of calcareous sand 

with river or sand dune increases the volume of the 

paste and therefore improves the stability of the 

SCC. 

 
Figure 5. Sieve stability GTM of SCC with different types of 

sand 

 

Compressive strength: Figure 6 shows the 

variation of the compressive strength of different 

SCC at 28 days. We note that the best strengths 

achieved after 28 days are obtained with SCC made 

with mixture sand of river and crushed sand. It is 

shown that the river sand has a beneficial effect on 

the compressive strength of SCC due to its 

continuous particle size. However, the strength gain 

for SCC containing crushed sand appears to be 

linked to the existence of limestone fines in sand. A 

reduction in the compressive strength was observed 

in SCC with binary and ternary mixtures of crushed- 

dune sand, river - dune sand and crushing- river -

dune sand. This means that the dune sand decreases 

compressive strength of SCC due to its fine particle 

size and high porosity, which gives less 

compactness of SCC than those made with river and 

crushed sand 
 

 
Figure 6. Compressive strength of SCC with different types of 

sand 
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CONCLUSION 
 

The assessment of the behavior of SCC at fresh and 

hardened state leads to the following:  

- The use of binary and ternary mixtures sands 

improves the rheological and mechanical properties 

of SCC. 

- At different contents of river and crushed sand, the 

rheological and mechanical characteristics are met 

and comply with recommendations of the 

manufacturing of SCC. However, the use of high 

dosages of sand dunes reduces the rheological 

parameters of SCC. Therefore, to meet the self-

compacting properties, additional amounts of water 

and superplasticizer are strongly required. 

- The best strengths are obtained for SCC made with 

crushed and river sand. This is due to the good size 

distribution of these sands. The mechanical 

strengths decreased by adding a high content of 

dune sand but they reach acceptable values. 

Based on the obtained results, it can be argued that 

the use of locally available materials in the 

manufacturing of concrete can be an economic and 

technological important alternative in some 

developing countries. The partial incorporation of 

the sand dune in the composition of self-compacting 

concrete can provide a solution for some work in the 

southern regions of the country where this material 

is very abundant. Moreover, crushed limestone 

sands are interesting alternative source to replace 

the river sand (rolled) for making any kind of 

concrete. 

 

REFERENCES  

1. Okamura H., Ouchi M., Self-compacting concrete, 

development, present use and future, in: A. Skarendahl, O. 

Petersson (Eds.), Self-Compacting Concrete, RILEM 

Symposium Stockholm, RILEM Publications, 3-14 (1999). 

2. Okamura H., Ouchi M., Self-compacting concrete, Journal 

of Advanced Concrete Technology, 1: 5-15 (2003). 

3. Sonebi M., Medium strength self-compacting concrete 

containing fly ash: modeling using factorial experimental 

plans, Cement and Concrete Research, 34:1199-208 (2004). 

4. Sonebi M., Bartos P.J., Hardened SCC and its bond with 

reinforcement, In Proceeding of First International RILEM 

Symposium on Self-Compacting Concrete (PRO 7), 

Stockholm, Sweden (1999). 

5. Uysal M., Yilmaz K., Ipek M., The effect of mineral 

admixtures on mechanical properties, chloride ion 

permeability and impermeability of self-compacting 

concrete, Construction and Building Materials, 27: 263-70, 

(2011). 

6. Felekoglu B., A comparative study on the performance of 

sands rich and poor in fines in self-compacting concrete, 

Construction and Building Materials, 22: 646-654 (2008). 

7. Bosiljkov V.B., SCC mixes with poorly graded aggregate 

and high volume of limestone filler, Cement and Concrete 

Research, 33:1279–1286 (2003). 

8. Ho DWS, Sheinn AMM, Ng CC, Tam CT. The use of 

quarry dust for SCC application, Cement and Concrete 

Research, 32: 505–511 (2002). 

9. Felekoglu B. Utilisation of high volumes of limestone 

quarry waste in concrete industry (SCC case), Resources 

Conservation and Recycling, 51: 770–791 (2007). 

10. Menadi B, Kenai S, Khatib J, Ait Mokhtar A. Strength and 

durability of concrete incorporating crushed limestone sand, 

Construction and Building Materials, 23: 625–33 (2009). 

11. Guimaraes MS, Valdeo JR, Palomino AM, Santamarina JC. 

Aggregate production: fines generation during rock 

crushing, International Journal of Mineral Process, 81: 237–

47 (2007). 

12. Johansen K, Mortsell E, Lindgard J. Effect of adding natural 

fine sand rich in fines on the fresh concrete properties, 

Nordic concrete Research Publications, 22 (2000). 

13. Donza H, Cabrera O, Irrassar EF. High strength with 

different fine aggregate, Cement and Concrete Research, 32: 

1755–1761 (2002). 

14. Johansen K, Busterud L. Low grade SCC with secondary 

natural sand rich in fine. In: Ozawa K, Ouchi M, editors, 

Second International RILEM Symposium on SCC, Japan, 

(2001).  

15. Topoçu IB, Ugurlu A. Effect of the use of mineral filler on 

the properties of concrete, Cement and Concrete Research, 

33: 1071–1075 (2003). 

16. Topoçu IB. Effects of using crushed stone dust on concrete 

properties. In: Tenth engineering symposium, Civil 

Engineering’99, Suleyman Demirel University, Isparta, 

Turkey (1999).  

17. Okamuara H, Maekawa K, Ozawa K. High performance 

concrete, 1st edition: Gihoudou Publication, Tokyo (1993). 

18. EFNARC, Specification and Guidelines for Self-

Compacting Concrete (2002). 

19. AFGC, Association française de Génie Civil, Bétons 

Autoplaçants: Recommandations provisoires, documents 

scientifiques et techniques, (2002).  

20. Domone P.L., Jin J., Properties of mortar for Self-

Compacting Concrete, Proceedings of the 1st International 

Symposium on SCC, , RILEM Proceedings PRO 7,  

Sweden (1999). 

21. R’mili A., Ben Ouezdou M., Incorporation du sable de 

concassage et du sable de désert dans la composition des 

bétons autoplaçants, Séminaire international, Innovation et 

Valorisation en génie civil et matériaux de construction, 

N10-271, Rabat, Maroc, (2011). 

22. Tayeb Bouziani, Assessment of fresh properties and 

compressive strength of self-compacting concrete made 

with different sand types by mixture design modelling 

approach, Construction and Building Materials, 49: 308-

314, (2013). 

23. Benchaa Benabed, Lakhdar Azzouz, El-Hadj Kadri, Said 

Kenai & Akram Salah Eddine Belaidi, Effect of fine 

aggregate replacement with desert dune sand on fresh 

properties and strength of self-compacting mortars, Journal 

of Adhesion Science and Technology, Volume 28, Issue 21, 

2182-2195, (2014). 

24. Benchaa Benabed, El-Hadj Kadri, Lakhdar Azzouz, Said 

Kenai, Properties of self-compacting mortar made with 

various types of sand, Cement and Concrete Composites, 

34, 1167-1173, (2012). 



International Conference On Materials and Energy – ICOME 16 

Bodian et al. 855 

 

THERMO-MECHANICAL BEHAVIOR OF UNFIRED CLAY BRICKS AND FIRED 

CLAY BRICKS MADE FROM A MIXTURE OF CLAY AND LATERITE 

 
Séckou BODIAN*1 , Mactar FAYE1, Ndeye Awa SENE1, Vincent SAMBOU2, Oualid LIMAM3,  

Jean E. AUBERT4, Harouna BAL1  
1Laboratoire d’Energétique Appliquée (LEA), Université Cheikh Anta Diop, BP:5085 Dakar-Fann, 

Sénégal  
2Centre International de Formation et de Recherche en Energies Renouvelables, Université Cheikh Anta 

Diop,BP 5085 
3Laboratoire Génie Civil (LGC),Ecole Nationale d’Ingénieurs de Tunis, Université El Manar, Tunis-

Tunisie  
4Laboratoire Matériaux et Durabilité des Constructions (LMDC), Université Paul Sabatier,Toulouse-

France  

*Corresponding author:   Fax: +221 33 825 55 94    Email:  bodianseckou@yahoo.fr 
 

 

ABSTRACT  
The objective of this paper is to determine the mechanical and thermal properties of unfired and fired clay 

bricks made from a mixture of clay and laterite. In this study, we first investigate the physical properties of the 

raw materials. Then, experiments were conducted with six compositions of clay bricks prepared by adding 

laterite to study the effect on mechanical and thermal properties. Our experiments demonstrate that for use as 

building material, clay brick with 30 % of laterite is the optimal mixture both for unfired and fired bricks. 

Key words: Clay; Laterite; Unfired clay bricks; Fired clay bricks; Mechanical properties.

                                                           
1 LEA, Université Cheikh Anta Diop, Dakar, Sénégal BP:5085 

NOMENCLATURE 
 

c  specific heat capacity (J.kg-1.K-1) 

e   thickness (m) 

E   thermal effusivity (J.m-2.K-1.s-1/2) 

m  mass (g) 

P  Laplace parameter 

PI plasticity index (%) 

CR   thermal contact resistance between the 

heating element and the sample (m2.K.W-1) 

Wdried  weight of the dried sample (g) 

Wfired  weight of the fired sample (g) 

WL liquidity limit (%) 

WP plasticity limit (%) 

Greek letters 

Ѱ Quadratic error between 

experimental and theoretical curves 

   thermal conductivity (W.m-1.K-1) 

  density (kg.m-3) 

   heat flux density (W.m-2) 

   Laplace transform of the heat flux 

density 

   Laplace transform of the 

temperature 

Subscripts 

exp  experimental 

mod  model 

 

INTRODUCTION  
Population growth in Africa leads to uncontrolled 

urbanization. This has many consequences such as 

access to decent housing. To address this issue, 

many governments have opted for the construction 

of social housing.  

A thorough analysis of the building sector shows 

that construction materials as concrete contribute 

significantly to the cost of construction.  

The high energy consumption and the pollution 

caused by the production of concrete materials as 

well as the low financial capability of population in 

developing countries push to find alternative 

construction materials. The clay and the laterite are 

often used as alternative materials because they are 

locally available. 

 There are several authors who are interested in 

these two materials [1-8]. In the literature, many 

mailto:bodianseckou@yahoo.fr
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works on physical and mechanical properties of 

laterite materials are presented [1-3]. Kasthurba et al. 

[1] have showed that the physical and mechanical 

properties of laterite are dependent on the location of 

the quarry as well as the depth of the quarry. 

Mbumbia et al. [2] have studied the effect of firing 

temperature on mechanical properties of lateritic soil 

bricks. The test results have revealed that the 

compressive strengths of fired lateritic soil bricks at a 

very low temperature 550°C are higher than those of 

the same bricks stabilized with lime or cement. The 

mixture of lateritic and cement for rural housing has 

analysed by Akinmusuru [3]. He has showed that the 

firing temperature significantly affects the crushing 

strength of the laterite-cement bricks. 

 Many studies have been published regarding the 

characterization of thermal proprieties of laterite 

based materials [4, 5]. Bal et al. [4] have studied the 

evolution of the thermal conductivity of laterite based 

bricks with millet waste additive. The authors have 

showed that adding millet waste may strongly 

decrease the thermal conductivity of the bricks. 

Sindanne et al. [5] have studied the thermal 

conductivity of laterite stabilized by cement, sawdust 

and lime. Results indicate that thermal conductivity 

increases when the percentage of cement and lime 

increases. However, it decreases when the rate of the 

sawdust increases.  

 With regard the works on clay bricks, some 

authors [6-8] have investigated the unfired clay 

bricks and other [9] the fired clay bricks. Among the 

authors who have worked on the unfired clay bricks, 

we can mention Oti et al. [6]. Indeed, Oti and co-

authors have studied the physical and mechanical 

properties of unfired clay bricks stabilized by lime. 

The laboratory results demonstrate that the 

compressive strength, moisture content, water 

absorption rate, percentage of void, density and 

durability assessment are within the acceptable 

engineering standards for clay masonry units. 

Miqueleiz et al. [7] have investigated the alumina 

filler wastes and coal ash waste for unfired brick 

production. The laboratory results show that the 

compressive strength of the unfired bricks decreases 

when increasing the amount of waste. Mounir et al. 

[8] have investigated the thermal properties of clay 

by combining it with cork, using the asymmetrical 

hot plate and the flash methods. The authors have 

showed that the thermal conductivity of the clay with 

additives of cork is reduced relative to that of the 

sample without additive. 

 Many studies have been published concerning 

the fired clay bricks. Sutcu et al. [9] have studied the 

physical, thermal and mechanical properties of the 

fired clay bricks with waste marble powder addition 

as building materials. The authors have showed that 

the waste marble powder at certain ratios can be 

utilized to lighten and to make porous the body in 

production of fired clay bricks. Consequently, these 

bricks produced with addition of waste marble can 

be used as a heat insulation construction material.  

 The works presented above show that some 

authors have focused on laterite while others 

worked on the clay. Few authors, however, are 

interested in the mixture of clay and laterite. 

Ngon Ngon et al. [10] have studied the physical and 

mechanical properties of the lateritic and alluvial 

clayey mixtures of Yaoundé in view to manufacture 

of fired bricks for the fulfilment buildings. The 

results show that there is an optimal amount of 

alluvial clay material that should be added to 

lateritic clays Yaounde. 

 As shown in this literature review, there is little 

work on the clay laterite mixture. To our knowledge 

there is no study on the thermal and mechanical 

properties of unfired and fired bricks made with a 

mixture of clay and laterite. 

 The objective of this paper is to compare the 

thermomechanical properties of unfired and fired 

bricks made with a mixture of clay and laterite. 

 This paper begins with the presentation of 

materials and methods, in the second section the 

results and discussions are presented on the physical 

properties, the mechanical properties and the 

thermal properties. 

 

MATERIALS AND METHODS 

Raw materials 
 

The study is carried out on a mixture of clay 

materials and laterite. These raw materials come 

from the region of Thiès (Sénégal). 

Preparation of brick samples 
 

Clay is used in the manufacture of bricks because 

it is a binding agent. However, it has large shrinkage 

characteristics upon drying. To reduce shrinkage the 

laterite is added. In this work, a series of 

experiments was made to measure the impact of 

adding laterite on thermophysical and mechanical 

properties of unfired and fired clay bricks. Six 

compositions of different percentage of laterite per 

weight were detailed in Tabe 1. 
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Table 1 

Composition of specimens. 
 

 

Brick sample  
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Figure 1a and Figure 1b show respectively the 

samples for mechanical test and for thermal test.  

The dimensions of sample for mechanical test are 16 

cm x 4 cm x 4 cm and those for thermal test are 11 

cm x 11 cm x 3.3 cm. 

 

(a) (b)
 

Figure1  

Clay bricks samples: (a) sample for mechanical 

test and (b) sample for thermal test. 

 

The amount of water used to make the samples is 

determined by the equation: 

water P ( Clay ) Clay P( Laterite) Lateritem W m W m     (1)   (1) 

 Our study is focused on unfired and fired clay 

bricks. Firing is an essential step for improving the 

mechanical resistance of clay bricks. For firing bricks 

samples, we used an electric furnace whose 

maximum temperature is 1200 °C. The dried samples 

are fired about 1 h 37 min at 900 °C. 

 

Physical tests 
 

The physical properties of the raw materials as 

Atterberg limits and the density are first determined. 

Then, the linear shrinkage of unfired bricks is 

studied. The liquidity limit was measured by the 

method of the dish of Casagrande (WL) and the 

plasticity limit by the method of the roller (WP). 

These measures were realized according to NF P94-

051 standard [11]. The Atterberg limits were used to 

determine the plasticity index (PI) of the studied 

materials. Thus, 

 

L PPI W W   (2) 

where PI is the plasticity index; WL is the liquidity 

limit and WP represents the plasticity limit.  

 A pycnometer was used to determine the 

densities of the raw materials according to NF P94-

054 standard [12]. 

 The linear shrinkage was determined by 

measuring the length of the sample before and after 

drying. The linear shrinkage is expressed as a 

percentage and is calculated according to the 

following formula [13]: 

 
before drying after drying

before drying

L L
Linear shrinkage % x100

L


  

(3) 

 

where 
before dryingL  is the length of the sample before 

drying and 
after dryingL  is the length of the sample 

after drying. 

 

Mechanical tests 

 

The compressive strength of clay bricks is 

measured as described in NF EN 12390-3 [14]. For 

unfired clay bricks, tests are done after 28 days. The 

testing machine is presented in the Figure 2. 

 

 
 

Figure 2  

Machine testing compression-flexure 50 kN Class 1. 

 

Thermal tests 
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Thermal conductivity and thermal effusivity 

are measured by the Asymmetric Hot Plate 

method which uses transient technique to study 

the heat conduction of samples [4]. The 

asymmetrical experimental device described in 

detail by Laaroussi et al. [15], is presented in 

Figure 3.  
 

 
(a) 

 
           (b) 

 

 
Figure 3 

View (a) and schema (b) of the experimental hot 

plate device [4]. 
 

A plane heating element having the same section (10 

cm x 10 cm) as the sample is placed under the 

sample. A thermocouple is stuck on the lower face of 

the heating element. This disposal is placed between 

two extruded polystyrene blocks with a thickness 5 

cm set between two aluminum blocks with a 

thickness 4 cm. A heat flux step is sent into the 

heating element and the transient temperature T(t) is 

recorded. Since the thermocouple is in contact with 

polystyrene that is a deformable material, the 

presence of the thermocouple does not increase the 

thermal contact resistance between the heating 

element and the polystyrene. Furthermore, since 

polystyrene is an insulating material, this thermal 

contact resistance will be neglected. 

 The theoretical model originates from the integral 

transform treatment of the heat equation [16] is 

modeled with the hypothesis that the heat transfer 

remains unidirectional 1D at the center of the sample 

during the experiment. The recording processing of 

 T t  is realized by supposing that the heat transfer 

at the center of the heating element is 1D. 

Considering the very low value of the heat flux 

reaching the aluminum blocks through the 

polystyrene and their high thermal capacity, their 

temperatures are supposed equal and constant. 

Within these hypotheses, one can write: 

 

 
e e i iC

s1 1 1e e i i

A B A B1 0 1 R 0 0A B
(4)

C p 1 C D C D C D0 1

             
                              

 

 

i i

2 2i i

A B 0

C D

     
          

 
 

(5) 

 

with 

0

0 1 2
p


         

(6) 

  is the Laplace transform of the temperature T(t), 

1  the Laplace transform of the heat flux density 

leaving the heating element (upstream), 2  the 

Laplace transform of the heat flux density leaving 

the heating element (downstream), 0  the Laplace 

transform of the total heat flux density produced in 

the heating element, 0  the heat flux density 

produced in the heating element, CR  the thermal 

contact resistance between the heating element and 

the sample, 1'  the Laplace transform of heat flux 

density input on the upper aluminum block, 2'  is 

the Laplace transform of heat flux density input on 

the lower aluminum block. p is the Laplace 

parameter. 

 
 

e e

e e

sinh (q e)
cosh (q e)A B E

qS with q p (7)
C D

qSsinh (q e) cosh (q e)

 
              
 
 

i i

i ii i i
i i i

i i i

i i i i i i

sinh (q e )
cosh (q e )A B E

q S with q p (8)
C D

q Ssinh (q e ) cosh (q e )

 
              
 

  is the Sample thermal conductivity, e  the Sample 

thickness, i  the Polystyrene thermal conductivity, 

ie  the Polystyrene thickness, E  the sample thermal 

effusivity, iE  the Polystyrene thermal effusivity. 

The system leads to: 

  0

i

i

(p)
p

DD

B B


 



 

 

(3) 

The principle of the method is to estimate the value 

of the thermal effusivity E  and the thermal 

conductivity   of the sample that minimize the sum 
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of the quadratic error 

   
2N

exp i mod i

1

T t T t    between the 

experimental curve and the theoretical curve 

calculated with relation (3). The inverse Laplace 

transformation is performed using the De Hoog 

algorithm [17].  

 

RESULTS AND DISCUSSION 

Physical properties 
 

The Atterberg limits of the clay and the laterite are 

reported in  

Table 2. The plasticity index shows that the clay is 

moderately plastic [18] and the laterite is weakly 

plastic. 

Table 2 

Atterberg limits of the raw materials. 
 

Atterberg limits                                          Clay                                               Laterite 

Liquidity limit, WL (%)                              77.62                                                33.07 

Plasticity limit, WP (%)                               22.51                                                16.02 

Plasticity index PI (%)                                55.11                                                 17.05 

 

 
The absolute density of raw materials is 

respectively 2381 kg/m3 for clay and 2564 kg/m3 for 

laterite. The two materials have densities of the same 

order of magnitude. 

 The linear shrinkage is an important parameter for 

bricks manufacturers. In order to obtain the brick 

desired geometry after the drying process, we study 

the total linear shrinkage. The result of linear 

shrinkage is presented in Figure 4. These results 

show that the highest shrinkage is obtained for clay 

brick with 0 % of laterite and the lowest shrinkage is 

obtained for clay brick with 30 % of laterite. 
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Figure 4 

Variation of linear shrinkage by percentage of 

laterite. 

 

Mechanical properties 
 

To ensure the engineering quality of a material, 

especially for building construction use, mechanical 

testing is the essential criteria. The compressive 

strength is the mechanical property measured. 

The Figure 5 presents the results of the compressive 

strength of unfired and fired clay bricks. The results 

show that clay brick with 30 % of laterite has the 

greatest compressive strength in both cases. The 

highest values of 4.98 MPa and 22.93 MPa are 

obtained respectively for unfired and fired clay 

bricks with 30 % of laterite. The firing allowed to 

increase the compressive strength by a factor of 

about 4. 

 

 

0

5

10

15

20

25

10 20 30 40 50

C
o
m

p
re

ss
iv

e
 s

tr
e
n
g
th

 (
M

P
a
) 

 

Laterite (%)

Unfired clay bricks

Fired clay bricks

 
Figure 5 

Variation of the compressive strength of unfired and 

fired clay bricks versus percentage of laterite. 

 

Thermal properties 

 Figure 6 presents the results of the thermal 

conductivity of unfired and fired clay bricks. The 

results show that the variation of thermal 

conductivity with laterite Percentage has the same 

shape for unfired and fired clay bricks. The thermal 

conductivity curves present a minimum of 0.64 

W/m.K and 0.34 W/m.K respectively for unfired 

and fired clay brick when percentage of laterite is 

about 30 %. The firing decreases the thermal 

conductivity by a factor about 2.  
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Figure 6 

Variation of the thermal conductivity of unfired and 

fired clay bricks versus percentage of laterite. 

 

 Figure 7 presents the results of the thermal 

effusivity of unfired and fired clay bricks. The results 

show that the variation of thermal effusivity with 

laterite Percentage has the same shape for unfired 

and fired clay bricks. The thermal effusivity curves 

present a minimum of 1280 J.K-1.m-2.s-1/2 and 804 

J.K-1.m-2.s-1/2 respectively for unfired and fired clay 

brick when percentage of laterite is about 30 %. The 

firing decreases the thermal effusivity of clay 

material. 
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Figure 7 

Variation of the thermal effusivity of unfired and 

fired clay bricks versus percentage of laterite. 
 

CONCLUSIONS 
 

The aim of this work is to determine the 

thermophysical and mechanical properties of unfired 

clay bricks and fired clay bricks made from a mixture 

of clay and laterite. In the light of this experimental 

investigation, the following conclusions can be 

drawn: 

 The unfired clay brick with 30 % of laterite 

presents the lowest shrinkage after drying. 

 The unfired and fired clay bricks with 30 % 

of laterite present the optimum of 

compression strength. 

 The firing increases the compressive strength 

by a factor about 4. 

 The unfired and fired clay bricks with 30 % 

of laterite present the lowest thermal 

conductivity and the lowest effusivity. 

 The firing decreases the thermal conductivity 

by a factor about 2. 

 Our experiments demonstrate that for use as 

building material, clay brick with 30 % of 

laterite is the optimal mixture both for 

unfired and fired bricks. 
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ABSTRACT  
The aim of this study is to quantify the effect of incorporating steel fibers in the 

cement matrix on the abrasion resistance of concrete and high strength concrete. 

For this purpose four mixtures were used for each type, a concrete without fibers 

serving as a control concrete, and a metal fiber-reinforced concrete with metallic 

fibers three assays measured at 0.5, 1 and 1.5% of the concrete volume.  The 

experimental study was conducted on samples having substantially the same 

weight, with one abrasive filler, thereby obtaining the weight decrease in the effect 

of abrasion of each sample for different percentages of fiber versus time (2, 4, 6 

and 8 hours). The results show a remarkable improvement in the abrasion 

resistance when the dosage of fibers increases. The abrasion resistance of concrete 

is highly dependent on its resistance to compression, and can be expressed by a 

simple linear relationship for all concretes described in this study.  

KEYWORDS 

Abrasion resistance; High-strength concrete; Steel fibers. 

 

INTRODUCTION  
The concrete remains a modern 

material, but its low tensile strength, 

fragility and its ability to micro 

cracking that it must be reinforced in 

the majority of applications. 

Reinforcing metal fiber main objective 

is to improve the behavior of concrete 

to delay, limit or prevent brittle 

fracture [1]. The use of fibers has a 

long history going back at least 3500 

years. In more recent times, different 

types of fibers such as asbestos, 

cellulose, steel, polypropylene and 

glass have been used to reinforce 

cement products [1, 2]. Introduction of 

fibers in concrete can help to improve 

the plastic cracking characteristics, the 

tensile or flexural strength,  the impact 

strength and toughness and to control 

cracking and the mode of failure by 

means of postcracking ductility and to 

improve durability [3, 4]. 
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Improving the strength of concrete 

reinforced with metallic fibers allows 

to not only improve the behavior in 

bending and tension, also the 

compression resistance of concrete [5]. 

Compressive strength of concrete 

recognized as the most important 

mechanical property of structural 

concrete. The relationship between 

concrete composition and compressive 

strength has long been a matter of 

interest for researchers [6]. The factors 

influencing the strength of concrete 

are: the amount and type of cement, 

w/c ratio, aggregate type and grading, 

workability of fresh concrete, mineral 

admixtures used, chemical additives, 

curing condition and time, etc [7]. 

These compressive strength 

parameters is generally reported as the 

most important factor that influences 

the abrasion resistance of concrete [8, 

9]. Atis [10] reported that the increase 

in compressive strength and a decrease 

in porosity resulted in a decrease in the 

abrasion of fly ash concrete. abrasion 

is influenced also in this way. Yazici 

and Inan [11] with high strength 

concretes (HSC) having compressive 

strength between 65 and 85 MPa 

concluded that wear damage of high 

strength concrete can be estimated 

from compressive and splitting tensile 

strength results. Yen et al. [12] 

investigated the abrasion–erosion 

resistance of high-strength concrete 

(HSC) mixtures in which cement was 

partially replaced by four kinds of 

replacements (15%, 20%, 25% and 

30%) of Class F fly ash. They 

concluded that abrasion–erosion 

resistances of fly ash concrete mixtures 

were improved by increasing 

compressive strength and decreasing 

the ratio of water-to-cementitious 

materials. The objective of this study 

was to quantify the effect of the 

presence of metal fibers in the 

concrete on the mechanical behavior 

of the latter including resistance to 

compression and abrasion. 

EXPERIMENTAL STUDY 

 

Materials and mix proportions: 
The materials used in this research 

include cement CEM II 42.5A and its 

properties are presented in Table 1. 

silica fume, a rolled sand from Oued 

Rasse whose fineness modulus Mf = 

2.02, an apparent density of 1.63 and a 

sand equivalent Es = 78 %; This 

allows you to say that the sand is clean 

and that the adhesion properties and 

the plasticity of the clay are not to be 

feared. The gravel used is a crushed 

gravel of the career of Oued Fodda to 

the region of Chlef (Algeria), and that 

is usually used in the current concrete. 

Impurities are the order of 1.2% and a 

Los Angeles LA coefficient = 24%. 

The type of silica fume used is an "S 

95 DS" manufactured by the Canadian 

company SKW, marketed by the 

company "SIKA". Its chemical oxide 

composition given in Table 2.  

 

The fibers used are steel fibers 

DRAMIX RC-45/50-BN to a high 

carbon content. They are manufactured 

from drawn wire cold and are 

presented in cylindrical form and 

provided with end hooks. Table 3 

represents the type and the geometrical 

haracteristics of the fibers used. In 

order to check the workability of the 
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concrete and to keep an even 

consistency while inserting the steel 

fibers, it was used superplasticizer, 

high range water reducer, 

manufactured by Algerian Granitex, 

marketed under the name 

«MEDAFLOW 30» Yellowish color, 

density of 1.07 and 30% dry extract. 

The water used in this case is 

supposed potable water from the tap 

and contains none harmful impurity. 

Two types of concrete were prepared, 

a concrete of an average compressive 

strength of 30 MPa S30 with water 

cement ratio W/C= 0,6 and a high 

strength concrete of an average 

compressive strength of 60 MPa of 

strength supposed S60 with W/C= 0,4 

and 8% of silica fume (8% of cement 

mass). All mixtures were prepared 

with constant cement content of 400 

kg/m3, and with volume fractions of 

0.5, 1, and 1.5% fibers (relative to the 

total volume of the concrete). 

 

Table 1 

Composition of the cement used 
Chemical composition (%) 

SiO2 Al2O3 Fe2O3 CaO MgO SO3 K2O Loi 

20.58 4.90 4.70 62.8 0.63 2.28 0.42 1.00 

Mineralogical composition (%) 

C3S C2S C3A C4AF 

41.8 33.3 5.1 10.7 

Composition of cement (%) 

Clinker Limestone  Gypsum  

86.5 10 3.5 

 

Sample preparation and testing 

procedure: In order to determine the 

effect of steel fibers on compression 

strength and abrasion resistance, cube 

specimens with dimension of 100 mm 

were prepared. Mixing was carried out 

using a mixer whose total mixing time 

is 3 minutes; to ensure homogeneous 

distribution of the fibers during mixing 

of the mixture, they are introduced at 

the end, after the water and 

superplasticizer were added. 
 

Table 2 

Technical data from the silica fume 

 
 

Table 3 

Characteristics of metallic fibers 

Form  
 

Length 

(mm) 

Diameter 

(mm) 

Slenderness  

Ratio (l/d) 

Tensile 

strength 

(MPa) 

Nb of fiber 

per kg 

50 1.05 48 1000 2800 

 

The abrasion test is passed on micro 

Duval device where each 

compartment, a test sample is prepared 

which is composed of: 1 concrete 

cube, 1kg of small spherical balls of 

stainless steel (D = 10 ± 0.5 mm), sand 

500g and 2 liter of water. The test 

begins by performing machine 12,000 

rotations (for 2 hours) at a constant 

speed of 100 ± 5 revolutions / min. Is 

thus obtained the weight decrease as a 

result of abrasion of each specimen for 

different percentages of fibers as a 

function of time such as 2, 4, 6, 8 

hours.  
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RESULTS AND DISCUSSION 

Compression strength: The 

compressive strength of the mixtures 

with 0.4 w/c ratio varied between 50 

and 66.1 MPa, the concrete with 1.5% 

of fibers, possessing the highest value 

(Fig. 1).  

 
Figure 1 

Compressive strength results of 

concrete mixtures at 28 days. 

 

The mixtures with 0.60 w/c ratio had 

compressive strengths between 27 and 

36.2 MPa, the concrete with 1.5% of 

fibers, again, possessing the highest 

value. The addition of steel fiber 

resulted in gain of strength, equal 10.4, 

23.6, and 32.2% for concrete with 0.5, 

1, and 1.5% of volume fiber 

respectively for concretes with w/c 

ratio of 0.4. Moreover gain of strength 

equal 12.3, 23.8, and 35% for concrete 

with 0.5, 1, and 1.5% of volume fiber 

respectively for concretes with w/c 

ratio of 0.6 (Fig. 2). This result is 

compliance with the results found by 

Song and Hwang [13] found that 

theuse of steel fiber at 1.5% volume 

fraction, resulted in a 15.3% 

improvement in compressive strength 

of high strength concrete.  

On the other side, Altun et al. [14] 

reported that the use of steel fiber 

caused a slight decrease in the 

compressive strength of normal 

strength concretes. Sun and Xu [15] 

reported that the use of polypropylene 

fiber at 0.9 kg/m3 improved concrete’s 

compressive strength about 7% and 

that 1.35 kg/m3 fiber addition 

adversely affected the strength and 

caused a 6% decrease when compared 

to the reference. Nihat Kabay [16] 

reported that the addition of basalt 

fiber BF resulted in decrease in 

compressive strength. Although 

doubling the fiber length contributed 

to compressive strength, the achieved 

strengths were below the references. 

 

 
Figure 2 

Compressive strength versus fiber 

content (%)   

 

Abrasion resistance: The variation 

of abrasive wear values versus time 

per hours of concretes shown in 

Figures 3 and 5. It can be clearly  

noticed from this result that concrete 

mixtures having higher compressive 

strength, in general, possessed lower 

abrasion values. It can be seen that the 

abrasion resistance of concretes 

containing steel fibers is significantly 

improved for any type of concrete 

used. As the dosage fiber content 

increases, the weight loss due to 
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abrasion decreases. The abrasion by 

the abrasive filler was very aggressive 

in the beginning, only the skin of 

concrete has deteriorated, but as soon 

as abrasion reached the coarse 

aggregate, a slowing down of the 

weight loss of concrete is felt.  

 

 
Figure 3 

Abrasive resistance versus time of 

concretes with average compressive 

strength 60 MPa. 

 

 
Figure 4 

Abrasive resistance versus fiber 

content for 60 MPa compressive 

strength.  

 

The difference in the loss due to 

abrasion can be visibly seen by the 

shape of the specimens after the test. It 

is interesting to note that the fibers do 

not only reduce the abrasion, but they 

also improve the consistency of the 

matrix. This improvement increases 

with time. So the use of higher fiber 

content provided decreases in abrasive 

wear values when compared to the 

reference concretes (Figs. 4, 6). 

This result is similar to that found by 

other studies [17], where the 

incorporation of 0.5 and 1% fiber 

reduces abrasion of 2 and 9%, 

respectively; on samples subjected to a 

rotation of 2000 rpm the unit to Los 

Angeles. The contribution of 

polypropylene and steel fibers on 

abrasion have also been reported [15, 

18]. 

 

 
Figure 5 

Abrasive resistance versus time of 

concretes with average compressive 

strength 30 MPa. 
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Figure 6 

Abrasive resistance versus fiber 

content for 30 MPa compressive 

strength. 

CONCLUSIONS 
This study aims to quantify the effect 

of adding metal fibers on mechanical 

properties of concrete, in particular the 

compressive strength, and abrasion 

resistance. 

We can conclude that: 

 The compressive strength at 28 

days evolves according to the dosage 

of used fibers. The gain depends on 

the concentration and the geometry of 

the fibers. 

 The fibers reduce the abrasive 

effect and improve the consistency of 

the matrix.  

 The abrasion resistance of the 

concrete is highly dependent on its 

resistance to compression for all types 

of concretes mentioned in this study. 
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ABSTRACT  
Experience from past earthquakes all over the world showed that the road network could undergo heavy 

damages. To prevent these damages, vulnerability studies must be carried out.  

The purpose of this study is to develop a seismic vulnerability assessment method for roads. The methodology 

is based on the determination of a numerical indicator called Vulnerability Index (VI). To achieve this, the 

main parameters that influence the seismic behaviour of roads are identified on the basis of the worldwide 

seismic feedback experience and data from past Algeria earthquakes. Furthermore, the Analytical Hierarchy 

Process (AHP) is used to quantify the identified parameters and to define an analytical expression of the ‘VI’. 

A classification of the seismic vulnerability of road sections is proposed, according to the obtained 

Vulnerability Index (VI) value.   

To exhibit the efficiency of the developed method, several road sections are studied and the obtained results 

are in good adequacy with in-situ observations). Moreover, in order to assess the seismic vulnerability of an 

urban city road network, the developed model is combined to a GIS (Geographical Information system) to 

perform several earthquake scenarios and the results of Tipaza city are presented. 

NOMENCLATURE 
Cijkl : Score of category 

LP : liquefaction Potential 

MMI: Mercalli Modified Intensity 

RSVI : Road Seismic Vulnerability Index program 

VI : Vulnerability Index 

VR : Vulnerability Range 

Wi : weighting coefficient of structural or hazard 

parameters,  

Wij :  weighting coefficient of items,  

Wijk : weighting coefficient of factors 

 

INTRODUCTION  
Among lifelines, road network play an important role 

in the daily life. It assures services such as 

transportation and socio-economic exchanges. 

Moreover, during major disasters such as 

earthquakes, it allows emergency response, repair 

operations and recovery activities. Nevertheless, the 

road network may as well as other structures suffer 

heavy damages due to seismic event. As a result, 

these damages induce delay in the rescue operations 

and extensive socio-economic losses.  

In order to reduce road seismic vulnerability, several 

studies have been carried out [1-5]. Methods for 

performing seismic scenario have been developed 

taking into consideration road networks [6-11].  

Among vulnerability assessment methods, the 

vulnerability index method is used for different 

lifelines  [12]. It consists in determining a value 

resulting from an analytical expression that contains 

several parameters.  These parameters are either 

qualitative or quantitative which differentially affect 

the system vulnerability. Furthermore, the 

expression of the VI generally contains weighting 

coefficients. These weights may be calculated by 

applying MCDM (Multi Criterion Decision Making) 

methods. These ones allow to take into account 

many parameters with different nature and unequal 

importance [13]. 

Among the MCDM methods, the Analytical 

Hierarchy Process (AHP) is commonly used. It  was 

developed by Saaty  [14] and is used in different 

fields. Recently, many researchers have applied this 

method to assess seismic vulnerability of tunnels 

[15], bridges [16], roads [17, 18], buildings [19], 

buildings construction site  [20], lifelines [21] and 

urban areas [22] . 

In this study, the vulnerability index method is  

applied to assess the seismic vulnerability of roads. 

Based on feedback from past earthquakes over the 

world [23-28]  , and Algerian observations from Ain 

Temouchent and Zemmouri earthquakes [29, 30], 
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most important parameters that have an influence on 

seismic behaviour of road network are identified. 

Moreover, to take into account their relative 

importance, the AHP method is used to derive 

weighting coefficient for each identified parameter.  

 

BACKGROUND OF THE PROPOSED 

METHOD 
The developed method is based on the following 

main stages. 
 

Stage 1. Identification of the vulnerability 

parameters: Roads vulnerability depends on their 

geometric and structural characteristics as well as 

geotechnical and seismic proprieties of the location 

site. Factors that affect the seismic behaviour of the 

road are defined on the basis of seismic experience of 

past earthquakes all over the world and in Algeria, so 

two types of parameters are identified : Structural 

and Seismic ones. These parameters are divided into 

items. In turn, the identified items are divided into 

factors and factors are subdivided in categories, as 

given in (Table 1). 

 

Stage 2. Quantification of identified 

parameters: Using the AHP method, a hierarchical 

structure is built in order to model the problem. The 

hierarchical structure is established through the 

defined parameters and their characteristics.  

Then, pairwise comparisons are performed and the 

validated weighting coefficients are determined for 

each parameter, item and factor (Table 2). 

 

The VR1 range associated to the green colour 

classifies the road section as safe; it suffers a little or 

no damages. No requirement to any repairs is 

necessary.   

The VR2 range associated to the orange colour 

classifies the road section as moderately resistant; it 

suffers moderate damages. Some components need 

retrofitting operations. 

The VR3 range associated to the red colour classifies 

the road section as weak with low resistant; it suffers 

heavy damages. Many components need retrofitting 

or rebuilding operations.  

 

 

 

 

 

Table 1 

Identified Parameters 

 

Parameter Item Factor Category 

Structural 

 

Pavement 
 

Number   of 
lanes 

> 2 lanes 

≤ 2 lanes 

Pavement 
Type 

Paved 

Unpaved 

Embankment 
 

Height 

H ≤ 2m 

2m < H ≤ 5m 

5m < H ≤ 8m 

H > 8m 

Compaction 
quality 

Compliant with 
standards 

Compliant with 
technical 

provisions 

Other 

Slope 

< 2/3 

= 2/3 

> 2/3 

Ground   
conditions 

 

Ground type 

Rock 

Hard soil 

Soft soil 

Very soft soil 

Landslide 
potential 

Low 

Medium 

High 

Maintenance 
conditions 

 

Pavement 
conditions 

High 

Medium 

Low 

Slope   
protection 
measures 

Compliant with 
standards 

Compliant with 
technical   

provisions 

Without any    
protections 

Hazard 

Seismic    
intensity 

 
- 

MMI < VIII 

VIII≤MMI<IX 

IX ≤ MMI < X 

X ≤ MMI < XI  

XI ≤ MMI 

Liquefaction 
potential 

 
- 

LP = 0 

0  < LP ≤ 5 

5 < LP ≤ 15 

15 < LP 

Intersection 
with fault 

- 
No intersection 

Intersection 
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Table 2  

Weighting coefficients 

 
Parameter 

Weight 
Item 

Weight 
Factor 
Weight 

Structural 

0.250 

Pavement 
0.108 

Number of lanes 
0.667 

Pavement Type 
0.333 

Embankment 
0.283 

Height 
0.648 

Compaction 
Quality 
0.122 

Slope 
0.230 

Ground 
conditions 

0.561 

Ground type 
0.200 

Landslides 
potential 

0.800 

Maintenance 
conditions 

0.048 

Pavement 
conditions 

0.667 

Slope 
protection 
measures 

0.333 

Hazard 
0.750 

Seismic    
intensity 

0.633 
- 

Liquefaction 
Potential 

0.106 
- 

Intersection 
with fault 

0.261 
- 

 

Stage 3 - Definition of the vulnerability index 

‘VI’: The vulnerability index (VI) expression is 

developed as follows:  

 

CW ijkl

or

k
ijk

or

j
W ij

i
W iVI .

32

1

43

1

2

1













     (1)  

With:   

Wi the weighting coefficient of structural or hazard 

parameters,  

Wij the weighting coefficient of items,  

Wijk the weighting coefficient of factors, where 

Wijk=1 if i=2   

and Cijkl the score of category, where l = 2 or 3 or 4 

or 5. 

 

 

Stage 4 - Proposal of a vulnerability 

classification of road: According to the value 

obtained for the vulnerability index, three 

vulnerability ranges VR1, VR2 and VR3 are 

proposed (Table 3): 

 

Table 3  

Vulnerability index ranges 

Range VR1 VR2 VR3 

VI value 10 – 20 20 – 35 35 – 50 

Assigned 

color 
Green Orange Red 

 

DEVELOPED PROGRAM  
A program under Matlab software is developed in 

order to compute the vulnerability index. This 

program is called RSVI ‘Road Seismic Vulnerability 

Index’. The flow chart of this program is given in 

Figure 1.  
 

 
 

Figure 1 

Flow Chart of the RSVI program 

APPLICATIONS  

To show the efficiency and to validate the developed 

model, using the RSVI program, several road 

sections have been studied. Furthermore, this model 

can be used to achieve seismic scenarios in order to 

predict the behaviour of roads under seismic event.  

 

Post-earthquake assessment: Several road 

sections have been treated and two case studies are 

presented in this paper.  

Case Study 1: It is about a road in Ain Temouchent a 

town located in West of Algiers (about 360 km). It is 

a section of the national road (RN35) located in Ain 
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Temouchent at the kilometer marker 19+500. This 

road section crosses a soft soil and includes a high 

embankment (H=7m).  

Using the RSVI program, the obtained vulnerability 

index (VI) is equal 13.58. This value is included in 

range VR1, hence the road section is classified green. 

On 22 December 1999, the North of Algeria was 

struck by a shallow earthquake, namely Ain 

Temouchent earthquake [31].  Its Mercalli Modified 

Intensity was VII  and caused considerable damages 

to Ain Temouchent and its suburb [29].   

The results of this study are in a good adequacy with 

in-situ observations. In fact, this road section did not 

suffer any damages after the quake [29]. 

    

Case Study 2: The studied road is situated nearby the 

town of Boumerdes in East Algiers (about 70 km). It 

is related to a section of the national road (RN68) 

located in the suburb of  Boumerdes. This road 

section crosses a liquefiable silts and sand and 

includes a low embankment (H=4m). 

Using the RSVI program, the obtained vulnerability 

index (VI) is equal 28.99. This value is included in 

range VR2, hence the road section is classified 

orange.  

The seismic vulnerability of this section road is 

mainly due to the liquefaction phenomenon in the 

area.  

On 21 May 2003 Boumerdes earthquake struck  

Zemmouri region in the north of Algeria (MMI=X). It 

damaged many structures, bridges and roads through 

the town and the region nearby [32].   

The result of this study is in a good adequacy with in-

situ observations. In fact, this road section needed 

recovery operations after the quake [30].  

 

Seismic scenarios: The road network of Tipaza city 

has been chosen to be investigated. This town is 

located in the North of Algeria. This region 

experienced some moderate to strong earthquakes 

and is well-known for  its active faults [33] . 

In order to assess the seismic vulnerability of the 

main road network of Tipaza, several earthquake 

scenarios were performed. The road network about 

9518 meters was decomposed into 73 road sections 

according to their features. Then, using the RSVI 

program, a VI was obtained for each road section. 

Using a GIS, a vulnerability map of the road network 

was carried out for each seismic scenario.  

Hereafter, the results of two performed seismic 

scenarios are presented. 

 

Seismic scenario 1: It corresponds to a seismic 

intensity MMI=VIII. As it can be noticed in figure 

2, the 73 road sections are classified in VR1 (green 

class). Accordingly, the whole of the road network 

has a low seismic vulnerability. These results are in 

a good adequacy with in-situ observations after the 

Chenoua Earthquake of 1989, the road network of 

the city had undergone no damages [34].  

 

 
 

Figure 2 

Vulnerability Map of the road network 

 (Seismic scenario 1)  

 

Seismic scenario 2: It is for seismic intensity 

MMI=IX. As it can be seen in figure 3, all the road 

sections are classified in VR2 (orange class). 

Accordingly, the whole of the road network has a 

moderate seismic vulnerability. This is due to the 

features of the road network: location on hard soil, 

no high embankments, no landslides, no 

liquefaction phenomenon and the latest retrofitting 

in 2009 was compliant with the standards.  

 

 
 

Figure 3 

Vulnerability Map of the road network 

 (Seismic scenario 2)  
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CONCLUSION 
From this study, it can be drawn that a seismic 

vulnerability classification for roads is developed on 

the basis of a defined Vulnerability Index (VI). Its 

efficiency is established in several studies. This 

method allows defining the prioritization of the 

retrofitting operations during an earthquake to 

safeguard the functionality of the road network.  

The developed model is also used to perform seismic 

scenario that is very useful to highlight which 

seismic event could seriously damage a given road. 

Moreover, the outcomes of this pre-earthquake 

assessment enable to propose recommendations or 

actions to improve weak features of studied roads in 

order to ensure their performance against future 

earthquakes.  Additionally, this tool is very useful for 

emergency management and urban planning.  
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ABSTRACT 
In this paper, an analytic study is presented to investigate the effect of crack length on the single lap shear 

joint under tensile load and analyze the distribution of the adhesive shear stress. A parametric study was 

conducted according to the change of the dimensions, of the position of the pre crack in order to evaluate 

the shear stress along the bonded joint, A finite element analysis was proposed for the validation of our 

analytic model and also for determining the stress concentration points of the pre-crack and the two edges 

of the bonded assembly, the results in this paper show good agreement between analytic study and FEA 

model for shear stress at both free edges of adhesive, but less satisfactory agreement at the interface of 

adhesive. 

Keywords Composite, shear stress, bonded assembly, crack, adhesive, carbon fiber, structure.

NOMENCLATURE 
 

𝑀1 Bending moment at x1 position  

𝑃 Applied load 

𝑤1 Lap shear joint deflection at x1 position 

𝑅𝐴 Crack tip A reaction 

𝑀𝐴 Bending moment at crack tip A  

𝑀0 Bending moment at x0 position 

𝛼𝑛 Eccentricity ratio 

𝑙𝐴 Overlap length of single lap shear joint 

𝑙𝐵 Free lap length of single lap shear joint 

𝑤0 Lap shear joint deflection at x0 position 

ℎ1 Upper  adherend thickness (strap) 

ℎ2 Lower adherend thickness (lap) 

    t1 Adhesive thickness 

    c Overlap length of single lap shear joint 

   Δ Undimensional quantity 

𝜂 Thickness ratio of h1, h2  

𝛴 Young modulus ration of adherends  

𝑅̂𝐴 Undimensional reaction force 

𝑀̂𝐴 Undimensional bending moment 

𝑄1 Shear force at x1 position  

𝑄2 Shear force at x2 position  

   D0 Adherend bending stiffness 

   D1 Adherend bending stiffness 

   E1 Young modulus of adherend 

   ν12 Poisson ratio max 

   ν21 Poisson ratio min 

   𝐷1𝐿 Lap adherend bending stiffness at left hand 

side 

  𝐷2𝐿 Lap adherend bending stiffness at right hand 

side 

   𝐷𝑈 Strap adherend bending stiffness 

   𝜏𝑥𝑦 Adhesive shear stress 

    xA Half crack length at crack tip A 

 

INTRODUCTION  
The adhesive e bonding has many advantages 

over traditional techniques such as riveting or 

welding. First it is very fast to implement, 

especially since its application is often 

automated.  

It fits together when you have different materials, 

fragile or thin. The blend between materials 

which is continuous to produce a uniform effort 

to avoid stress concentrations. This results in 

higher mechanical strength than that produced by 

riveting. It does not require significant local 

heating, as for welding, and so does not alter the 

properties of materials to be assembled. Weight 

gain is important; adhesives absorb some 

vibration and provide both thermal insulation, 

acoustic and electric. However, the bonding is a 

technique for assembling complex surface 

preparation must be meticulous. Many models 

for adhesive bonded joints were developing using 

single lap joint geometries. This configuration 

has been adopted by the American Society of 

Testing Materials as a standard mechanical test 

for the determination of distribution shear stress. 

Goland and Reissner [1] were the first to include 

the effect of the eccentric load path by applying 

moments at the edges of the joint. Erdogan F and 

Ratwani M [2] Single lap joint configurations 

have been studies for about sixty years and 

numerous analytic and numerical models have 

been developed. Hart-Smith L.J [3] provided a 

considerable amount of work on glued joints in a 

single layer, double overlap, stepped and 

mailto:kadritahar59@hotmail.fr
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chamfered. Analytic solutions have incorporated 

thermal effects and the effects of imbalance 

rigidity. In addition, he is interested in the non-

linear behavior of the adhesive, where he 

developed an approach to perfect elastic-plastic. 

The analysis method has been developed to 

investigate the size of crack in adherents near 

overlap ends on failure behavior of adhesive 

single lap joint by Tong L [4, 6]. 

Numerical methods can be used to analyze 

models with arbitrary geometries and load 

conditions; the two dimensional finite element 

analyses of adhesive bonded joints was adopted 

by many searcher Tong L and Steven GP [5] The 

problem to study here is the existence of a crack 

length that significantly redistributes the stresses 

in the adhesive layer and thus changes the 

stresses resultants in both adherends The 

objective of this work is to study the effect of 

crack length on the stress distributions in 

adhesive layer by introducing a corrector factor 

with combination of Goland and Reissner study 

and Tong L analysis.  

 

ANALYSIS AND MODELLING 

 

An analytic model was proposed to calculate the 

forces and moments resulting in different 

sections of the specimen, including the cracked 

zone and interface. The solution procedure 

involves a comprehensive analysis of the joint. 

Figure.1 shows the joint with an imposed crack 

in the adherend. A concentrated load P is applied 

to the center line of each edge. Crack length c is 

imposed on the surface of the adhesive at 

distance t1. The thickness of the substrate is 

equal to h, while the thickness of the adhesive is 

η. Two coordinate systems are involved; the first 

is located at the free edge (x0, z (w0)) and the 

other is located to the middle of the adhesive 

layer (x1, z (w1)). The crack is bounded on both 

sides left and right by two sections A and B. the 

crack has a crack tip at section A inside the 

overlap and a crack tip at section B outside the 

joint. As shown in figure.1, the crack has a length 

of xA + xB, where xA is the length of the crack 

part inside the overlap and xB is the length of the 

crack part outside the overlap. 

 

 
Figure.1: A single lap shear joint under tensile 

load. 

  

Pre-cracked bonded assembly under tensile load 

 

Single lap shear joint 

 

Following the approach of Goland and Reissner 

[1], can be fixed equal to M0 and M1 bending 

moment at the position x0 and x1 by each unit of 

width, 

 

for        0 ≤ 𝑥1 ≤ 𝑙𝐴 

 𝑀1 = 𝑃 (𝛼𝑛𝑥𝑛 − 𝑤1 +
𝑅𝐴

𝑃
𝑥1 +

𝑀𝐴

𝑃
)      [1]   

                                      

for        0 ≤ 𝑥0 ≤ 𝑙𝐵 

 
 M0 = P [αn(x0 + lA) − w0 − (

h1

2
+ h2 − Δh1) +

RA

P
(x0 + lA) +

MA

P
]        [2]                        

 

Similar to the thin plate’s cylindrical bending 

theory, the differential equations for the cross 

section, w1 and w0 are given by: 

         
d2w1

dx1
2 = −

M1

D1
= −

P

D1
(αnx1 − w1 +

RA

P
x1 +

MA

P
)                            

 

                                                                      (3)                           

And 

 
𝑑2𝑤0

𝑑𝑥0
2 = −

𝑀0

𝐷0
−

𝑃

𝐷0
[𝛼𝑛(𝑥0+𝑙𝐴

) − 𝑤0 −

(
ℎ1

2
+ ℎ2 − 𝛥ℎ1) +

𝑅𝐴

𝑃
(𝑥0 + 𝑙𝐴) +

𝑀𝐴

𝑃
] (4)                                                                 

   

  𝐷0 =
𝑄11ℎ3

12
   ;  𝐷1 =

2𝑄11ℎ3

3
    ;    𝑄11 =

𝐸1

1−𝜈12𝜈21
 

 

D0 and D1 are the adherents bending stiffness. 

Solving differential equations (3) and (4), we get: 

 
w1

L
= A1cosh(λ1x1) + B1sinh(λ1x1) +

(αn + R̂A)
x1

L
+ M̂A               (5)                                                                          
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w0

L
= A0cosh(λ0x0) + B0sinh(λ0x0) +

[(αn + R̂A)
(x0+lA)

L
− αn + M̂A]       (6)                                      

 

The global bending moments MA and MB 

obtained as follow: 

At crack tip A  𝑥1 = 𝑥𝐴 
 

𝑀𝐴 =
𝑃. 𝑡. 𝑐𝑜𝑠ℎ(𝜆1. 𝑥𝐴)

2
. (−1

+  𝑘 (1

+
(𝜇1. 𝑡𝑎𝑛ℎ(𝜆1. 𝑥𝐴))

(𝜇2. 𝑡𝑎𝑛ℎ(𝜆0. 𝑙))
) ) 

                                                                         (7) 

 

At crack tip B   𝑥0 = 𝑥𝐵 

 

𝑀𝐵 =
𝑘.𝑃.𝑡.𝑠𝑖𝑛ℎ𝜆0(𝑙−𝑥𝐵)

2.𝑠𝑖𝑛ℎ(𝜆0.𝑙)
                           (8) 

 

Adhesive shear stress analysis 

 

Bending moment factor according Goland and 

Reissner  

In this case, the bending moment and shear force 

are not collinear. If the imposed load P is rather 

weak, the rotation in the overlap region is 

negligible; the bending moment at the edge is 

expressed by: 

                            

                        𝑀0 =
𝑃𝑡

2
                                    (9) 

 

When the load is increased, the rotation in the 

overlap region is quite important.  This rotation 

is transmitted to the edges of the bonded 

assembly. It is in this case that Goland and 

Reissner introduce the correction factor k; hence 

the bending moment at the edges of the bonded 

assembly is expressed again by: 

 

                       𝑀0 = 𝑘
𝑃𝑡

2
                                (10) 

 

The factor k in expression (10) is always smaller 

than 1. 

 

 

 
Figure. 3: Bending moment in a deformed and 

undeformed joint under tensile load. 

 

Because of the change in stiffness along the 

bonded assembly, Goland and Reissner divide 

their analysis into the joint in three plates: the 

two members and the overlap region (Figure 3). 

Equality between two expressions (9) and (10) 

we can write: 

 

M0 = D. [
d2w

dx2 ]
 at edge

= k
Pt

2
=

1

1+2√2tanh
λc

2√2

Pt

2
                           (11)   

With k, the correction factor of Goland and 

Reissner bending moment by:  

 

       𝑘 =
1

1+2√2𝑡𝑎𝑛ℎ
𝜆𝑐

2√2

                                     

(12) 

Where    

𝜆 = √12(1 − 𝜐2)
√𝑃/𝑡𝐸

𝑡
= √

𝑃

𝐷
                       

(13) 

E, t,  are adherend properties and c is half the 

overlap length. 

 

The derivation of these equations is based on the 

following assumptions: 

-the joint is symmetrical (identical adherends), 

-joint width is large compared to the adherend 

thickness, 

-adhesive thickness is neglected, 

-the angle α of the line of action is negligible in 

calculation of the edge tension  

 

The shearing force Q at the edge of the joint, 

takes the form as follow: 

 

                     

 𝑄 = −𝐷 [
𝑑3𝑤

𝑑𝑥3 ]
au bord

= 𝑘
𝑃𝑡

2
√

𝑃

𝐷
                (14)  

                  
 

The shearing force in the overlap zone is 

determined by the equilibrium of the relative 

moment (Figure 4): 
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Figure. 4: The adhesive joint cross section. 

 

Qequilirum =
(t+d)P-2M0

2c
                               (15) 

             

The shear stress is given by the ratio between the 

shear force and the cross-section. By solving the 

differential equation of second order, Goland and 

Reissner led to the general expression for the 

shear stress.  

 

𝜏(𝑚) = [
𝛽. 𝑐

𝑡
. (1 + 3. 𝑘).

𝑐𝑜𝑠h [𝑐.
𝛽
𝑡

. 𝑚]

𝑠𝑖𝑛h [
𝛽. 𝑐

𝑡
]

+ 3. (1

− 𝑘)] . 𝑝.
𝑡

𝛽. 𝑐
 

                                                                    (16) 

𝛽 = √8.
𝐺𝑎. 𝑡

𝐸. 𝑑
 

Combination between study of Liyong Tong and 

approach of Goland and Reissner 

 

According to L.Tong [4], it is possible to express 

the bending moment MA in the presence of the 

crack with expression (7), but the existence of a 

crack length that significantly redistributes the 

stresses in the adhesive layer and thus changes 

the stresses resultants in both adherends. 

 

RESULTS AND DISCUSSION 

 

Lot of work has been done to understand and 

predict failure behavior of adhesive bonded 

single lap joints, based on many search in this 

case there are two important studies as follow: 

Failure load increase by increasing the crack 

length results predicted by L.Tong [4]. 

k factor decrease by increasing the applied load 

results predicted by Goland and Reissner [1] and 

Hart-Smith L.J [3]. 

By both important studies, when crack length 

increase the k factor decrease. 

 

From expression (7), we can extract the factor k: 

      

 k =
(

2.MA
P.t

+cosh(μ2xA))

(1+(
μ1.tanh(μ2.xA)

(μ2.tanh(μ2.l))
))

                                  (17) 

So, for the calculation of the shear stress at the 

adhesive layer in the presence of crack, we can 

use the expression (16) of Goland and Reissner. 

To see the crack length effect on the values of 

shear stresses at the free edge of single lap shear 

joint, we focus only on the crack length xA in the 

expression (17). The shear stress in the adhesive 

layer of single lap shear joint as shown in the 

table. 1. 

 

Table.1: Shear stress at free edge of overlap with 

k factor. 

Half crack length 

xA [mm] 

Factor 

 k 

 Shear stress at 

free edge  

max [MPa] 

0 0.3060 48.7997 

1 0.2718 46.4079 

2 0.2464 44.6336 

3 0.2275 43.3085 

4 0.2134 42.3215 

5 0.2030 41.5962 

 

This theory is based on differential equations for 

the stresses of adhesive:  

 

Mechanical properties of adherends same as 

T300/934 

Young’s modulus E=Mpa 57226  

In plane Poisson ratio      =       0.05 

Out of plane Poisson ratio      =       0.28 

Mechanical properties of FM300K film adhesive 

(nominal bondline thickness 0.16 mm) 

Young modulus Ea=Mpa 2400  

Poisson ratio      =       0.32 

 

Table. 2: Parameters of the geometric adhesive 

bonded. 

 

Geometrical parameters Values Unit 

c : half-length covering 25 mm 

b : width of the joint 25.4 mm 

t : thickness of adherends 1.72 mm 

d : Adhesive thickness 0.16 mm 

 

I Effect of crack length on adhesive shear stress  

 

The shear stress along the bondline (adhesive 

mid-layer) was calculated and plotted against the 

overlap length for lap shear joint models with 

different crack lengths. Figure.5 shows the shear 

stress distribution in adhesive layer. We 

evaluated the shear stress at the edge in terms of 



International Conference On Materials and Energy – ICOME 16 

 

 

Ayad et al; 881 

a gradual increase in crack length of 0-4 mm. 

From this figure, it is obvious that this stress 

decreases as a function of crack length, Because 

the presence of the crack absorbs some of the 

energy dissipated to both edges. The distribution 

of shear stress for different crack length 

xA=2mm and xA=4mm have the same 

distribution as model without crack only 

difference for the maximum shear stress at the 

end of free edge of the overlap part of single lap 

shear joint .    
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Figure. 5: Variation of the shear stress along the 

bonded joint according to the variation in the 

length of the half crack. 

 

Results 

III  Effect of crack position 

 

 
Figure. 6: Variation of the shear stress as a 

function of the crack position xA=2mm. 

 

To evaluate the shear stress along the adhesive 

area, we varied the crack location from 0.215 to 

1.075 mm of the bonded joint (Figure 6). From 

this figure, it is clear that the three curves follow 

the same pace, with the exception of a 

remarkable difference appears on the edge of the 

bonded joint. The presence of the crack generates 

a small perturbation of the stresses in the 

adhesive layer and this perturbation or stress 

concentration decrease or disappears when the 

distance between the crack position and the 

adhesive layer increase. 

 

IV Correlation between analytic and numerical 

results 

 

Figures. 5 and 7 show the effect of half crack 

length on distribution of shear stress in the 

adhesive layer with analytic and FEA model, 

comparing the results we found that the shear 

stresses with different crack length predicted by 

analytic model have the same curve as model 

with no crack and the only difference is the 

maximum shear stresses, but in the FEA model 

the shear stresses with different crack length 

have not the same curve as model without crack 

because the shear stress in the adhesive layer of a 

different crack length is smaller between the 

overlap end and the crack tip and is larger 

between the overlap center and a point slightly 

away from the crack tip.  

A good agreement between analytic and 

numerical results as shown in table.3, maximum 

shear stress (at free edge) of adhesive layer are 

presented with different crack length, when the 

crack length increases from 2 to 10mm, the 

maximum shear stress predicted by FEA and 

analytic model decreases, and there is small 

difference between both model as shown in table. 

3. 

 

Table.3: Maximum shear stress [MPa] 

comparison between analytic and FEA results 

(Applied load: 410.22 N/mm). 

 
Crack 

length 

[mm] 

Analyti

cal 

model 

 

FEA 

model 

 

Absolut

e 

relative 

differen

ce 

K factor 

No crack 74.6336 71.692 3.94% 0.6757 

2mm 69.4567 68.561 1.29% 0.6016 

4mm 65.4372 64.675 1.16% 0.5441 

6mm 62.2691 62.450 0.29% 0.4988 

8mm 59.7458 60.583 1.40% 0.4627 

10mm 57.7237 58.083 0.62% 0.4337 
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CONCLUSIONS 
 

An analytic study was carried out to investigate 

and validated results by FEA (ANSYS) of the 

evolution of stresses in a bonded joint at 

interface and free edge with a crack. The analytic 

model was proposed for the determination of 

bending moment in the cracked zone. The 

balance of this moment has been transferred to 

the interface to calculate the shear stress along 

the adhesive layer of bonded joint. From the 

present results, the following is concluded. 

 

• The presence of a crack has a significant effect 

on the shear stress distribution in adhesive layer. 

• The presence of distant crack has no effect on 

the distribution of shear stresses in the adhesive. 

• The results of the finite element modeling 

(ANSYS) have shown that there is also a second 

peak in the shear stress over the edge. 

• Compared results showed good agreement 

between the maximum shear stress of the cracked 

section calculated by FEA (ANSYS) and those of 

the analytic model at free edge of adhesive layer 

 

This study presented an investigation of the crack 

effect and a mechanic behavior on a composite 

repaired structure, which is very important to 

prepare perfectly a material composite for 

repairing damaged structure. 
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ABSTRACT   
Fiber reinforced polymer (FRP) bars exhibit higher thermal properties in transverse direction with respect to 

concrete. This difference in transverse thermal properties between FRP and concrete may affect transverse 

thermal deformations and consequently cracking thermal loadings producing failure of concrete cover. This 

paper presents a numerical study to investigate the effect of thermal and mechanical properties of FRP bars on 

circumferential thermal deformations of concrete cylinders axially reinforced with FRP bars under temperature 

increase up to 60°C using nonlinear finite element models. For concrete in tension, a stress–strain relationship 

with tension softening is used. Whereas, unidirectional FRP bars is considered linear elastic/brittle. The 

numerical simulation results show significant effects of FRP bars-transverse elasticity modulus on the 

evolution of transverse thermal deformations in concrete cylinders reinforced with FRP bars under the 

temperature increase. 

                                                                                                        

NOMENCLATURE 

QUANTITY  SYMBOL 

Concrete cover thickness; 

Bar diameter; 

Modulus of elasticity of concrete; 

Transverse modulus of elasticity of 

FRP bar; 

Compressive strength of concrete; 

Tensile strength of concrete; 

Radius of concrete cylinder reinforced 

axially reinforced with FRP bar 

Coefficient of thermal expansion of 

concrete; 

Transverse coefficient of thermal 

expansion of FRP bar; 

Transverse Poisson’s ratio of FRP bar;  

Poisson’s ratio of concrete; 

Temperature variation (thermal load); 

Thermal load producing the first 

radial cracks in concrete at FRP 

bar/concrete interface;        

Thermal load producing the splitting 

failure of concrete cover 

c  

db  

Ec  

Etb  

 

fc  

fct 

r2 

 

c    

 

tb        

 

tt 

c 

T   

 Tcr   

 

 

Tsp  

 

INTRODUCTION  
The research in advanced composite material field 

has permitted to use fiber reinforced polymer (FRP) 

in concrete structures as a reinforcement 

substituting steel bars because of their sensibility to 

the corrosion phenomenon. FRP is considered as an 

effective solution to eradicate the corrosion problem 

and reduce the repair cost of concrete structures 

such as bridges and parking garages. However, the 

transverse thermal incompatibility between FRP 

bars and concrete is a major problem in concrete 

structures exposed to high temperatures in hot 

climate regions. Because the coefficient of thermal 

expansion of FRP bars in the transverse direction is 

3 to 5 times greater than that of concrete [1-4]. This 

difference in transverse thermal expansion induces 

circumferential tensile stresses in concrete which 

may cause splitting cracks and eventually the 

spalling of concrete cover. Further studies are 

necessary to determine the minimum concrete cover 

thickness to avoid the failure of concrete cover 

under high temperatures.   Extension research works 

were carried out by Zaidi et al. (2013) [1], 

Masmoudi et al. (2005) [2], and Aiello et al (2001) 

[3] to investigate the thermal effect on FRP bars-
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reinforced concrete structures varying the concrete 

cover thickness and the FRP bar diameter. These 

previous studies did not take into account the effect 

of the transverse elastic modulus of FRP bars. For 

this reason, a numerical investigation was carried out 

on concrete cylinders axially reinforced with FRP 

bars subjected to temperature increase to evaluate the 

influence of FRP transverse elastic modulus on the 

performance of concrete elements reinforced with 

FRP bars. The study proves that the circumferential 

thermal deformations within concrete cover 

surrounding FRP bars are affected by thermo-

mechanical properties of FRP bars in hot regions. 

 

NUMERICAL SIMULATIONS 

 

Main hypothesis: 
Finite element simulations for concrete cylinder 

axially reinforced with FRP bar under high 

temperatures were carried out to investigate the effect 

of thermo-mechanical properties of concrete and FRP 

bars on the behavior of concrete cover. The nonlinear 

behavior was considered for concrete material while 

the linear elastic/brittle behavior was assumed for 

FRP bar. A hypo-elastic model is implemented in the 

finite element ADINA software to simulate the 

concrete behavior. The stress-strain relationship of 

concrete in tension exhibits a linear elastic response 

up to the concrete tensile strength, which is followed 

by a linear descending branch down to the ultimate 

tensile strain. The numerical investigation was 

performed assuming plane stress conditions. Due to 

the geometrical symmetry of the problem and loading 

conditions, only a quarter of the cross section was 

modeled. Both concrete and FRP bars were meshed 

using triangular finite elements with six nodes. A 

perfect bond was assumed for the modeling of the 

interface between FRP bar and concrete.   

Various design parameters effects have been 

considered in the characterization of cracking’s 

initiation from the interface of concrete/bar up to its 

arrival at the outer surface of concrete cover. To 

study the influence of concrete parameters, a 

concrete cover to FRP bar diameter ratio (c/db) 

between 1 and 2.5 was considered. The problem is 

considered to be static whilst the thermal loading ΔT 

was increased steadily by an increment of 5°C, and 

the maximum temperature variation ΔT was 60°C 

(T=80°C since the reference temperature T=20°C). In 

order to study only the concrete confining action 

contribution to sustain tensile stresses, no transverse 

reinforcement was used. The main parameters 

considered in this study were the effects of FRP 

transverse elastic modulus and concrete cover 

thickness on the delay of the concrete cracks 

propagation. 

 

Materials: 
 

FRP bar: 
The main thermoelastic parameters of FRP bar are 

reported in Table 1 wherein the transverse elastic 

modulus (Etb)  is ranged from 4 to 10 GPa, and the 

transverse coefficient of thermal expansion of FRP 

bar (αtb) is equal to 33x10-6 /°C and 58x10-6 /°C. 

Whereas, the transverse Poisson’s ratio of FRP bar 

(tt) is assumed equal to 0.38.  The concrete cover 

thickness surrounding FRP bar is considered to be 

equal 20, 30, and 40 mm as recommended  by the 

canadian code CSA-S6-06 [6]. 

 

Table 1 

 FRP bar Properties used  

 

FRP bar diameter, db  

(mm) 

Etb  

(GPa) 

αtb 

(x10-6/°C) 

13; 16;19; 25   4; 7; 10 33; 58 

 

Concrete: 
Four concrete classes namely C30, C40, C50, and 

C60 were considered. The corresponding 

mechanical properties of the four concrete classes 

were estimated according to the design code CEB-

FIP Model Code [7]. The tensile strength and 

Young’s modulus are reported in Table 2.  

 

Table 2 

Concrete Mechanical Properties used 

 

Concrete class C30 C40 C50 C60 

Compressive strength   

fc (MPa) 
30 40 50 60 

Tensile strength  

 fct (MPa) 
2.9 3.5 4.1 4.6 

Young’s Modulus 

Ec (GPa) 
29 31 33 35 

 

The coefficient of thermal expansion and the 

Poisson’s ratio of concrete have been considered 

equal to αc = 11x10-6/°C and c = 0.17, respectively. 
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RESULTS AND DISCUSSION 

 

Cracks propagation and failure modes: 
Table 3 presents typical critical depths of radial 

cracks lcr, from which the concrete cover is 

completely cracked, versus the ratio of concrete 

cover thickness to FRP bar diameter c/db and 

transverse elasticity modulus of FRP bars Etb for a 

concrete cylinder reinforced with FRP bar of 25 mm 

diameter having a compressive concrete strength fc = 

40 MPa, and a coefficient of thermal expansion 

(CTE) of FRP bars in transverse direction αtb = 

33x10-6/°C. It can be observed that the ratio of 

cracking critical depth to concrete cylinder radius 

(lcr/r2) increases with the increase in the transverse 

elasticity modulus of FRP (Etb), as shown in figure 1 

for c/db = 1.5. While, this ratio lcr/r2 decreases with 

the increase in the ratio c/db, this is due to the 

reduction of the radial pressure exerted by FRP bar 

on concrete cover when the ratio c/db increased. 

Also, it is noted that for a concrete cylinder having 

c/db=1.9 and Etb = 4 GPa, radial cracks do not reach 

the outer surface of concrete cover (that means not 

entirely cracked) under temperature variation up to 

+60 °C. The same remark can be noted for concrete 

cylinders having c/db=2.5 and Etb = 4; 7; and 10 GPa. 

From these numerical simulation results, it can be 

concluded that the splitting failure of concrete cover 

is occurred when the radial cracks reach the cracking 

critical depth lcr = (0.45 - 0.63)r2 depending on the 

ratio c/db. 

 

Table 3 

Critical depth of radial crack lcr through concrete 

cover versus (Concrete class C40; FRP bar N°25; 

αtb=33x10-6/°C) 
 

c/db 
r2* 

(mm) 

Etb  

(GPa) 

lcr 

(mm) 
lcr/ r2 

Average 

lcr/ r2  

1.0 38.10 

4 20 0.52 

0.63 7 25.3 0.66 

10 27 0.71 

1.5 50.80 

4 23.4 0.46 

0.52 7 23.3 0.46 

10 32.7 0.64 

1.9 60.96 

4 - - - 

7 24.8 0.41 
0.45 

10 29.2 0.48 

* r2 : Radius of concrete cylinder reinforced axially with 

FRP bar. 

 

Figure 1 shows the main typical crack patterns 

found in the numerical simulations for a concrete 

cylinder reinforced with FRP bar of 25 mm diameter 

having a ratio c/db=1.5 and various FRP transverse 

elasticity modulus Etb.    

 

 

 

Figure 1 

Typical radial crack patterns through concrete cover 

(C40; FRP N°25; αtb=33x10-6/°C; c/db=1.5) 

 

Figure 2 and Table 4 illustrate thermal loadings Tsp 

producing the splitting failure of concrete cover. The 

whole rupture is produced immediately after that the 

radial crack depth reaches the cracking critical depth 

lcr. It can be seen that thermal loadings Tsp increase 

proportionally with the ratio c/db and the concrete 

strength class. However, these thermal loads 

decrease with the increase in the transverse 

elasticity modulus (Etb) and the transverse 

coefficient of thermal expansion (αtb) of FRP bars. 

From Table 4, it can be suggested that for Saharan 

regions (Arabian Golf, Northern Africa) where the 

climate temperature is about 60°C in summer 

(T=40°C since the reference temperature is about 

20°C), a ratio c/db ≥ 2 with concrete and FRP 

materials having respectively compressive concrete 

strength fc = 40 MPa and FRP transverse coefficient 

of thermal expansion αtb = 33x10-6/°C, is sufficient 

to avoid the failure of concrete cover.  

 

Etb= 4 GPa, ΔT= 55°C 
Etb= 7 GPa, ΔT= 40°C 

Etb=10 GPa, ΔT= 40°C 
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Figure 2 

 Splitting failure of concrete cover for different Etb 

(C40; FRP N°25; αtb=33x10-6/°C; c/db=1.5)  

 

Table 4 

Thermal loadings Tsp (°C) producing the splitting 

failure of concrete cover of reinforced concrete 

cylinders  

 

 αtb =33x10
-6

/°C αtb =58x10
-6

/°C 

 c/db 

Etb 

(GPa) 

1.0 1.2 1.5 1.9 2.5 1.0 1.2 1.5 1.9 2.5 

C30 

4  45 50 55 >60 >60 20 25 25 30 35 

7  35 35 45 50 55 15 20 20 25 25 

10 30 30 40 40 50 15 15 20 25 30 

C40 

4   50 60 60 >60 >60 25 30 35 35 40 

7   40 40 45 55 >60 20 20 25 30 40 

10  35 35 45 45 60 15 20 25 25 35 

C50 

4  60 60 >60 >60 >60 30 30 35 40 50 

7   45 50 55 >60 >60 20 25 30 35 45 

10  40 40 50 >60 >60 20 20 25 25 40 

C60 

4   >60 >60 >60 >60 >60 35 35 40 55 >60 

7   50 55 >60 >60 >60 25 25 35 40 55 

10  45 45 60 >60 >60 20 25 30 35 45 

  
 

 

FRP bar-transverse elastic modulus effect on 

thermal deformation: 

Figures 3 and 4 show circumferential thermal 

deformations, at the interface of FRP bar/concrete, 

versus temperature variation ΔT and FRP transverse 

elasticity modulus for a concrete cylinder reinforced 

with FRP bar of 25 mm diameter having a 

compressive concrete strength fc = 40 MPa, a 

coefficient of thermal expansion (CTE) of FRP bars 

in transverse direction αtb = 33x10-6/°C, and a ratio 

c/db=1. It can be observed that the thermal strains 

curves are linear and the similar trend until the 

thermal loads, producing the circular crown of 

cracking concrete, from which the strain curves 

change their trend because of the presence of the 

deep radial cracks that reach the cracking critical 

depth, as shown in Figure 1. Also, it can be seen that 

the circumferential thermal strains increase 

significantly with the increase in the transverse 

elasticity modulus of the FRP bar Etb particularly for 

high temperatures.  

 

Etb=4 GPa, ΔTsp= 60°C Etb=7 GPa, ΔTsp= 45°C 

Etb=10 GPa, ΔTsp= 45°C 
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Figure 3  

Transverse thermal deformations at the interface of 

FRP bar/concrete for different Etb (C40; db= 25 mm; 

c/db = 1; αtb = 33x10-6/°C). 

 

 
 

Figure 4 

 Transverse thermal deformations at the interface of 

FRP bar/concrete for different Etb (C40; db= 25 mm; 

c/db = 1.5; αtb = 33x10-6/°C). 

 

Figure 5 presents circumferential thermal 

deformations, at the interface of FRP bar/concrete, 

versus temperature variation ΔT and c/db ratio for a 

concrete cylinder reinforced with FRP bar of 25 mm 

diameter having a compressive concrete strength fc = 

40 MPa, a transverse coefficient of thermal 

expansion of FRP bars αtb = 33x10-6/°C, and FRP 

transverse elasticity modulus Etb = 4 GPa. This figure 

proves that thermal strain curves are linear and similar until 

thermal loads, corresponding to the development of the 

circular crown of cracks within concrete, from which the 

curves exhibit clearly their divergence. It can be concluded 

that the concrete cover thickness has no big influence on 

the transverse thermal deformations of FRP bar-reinforced 

concrete cylinders. 

 

 
 

Figure 5 

Thermal deformations at the interface of FRP 

bar/concrete (C40; db= 25 mm; Etb = 4 GPa; αtb = 

33x10-6/°C) for different ratio c/db. 
 

CONCLUSIONS 
The numerical analysis of the FRP thermo-

mechanical properties effect on circumferential 

thermal deformations of concrete cover surrounding 

FRP bars under temperature increase up to 60°C, 

permits to draw the following conclusions:  

 

- The circumferential thermal deformations increase 

significantly with the increase in the FRP transverse 

elasticity modulus Etb particularly for high 

temperatures.  

- The concrete cover thickness has no big influence on the 

circumferential thermal deformations of FRP bar-

reinforced concrete cylinders. 

- For Saharan regions (Arabian Golf, Northern 

Africa) where the climate temperature is about 60°C 

in summer (T=40°C since the reference 

temperature is about 20°C), a ratio of concrete cover 

thickness to FRP bar diameter c/db ≥2 is sufficient to 

avoid the failure of concrete cover using concrete 

and FRP materials that have respectively 

compressive concrete strength fc=40 MPa and FRP 

transverse coefficient of thermal expansion αtb 

=33x10-6/°C.  

- Thermal loadings Tsp producing the splitting 

failure of concrete cover increase proportionally 

with the ratio c/db and the concrete strength class. 
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ABSTRACT 
As well known, the deformation of concrete elements subjected to permanent loads increases with time due to 

creep. So connecting concrete with steel, as in composite structures, considerable stress redistrib-utions 

between the two materials occur along the time. Generally this variation consists in a reduction of stress in the 

concrete slab and an increase in the steel element. In the steel-concrete composite beams, the interaction 

between the two materials is characterized by the concept of the degree of connection (N/Nf) represents the 

ratio of the connector’s number in partial connection and the connector’s number in perfect connection. The 

effect of creep on the behaviour of composite beams has been studied analytically by Tehami et al and 

numerically by Partov et al. The two proposed methods are to determine the solicitations and the additional 

stresses provided by the creep of concrete in the steel-concrete composite beams having perfect connection 

only (N/Nf=1). To overcome to the drawback of this model, the objective of this work is to formulate the 

effects of concrete creep on behavior of steel-concrete composite beams regardless the employed degree of 

connection. Results obtained from our suggested model are completely satisfactory. 

KEYWORDS Composite beam, creep, time, degree of connection, deformation, Volterra integral equations, 

steel, concrete 

1. INTRODUCTION 
The steel-concrete composite system comprehends 

the structures obtained joining, through particular 

connection devices, steel members, with different 

shapes (steel profiles, plates, trusses, etc.), to 

reinforced concrete slabs.  

The most frequent use of the composite system is in 

the construction of floors in steel industrial or office 

buildings [1] and in the construction of bridges and 

viaducts [2]. In some cases, the composite system is 

also used for the columns of buildings [1, 3]. 

When a constant compressive load is applied to a 

concrete specimen, the specimen is immediately 

deformed and then continues to deform gradually 

over time when the load is maintained [4,5,6]. This 

phenomenon discovered in 1907 by Hatt [7]. The 

effect of this gradual deformation for constant 

applied load is called concrete creep. The strain 

which is produced in the course of a creep test at the 

end of loading may be three or four times the initial 

elastic strain [8]. 

The behavior of the composite system is significantly 

different with respect to concrete structures and steel 

structures, because of the interaction of the two 

materials. This interaction emphasizes considerably 

the effects of time dependent phenomena because 

creep interest only the concrete; the steel, that is 

solidarized to the concrete, contrasts the 

deformation variations causing significant changes 

in the stress distribution [9, 10, 11, 12]. 

The effect of creep on the behaviour of steel-

concrete composite beams has been studied 

analytically by Tehami et al [13]. Numerically, it 

was analyzed by Partov et al [12]. The two proposed 

methods are to determine, at any time t, the 

solicitations and the additional stresses provided by 

the creep of concrete in the steel-concrete mixed 

beams having perfect connection only (N/Nf = 1).  

In reality, most connectors used in steel-concrete 

composite beams, such as studs, are discrete 

elements. This type of elements induces the steel 

concrete interface, a lower slip sliding of the same 

beam connectionless. This concept is called partial 

interaction wherein the rigidity of such a beam is 

less than that of the same beam with full connection. 

This concept is represented in the calculations 

codes, by report degree of connection (N/Nf). 

N  :  number of partial connection, Nf :  number of 

total connection and N/Nf : is the degree of shear 

connection in % (N/Nf  ≥ 0,4) [14. 
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Since the degree of connection (N/Nf) effect’s is a 

real fact, its introduction into the analysis of 

composite steel and concrete beams behavior is 

essential. 

 

 
 

By introducing the influence of the degree of 

connection (N/Nf) on the steel-concrete interface (in 

which: N/Nf <1), our present contribution is therefore 

to develop and enrich the model developed by 

Tehami et al [13] which was designed only for 

composite beams with full connection (in which: 

N/Nf = 1). Hence, our methodology is more general 

and applicable to composite beams regardless of the 

degree of connection (N/Nf) employed. 

The work introduced in this article is a theoretical 

study of the behavior of composite beams with 

respect to the phenomenon of concrete creep. In fact, 

our contribution through this work resides essentially 

inconsideration of the degree of connection between 

the slab and steel beam. While using the theory of the 

linear viscoelasticity of the concrete, and on the basis 

of the rate of creep method of concrete, in proposing 

an analytical model, made up by a system of two 

linear differential equations, emphasizing the effects 

caused by creep on the resistance of a steel-concrete 

composite section. 

 
 

The well stocked results, by the use of formulation 

proposed, are satisfactory while confronting them to 

those given by Tehami et al [13] and Partov et al 

[12]. They also show that the variation of the 

efforts, in normal efforts and in bending moments, 

soliciting the slab made of concrete and the metallic 

beam is in the beginning important and so that it 

decreases, continually, during the time until the 

stabilization. They also show that new local 

constraint redistribution will be developed in the 

slab made of concrete and in the metallic beam. 

The relative deformation at time t, is calculated by 

using the two following equations [15, 16, 17, 18, 

19]: 

 
 

   
 
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11 1

,1
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t t
t d

E E
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  
   

  
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 
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   

   
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2. USE OF THE CONCRETE AGEING FOR 

THE STEEL-CONCRETE MIXED BEAMS 
Let’s consider that a cross section of a steel-concrete 

mixed beam is subjected to a normal force N0 and a 

bending moment M0, applied at the centre of gravity 

of its cross section made homogeneous (Fig. 3). 

 Figure 1: Effect of N/Nf in bending moment. 

 = N/Nf = 1 

0   = N/Nf  1 

 = N/Nf = 0 Figure 2 : minimum of N/Nf  in composite beams [14. 
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2.1 Basic equations of equilibrium 
Let us denote both the normal forces and the bending 

moments in the cross-section of the plate and the 

girder after the loading in the time t = 0 with Nc(t0), 

Mc(t0), Ns(t0), Ms(t0) and with Nc(t), Mc(t), Ns(t), 

Ms(t) a new group of normal forces and bending 

moments, arising due to creep of concrete. 

In a steel-concrete composite cross section, the creep 

will affect in time, the diagram of stress distribution 

but the equilibrium conditions must be preserved 

[22. By introducing the effect of the degree of 

connexion, we can write the static equilibrium of the 

composite cross section, as follows: 
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Ac : concrete slab area (Ac = beff x tc).  

Am: area of homogeneous composite section. 

As : Metallic beam area.  

Im : Moment of inertia of the homogeneous 

composite section. 

2.2 Compatibility equations 
Due to the fact that the problem is internally 

statically indeterminate system, the equilibrium 

equations (Eq. 15) are not sufficient to solve it.It is 

necessary to produce two additional equations in the 

sense of compatibility and deformations of both 

steel girder and concrete slab in time t. 

Thebehavior of the mixed beams is characterized by 

the interaction between steel and concrete. The use 

of the connection that prevents slip and lifting of the 

two materials allows us writing the interface 

condition at which the curvatures and deformations 

of the concrete slab and the steel beam are equal, 

then we can write: 

 

2.2.1 Compatibility of curvatures concrete/steel 

 
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c
IE

tM
=

IE

tM
t                    (4) 

Es: longitudinal deformation modulus of steel. 

2.2.2 Compatibility of deformations 

concrete/steel 
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Ic : Moment of inertia of the concrete slab. 

Is : Moment of inertia of the metallic beam. 

In accordance with the irreversible law of concrete 

(Eq.1), by using the relations (Eqs.3) of the 

equilibrium conditions, by using the compatibility 

equations (Eqs. 4 and 5) and by expressing the 

efforts Ns(t) and Ms(t) as a function of Nc(t) and 

Mc(t), one obtains the following system of 

differential equations. 
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composite beams subjected to creep 
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If we consider in the equations (Eqs.6 and 7), that 

N=Nf (beams with full connection), we obtain the 

system of differential equations developed by Tehami 

et al 13.  The general solution of the system of 

differential equations (Eqs.6 and 7) 23, and which 

constitutes the relations giving the variation, in time, 

of the loadings, i.e: bending moments Mc(t) and 

normal efforts Nc(t), are given respectively by the 

following matrix expression : 
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C1 and C2: after setting of the concrete condition, the 

constants are determined. The application of the load, 

at time t0, generates a bending moment Mc(t0) and 

axial force Nc(t0) on the slab of concrete. 

3. NUMERICAL RESULTS 
To validate this model, we have examined the 

composite beam that has been treated by Partov et al 

[12] using our proposed method. The geometric and 

physical characteristics of the discussed example are: 

beff= 2940 mm, tc = 300 mm, bft = 300 mm, tft = 15 

mm, bfb = 400 mm., tfb = 30 mm, hw = 1455 mm, tw = 

15 mm., Ac = 8820 cm2,  As = 383.25 cm2,  Am = 

2543.05 cm2, Ic = 661500 cm4 , Is = 1217963.7 cm4, 

Im = 4536360.758 cm4, Cc = 15.0 cm, Cs = 88.87 cm, 

a= 103.87 cm, Ec = 33×104 MPa, Es =2.1×105 MPa, n 

= 6.56, M0 = 1237 KN.m,  Nc(t0) = 846.60 KN,  

Mc(t0) = 27.56 KN.m 

The initial time of the loading is expected to be t0 = 

28 days. 

The work was doneby varying the degrees of 

connection N/Nf = (100%, 80% and 60%). Calculate 

the bending moments Mc(t) and the normal efforts 

Nc(t) in the concrete slab, were carried out until the 

loadings stability was observed. 
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4. CONCLUSION  
The objective of this work is to formulate the effects 

of concrete creep on the service behavior of 

composite steel and concrete beams with 

consideration of the variation in the degree of 

connection (N/Nf) used in steel-composite beams 

concrete. In this context, a framework for analytical 

formulation was developed in this paper.  

The model developed in this paper is to extend and 

generalize the one proposed by Tehami et al [13] 

(designed only for composite beams with full 

connection: N/Nf = 1), by introducing a new variable 

that is the degree of connection (N/Nf), which will 

give the new stress redistribution due to creep and 

which correspond to the case of complete connection 

and the partial connection. Hence, with respect to 

time t this research supports the conclusion that: 

1- In steel-concrete beams, the effects of creep can 

cause significant changes in the deformations and in 

the internal stresses.  

2- The effects of creep are expressed by the decrease 

of the stresses in the concrete plate and in the 

increase of stresses in the steel beam. 

3-In a mixed steel-concrete beam, the degree of 

connection (N/Nf), with consideration of concrete 

creep, has the effect: 

3.1 To increase progressively over time, its 

curvature. 

3.2 To change the position of its neutral axis. 

4- The results obtained by this analytical method, 

are completely comparable with the results derived 

by Partov et al [12] and Tehami et al [13].  

5- Our present methodology is more general and 

applicable to composite beams regardless the 

employed degree of connection (N/Nf). 

The results obtained by this analytical method, are 

completely comparable with the results derived by 

Partov et al [12] and Tehami et al [13].  

Depending on the degree of connection (N/Nf) and 

the direct application of our formulas, this model 

will be a working tool and a simple way to predict in 

terms of the local redistribution of stresses due to 

flow regardless the used type of connection.  
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ABSTRACT  
The present research article deals with the effect of a transverse crack on the flexural vibration of fiber 

reinforced composite beam based on Euler-Bernoulli beam theory. The presence of a crack in structural 

elements leads to an energy concentration near to cracks region and introduced a local flexibility which affect 

the dynamic response of such structures. Linear fracture mechanic theory has been used for crack modeling by 

introducing the stress intensity factors expressions. A parametric study has carried out in order to investigate 

the influence of fiber orientation, crack depth and crack location on the natural frequencies and theirs 

corresponding shape modes 

KEYWORDS: Flexural vibration, cracks, composite beam, Natural frequency, mode shapes. 

NOMENCLATURE 
L beam length 

b beam breadth 

a crack width 

x crack position 

P bending loads   

U strain energy 

A crack surface 

KI,KII,KIII stress intensity factors 

D1, D2  D12  coefficients depending 

σ Stress 

cij flexibility coefficients 

J elastic strain energy 

EI the flexural rigidity 

m mass per unit length 

Θ(x) cross-sectional rotation 

M(x) bending moment 

S(x) shear  force 

ω natural frequencie 

 

 

INTRODUCTION  
The Fiber Reinforced composite materials have been 

attracted many engineering industry, such as 

aerospace, naval construction and civil building. The 

increasing of their utilizations, due mainly to 

excellent various properties, including high rigidity, 

resistance to environmental conditions and high 

fatigue strength. The Fiber-reinforced composite 

beams have used in the construction of many 

structural elements, such as robot arms, rotating 

machine parts, and turbine blades.  

The existing cracks in structural elements may affect 

their mechanical behavior and lead to damage 

failures. Due to this fact, many researchers have 

focused their studying in the amelioration of 

mechanical proprieties of these structures. The 

presence of cracks can be introducing a local 

flexibility which has an influence on their dynamic 

characteristics. However, the evaluation of 

dynamical behavior of cracked structures can be 

used as robust technique in predicting a presence of 

cracks .This research subject has been tackled in 

many papers.  

The deriving of crack formulation was based on 

fracture mechanic theory including the stress 

intensity factors which considered as important 

parameters for identifying the flexibility matrix. 

Relating to this subject area. Krawczuk [7] have 

determined the flexibility coefficients matrix of 

composite beam containing a single crack. 

According to literature, it can be found a range of 

analytical and numerical methods adopted for 

studying the influence of existing cracks on dynamic 

characteristic of composite beam. Concerning the 

analytical methods, the works have done by Wang et 

al.[10], focused in the developing a new 

mathematical model for evaluating the natural 

frequencies and theirs corresponding mode shape of 
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unidirectional cracked composite beam under 

coupled flexural–torsion vibrations .Semi-analytical 

method titled ‘Generalized Differential Quadrature’,  

used by Daneshmehr et al. [4]  for free vibration 

analysis of cracked composite beam, based on first 

order shear theory. Ghoneam [5] have proposed  a 

new analytical model to study the effect of fiber 

orientation and various boundary conditions in  

dynamic behavior of cracked and uncracked  

laminate composite beam.  A transfer matrix method 

related to state vector has been used by Mostafa [9] 

for free vibration analysis and crack identification of 

stepped beams with multiple edge cracks and 

different boundary conditions. 

Several researchers have interested in the using of 

numerical method like finite element method, for 

example. Krawczuk [8] have proposed new finite 

element for identification the dynamical 

characteristic of cracked composite beam.  Behera et 

al.[3] used finite element method for free vibration of 

laminate composite beam with a transverse crack, 

based on first shear deformation. Kisa [6], studied the 

effect of crack on natural frequencies and their 

corresponding mode shape of a cantilever composite 

beam, using finite element associated with 

component mode synthesis methods. Other authors 

interested in the using of finite element analysis by 

means a numerical code[1] investigated  the 

variations in the eigen-nature of cracked composite 

beams due to different crack depths and locations 

using  numerical and experimental investigation. 

This present paper in devoted for studying the effect 

of an edge crack on the flexural vibration of 

unidirectional composite beam. A Parametric study 

has carried out in order to investigate the influence of 

fiber orientation, crack depth and crack location on 

the natural frequencies and theirs corresponding 

shape modes. The dynamic analysis of cracked 

composite beam used as technique for prediction the 

fatigue damage.  

 

CRACK FORMULATION THEORY 
The presence of a crack in structure leads to energy 

concentration in the region near to the crack and 

introduce a local flexibility which affect the dynamic 

characteristics of these structures, considering a 

composite beam containing a transversal edge crack, 

shown in Figure 1, the beam is subjected to pure 

bending loads P. 

 
Figure 1 

Geometry of cracked composite beam 

Based on linear fracture mechanic theory, the crack 

formulation have been derived in which, the 

flexibility coefficients are expressed as a function of 

stress intensity factors and crack form.  

The additional displacement due to presence of 

a crack in rectangular cross section, under the 

acting of load P, determined by the 

Castigliano’s theorem 

i

i

U
u

P





 (1) 

where U is the strain energy of a cracked 

structure, defined as follows : 

2 2

1 12 2

1 1 1 1

i N i N i N i N

Ii Ii IIi Ii

i i i iA

U D K D K K D K dA
   

   

 
   

 
   

 (2) 

where A denots the cracked surface, KIn, KIIn, et KIIIn  

are the stress intensity factors for fracture mode I, II 

and  III, respectively, these factors were used to 

evaluate the stress field around the cracks region , 

D1, D2 and D12 are coefficients depending on the 

materials parameters, are taken from [7] 

The stress intensity factors for cracked composite 

beam, given as [2] 

( ) ( / )ij n j jnK aY F a b    (3) 

where σn is the stress of cracked area  which relating 

to corresponding fracture mode, is the the correction 

function dependent in geometry, ( )jY   is the 

correction factor for the anisotropic material [10], a 

is the crack depth and, L and b are the length and the 

breadth of beam respectively. The stress intensity 

factor corresponding to cracked beam under bending 

loading about z-axis , given as follows  

4 1 1 4 3

12
( ) ( / ), ;I

P
K aY F a b z

bh
      (4) 

Where 

       
2 3

1 1 0.1 1 0.016 1 0.002 1 ;Y          

 The flexibility coefficients of cracked composite 

beam under loading are expressed in the following 

form 

L 
x 

b 

a 

Z 

X 

Y 

P 

http://link.springer.com/search?facet-author=%22S.+Behera%22
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 
2

/2

/2 0

h a

ij
h

i j

c J d dz
P P

 




     (5) 

where 

( ) UJ 





 is the elastic strain energy release rate 

J, a is the  crack depth . 

The coefficient flexibly parameter used in the case of 

pure bending load, which considered herein, is c44 

and given as [10]. 

 
2

1
44 12 3 0

24
/ ;

aD
c F b d

b h


       (6) 

Equation of Motion for flexural vibration  The 

free flexural vibration of an Euler-Bernoulli beam 

with constant cross-section is expressed in the 

following differential equation 
4 2

4 2
0

h h
EI m

y t

 
 

 
 (7) 

where EI represents the flexural rigidity of 

unidirectional composite beam, m is the mass per 

unit length, given as [7]. 
2

12
22

11

D
EI b D

D

 
  

 
 (8) 

m b h

 

(9) 

By using separation of variable    , i th y t H y e   

the Eq. 8  will yield   
2 0ivEIH m H   (10) 

where  
1 4

2 4 ,m L EI   

The general solution of the above equation is  

  1 2

3 4

cosh sinh

cos sin
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H x A x A x

A x A x

 

 

 

 
 (11) 

The expressions for cross-sectional rotation Θ (x),the 

bending moment M (x) and  the shear  force S (x) 

become 
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(13) 
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(14) 

The cracked composite is divided in two sub-beams 

at cracked section.Thus, the continuity conditions for 

an edge crack located at distance x xc  can be 

expressed as [10] 

   1i c i cM x M x  (15) 

   1i c i cS x S x  (16) 

   1i c i cH x H x  (17) 

Moreover, a discontinuity cross-sectional rotation 

due to an existing crack can be expressed as follows 

     1 44i c i c i cx x c M x    (18) 

where c44 is the crack-sectional flexibility 

coefficient parameter , using in the case of cracked 

beam under bending load in vertical direction. The 

subscript (i) and (i+1) in Eqs 15,16,17 and 18 refers 

to left and right of sub-beam at cracked section.  

The boundary conditions of clamped composite 

beam are : 

   0 0 0i iH    (19) 

   1 1 1 0i iM S    (20) 

Substitution of Eqs 11- 14 into Eqs 15-20 will yield 

the characteristic equation of the cracked composite 

beam 

    0B A   (21) 

  
where  

   11 12 13 14 21 22 23 24, , , , , , ,
T

A A A A A A A A A  is a vector 

composed of 8 unknowns and  B  represents a 

characteristic matrix  given as function of natural 

frequency .Setting the determinant  

 det (w) 0B w B      yields the natural 

frequencies. The corresponding mode shapes are 

obtained by substituting each natural frequency back 

into eq 

RESULTS AND DISCUSSION 
Consider a cracked composite beam clamped at left 

end and free at right end,  having length L, height t 

and width  b,  containing an edge crack located at a 

distance x from the left end, as shown in Figure 2  . 

The composite beam considered herein is made of 

unidirectional graphite fiber-reinforced, where its 

physical and geometrical characteristics are chosen 

similarly to [7]. 

 

 
Figure 2.  

 A cantilever cracked composite beam 

b 

a t 

L 
x 
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The material properties of the graphite fiber-

reinforced composite beam are given in Table. 1. The  

geometrical  characteristics,  the  length  (L),  height  

(t)  and  width  (b)  of  the composite beam, are taken 

as  0.5m, 0.005m and 0.1m  respectively.  

 

Table 1.  The material properties of the graphite 

fiber-reinforced composite beam 

 
Ef (GPa) Em (GPa) Gf (GPa) Gm (GPa) 

275.6 2.76 114.8 1.036 

f (Kg/m3) m (Kg/m3) f m 

1900 1600 0.2 0.33 

The numerical results have been adopted for 

evaluating the effect of fiber fraction volume, crack 

depth ration and crack locations on the dynamic 

characteristic of a cracked composite beam, which 

are presented graphically. The influence of the fiber 

orientation on flexural rigidity of composite beam for 

different values of the fiber volume fraction (V=0.2, 

0.4, 0.6, 0.8) is shown in Figure 3. As can be 

observed, the bending stiffness having higher values, 

when the angle of fiber is greater than 45°. In the 

same figure, the increasing of fiber volume fraction 

affects considerably the bending stiffness of 

composite beam. Therefore, it can be concluded that 

the rigidity of composite beam is a function of fiber 

volume fraction and fiber orientation. 
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Figure 3: 

Variation of bending stiffness of composite beam for 

different values of fiber  volume fraction  

V= 0.2, 0.4, 0.6, 0.8 

 

Figure 4 shows the effect of fiber orientation on 

fundemental natural frequency for various crack 

depth (a/b=0.2, 0.4, 0.6, 0.8), the fiber volume 

fraction considered herein is (V=0.5) and the crack is 

located at a distance (x/L=0.3). Based on graphically 

results shown in this figure, the changes in 

fundamental natural frequency are appeared due to 

the variation of fiber angle from 0° to 90°, when the 

fiber angle is greater than 45°, these  changes 

become more sensitive, this due to fact,the change 

in  flexural rigidity which  is a function of fiber 

angle. In Figure5, it is noticeable also the increasing 

in  crack depth led to reduction in fundemntal 

natural frequencies. 
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Figure 4 

Effect of angle of fiber on fundamental natural 

frequency of the cracked composite beam for 

different crack depth (a/b=0.2, 0.4, 0.6, 0.8) 
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Figure 5 

Effect of crack depth on fundamental natural 

frequency of the cracked composite beam for 

different angle of fiber 

 

The variation of first natural frequency of cracked 

composite beam for range of crack position is 

illustrated in Figure 6.  
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Fig ure 6. 

 Effect of angle of fiber on fundamental natural 

frequency of the cracked composite beam for 

different crack location   x/L=0.3, 0.4, 0.6 
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As observed from results that, these changes due to 

variation of fiber angle for a crack located at distance 

(x/L=0.3) from the fixed end of composite beam is 

lower compared  to those located at 0.4 0.5, therefore 

, the crack position has also affect the variation of 

natural frequencies. 

 

The Figure 7 shows the variation of the first natural 

frequency as a function of crack depth ration for 

different values of fiber volume fraction (V=0.2, 0.4, 

0.6, 0.8). It can seen that the reduction in the natural 

frequency is caused by the increasing of crack depth, 

it is also observed from this figure, that the natural 

frequencies having higher values when the fiber 

volume fraction is (V=0.8). 
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Figure 7. 

Effect of crack depth on fundamental natural 

frequency of the cracked composite beam for 

different values of volume fraction  

(V=0.2, 0.4, 0.6, 0.8) 

 

In Figure 8 demonstrates the variation of 

fundamental natural frequency as a function of crack 

depth ration, the increasing of crack depth reduces 

the first natural frequency. the results show also that 

these variations of natural frequency to crack 

position at a distance (x/L=0.2) from the fixed are 

less sensitive compared to other cracks positions 

(x/L=0.4, 0.6). 
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Figure 8.  

Effect of crack depth on fundamental natural 

frequency of the cracked composite beam for 

different crack location ration x/L=0.2, 0.4, 0.6 

 

The effect of crack location on first natural 

frequency of cracked composite beam for various 

values of crack depth ration is illustrated in Figure. 

9. The angle of fiber is assumed to be zero degree , 

As can be seen, the changes in crack positions  have 

a considerable effect on natural frequency variation , 

the crack located near to fixed end of composite 

beam has a smaller effect.   
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Figure 9. 

Effect of crack location on fundamental  natural 

frequency of the cracked composite beam for 

different crack depth ration a/b=0.2, 0.4, 0.6 

 

The effect of crack depth on first and second mode 

shape is illustrated in Figure. 10.  

 

a) 
 

b) 

Figure 10. 

The mode shapes for a crack located at ( xc= 0.5) 

and  fiber angle 60° as a function of crack depth 

ratio changes. a) First mode shape of flexural 

vibration, b) Second mode shape of flexural 

vibration 
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As observed in this figure, it is evident that the 

changes in mode from is caused by the presence of a 

crack, these changes are more significantly, when the 

crack depth is greater than (a/b=0.4) for the first 

mode shape, therefore, it can be concluded that the 

modification in mode shape will be used as technique 

for predication the damage in structures. 

 

CONCLUSIONS 
The flexural vibration of fiber reinforced composite 

containing an  edge crack, based on Euler-Bernoulli 

theory is studied. The obtained results show the 

influence of several parameters, such as fiber angle, 

crack depth ration and crack positions on natural 

frequencies; however, the reduction in natural 

frequency values is more sensitive when the crack 

depth increase. Also, the dynamic behavior of 

unidirectional cracked composite beam with a lower 

flexural rigidity is more sensitive to presence of a 

crack. In addition to these numerical results, the 

natural frequencies variation is more significantly 

when the crack located at middle of beam, due to 

fact, that bending moment is higher at this position. 

Finally, the evaluation of dynamical behavior of 

cracked composite beam can be used as robust 

technique in predicting a presence of cracks.      
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ABSTRACT  
Particle resuspension from flooring due to indoor human activities is believed to be one of the most 

important sources of particulate matter compared to other indoor sources. In this work, particle resuspension 

due to human foot motion was studied in a 50×25×25 cm environmentally controlled experimental chamber. 

Only the stepping down motion of the foot during the gait cycle is considered. The motion was modelled 

using an 8×22 cm rectangular plate, which performs a rotation motion toward the floor. Temporal tracking 

of resuspended particles from representative samples of flooring materials is carried out with an Optical 

Particle Counters (Grimm 1.108). Resuspension source strengths estimated using the mass balance equation 

ranged from 0.05±0.005 s-1 to 0.5±0.05 s-1 and from 0.07±0.005 s-1 to 0.6±0.05 s-1 for smooth and rough 

linoleum, respectively. Results showed that resuspension source strengths increased with particle size. For 

all particle sizes, rough linoleum exhibited higher resuspension source strengths. 

Key words:

INTRODUCTION 
As the world’s climate changes, new regulations have 

been imposed to improve buildings energy efficiency 

and to reduce greenhouse gas emissions. Therefore, 

buildings that were designed to operate under the old 

climatic conditions may not function well under the 

new conditions, consequently affecting Indoor Air 

Quality (IAQ) by increasing inhalable particle matter 

(PM) concentration. In fact, the confinement of 

buildings following the insulation works has led to an 

increase in temperature and indoor humidity, which 

encourages the production of indoor allergens. In 

addition, as a result of ventilation airflow diminution, 

the air speed in big closed volume has slowed and it 

is more difficult to remove the settled PM.  

As reported in [1], indoor PM are dominated by 

particles smaller than 500 µm. Particles inside 

building can be generated from either indoor sources 

(skin, hair, plant, pets, cooking, smoking, building 

materials) or out-door sources (soil and rock debris, 

forest fires, sea salt, volcanic debris, fuel 

combustion, industrial process) [2].  

High concentration of particulate pollutants creates 

health problems and impairs the ability of occupants 

to work or to learn [3], [4], [5]. Since people spend a 

lot of their time in numerous different indoor 

environments like residences, public buildings, 

offices [6], they are more exposed to indoor air 

pollutants. Thus, indoor air quality has become a 

matter of growing concern over the last decades. 

Indoor PM concentration is affected by several 

factors including direct emissions from indoor 

sources, ventilation conditions, outdoor 

environment, interior materials, deposition onto 

indoor surfaces, removal from indoor surfaces by 

means of ventilation and indoor human activities. Of 

the different factors quoted above,  human activities 

such as walking, contributes substantially to 

increase concentration of inhalable particles  [7], 

[8], [9], [10], [11] . Thus, this subject has recently 

drawn increased attention. However, despite 

numerous studies carried out, many uncertainties 

remain. This partly due to the complex nature of 

particles, in terms of their source, mechanism of 

formation and their chemical composition, on 

another hand, is due to the complexity of particle 

resuspension process itself. Therefore, further work 

in this area is still necessary to solve some crucial 

outstanding difficulties.  

In order to understand better particle resuspension 

process, attention is drawn to one human gait cycle 

instead of a real activity. However, the style, the 

intensity and the frequency of the human footstep 

are parameters that greatly influence particle 

resuspension. Thus, in order to improve 

experimental reproducibility and to eliminate the 

variability caused by these parameters on particle 

resuspension, researchers often use models to mimic 

the human walking, rather than real human footstep. 

In the next part of this work, the different models of 
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the human footstep used in this area will be 

presented.  

In Zhang et al.[12], to study the particles detachment, 

resuspension, and transport due to human walking, 

the foot stepping motions down and up in a gait cycle 

were modeled using a combination of two effective 

circular disks. In Kubota et Higuchi work [13], the 

foot was modeled as either an elongated plate or a 

prosthetic foot wearing a slipper, moving in normal 

to the floor, downward or upward. The experimental 

methods used were particle visualizations and 

particle image velocimetry (PIV) measurements in 

air, supplemented by dye flow visualization in water. 

The flow visualizations with human foot tapping and 

stomping were performed to elucidate the particle 

resuspension in real situations. Goldasteh et al.  [14] 

used a mechanical foot that mimics human walking, 

equipped with a real shoe to estimate resuspension 

rate. Khalifa et Elhadidi [15] studied the flow 

resulting from a horizontal circular disk moving 

downward at a constant velocity toward a horizontal 

floor seeded with spherical micro-particles. The 

effect of this flow on particle detachment and 

levitation was investigated. In the work of Tian et al. 

[16], the resuspension mechanism is comprised of 

heel and toe plates equipped with a real human shoe 

and controlled by electric actuators to simulate the 

human footstep. Gomes et al. [17], reproduced the 

human foot effects by applying aerodynamic and 

mechanical disturbances in an environmentally 

controlled experimental chamber.  

Those different studies at a small scale clarify some 

points concerning resuspension mechanism during 

the walking process. First, the complete particle 

resuspension process of deposited particle includes 

its detachment from the surface after the break-up of 

the particle-surface contact and then its transport by 

the flow. Detachment of particle from surface occurs 

with tow mechanisms: rolling motion for small 

particles and burst-type resuspension for large 

particles [18]. On one hand, results indicate that 

aerodynamic disturbances created under the foot 

during it motion, dominate the particle resuspension 

behavior [17]. This aerodynamic disturbance 

appeared as a high velocity region created under the 

foot which is sufficiently large to detach deposited 

particles. On another hand, it appears clearly that the 

amount of resuspended particles from a substrate 

increase with increasing fluid velocity regardless of 

the flow conditions [18] , [19]. The foot motion far 

from the substrate plays an important role in the 

dispersion and transport of particles in the 

environment after their detachment [14].  

Particle resuspension from substrate depends on 

numerous parameters including particle properties, 

substrate morphology, substrate loading, 

environment conditions and human activity factors. 

Among those different parameters, surface 

morphologies have a significant impact on particle 

detachment [20] , [21], [22], [23]. In particular, the 

two main characteristics of surface morphology are 

roughness and surface charge heterogeneities. 

Surface roughness can extend over several length 

scale, thus, an apparently smooth surface at a 

macroscopic scale, could lead to rough surface at a 

smaller scale. Microscopic surface roughness of 

particle and substrate creates imperfect contact 

between them, thereby affecting significantly the 

adhesion force [21], [22]. Moreover, macroscopic 

roughness  of substrate surface affects initial 

particle rolling motion before  lifted off [18], [23]. 

In Soltani et Ahmadi [21] and Goldasteh et al  [24], 

particle and substrate surfaces roughness was 

modeled using hemispherical bumps. They found 

that number and repartition of asperities on surfaces 

play and important role on particle detachment 

process. In Yang et al. [23],  effect of surface 

roughness on particle–substrate interaction was 

studied by the airflow method. They show that low 

roughness about 0.2-0.4 µm is associated with the 

lowest critical air velocity (velocity needed to 

detach 50% of 11-41 µm particle), and increased air 

velocities for roughness <0.2 µm or >0.4µm. This is 

due to the fact that particle size, contact area and 

number of contact influence simultaneously on 

adhesion force [25]. Furthermore, macroscopic 

roughness modifies fluid motion generated by the 

foot in the near-wall region [18], consequently 

affects the flow velocity.  

The aim of the present study was to characterize 

walking-induced dust resuspension as function of 

particle size and flooring type. Only the downward 

motion of the foot during the gait-cycle was 

considered. A rectangular rotating plate was used to 

mimic a foot motions instead of a real human foot to 

improve experimental reproducibility of the 

resuspension mechanism, and facilitate study of the 

influence of parameters cited above. PM 

concentration elevation in a chamber due to the 

plate downward motion was evaluated. The chamber 

decay rates were estimated for two types of hard 

flooring. Eventually, resuspension source strengths 

were estimated using the mass balance equation.  
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MATERIAL AND METHODS  
In this study, a 22x8cm rectangular wooden plate was 

used to mimic the stepping down motion of the foot 

during a gait cycle. The plate performed free rotation 

on an axis toward the floor. The axis is screwed to 

the floor; thereby the plate rotates only in a well-

defined direction. Downward motion is achieved 

from an angle φ=20°. Experiments were conducted in 

a 50x25x25 cm environmentally controlled 

experimental chambers with RH=40% throughout the 

whole study. The chamber was wooden and 

exchanges with outside environment only through an 

opening equipped with a filter.  The chamber was 

placed in a cleanroom to reduce external environment 

influence during the experiments. Two types of hard 

flooring commonly used in residence were tested: 

rough and smooth linoleum. In order to control 

surface loading, only an elementary area was seeded. 

The seeding system is comprised of a dust disperser 

TOPAS SAG 410, which ensures constant and 

continuous dosing of powders with high accuracy 

and over long operational periods. Dust used in this 

study was Orgasol microsphere powders with sizes 

ranging from 0.5 to 20 µm. An Optical Particle 

Counter (Grimm 1.108) monitored the real time PM 

concentration inside the resuspension chamber before 

and after the plate motion. This portable counter 

offers 15 size channels capturing particles within size 

ranges from 0.3 μm to 20 μm and larger. During the 

resuspension experiment, particle concentration was 

measured at different points around the plates, and 

then spatial averages were calculated to facilitate the 

use of mass balance model to estimate source 

strengths. 

 

RESULTS AND DISCUSSION  
In order to compare results for the different sizes, 

concentration of each particle size was normalized to 

the concentration of corresponding particle size 

during the injection process. Fig. 1 illustrates 

variation of particle concentration inside the chamber 

as a function of time for different particles sizes. 

After the resuspension event, particle concentration 

increases sharply to orders of magnitude higher than 

the background level. After about one minute, 

concentration decayed exponentially. The results are 

in agreement with previous works. Indeed, a single 

activity can increase by several orders of magnitude 

the concentration of particle matter (PM) in a closed 

volume. In the next part of this work, the effects of 

floor roughness and particle size on particle 

resuspension were investigated using the 

resuspension source strengths approach. Two types 

of flooring commonly used in residences were 

tested: smooth and rough linoleum.  

 

SOURCE STRENGHS ESTIMATION  
To estimate resuspension source strengths, a mass 

balance approach was used [26]. At time t, and for 

particle in a given size range i, the mass balance 

equation can be written as follows: 

  

,

, , ,

, ,
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( ) ( )VC (t)    (1)

                  ( ) '( )
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i out i d i in

i R i di

dC t
V faVC t a
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,  i inC : Concentration inside the chamber (#/m3) 

,i outC : Concentration outside the chamber (#/m3) 

,   i diC : Floor loading (#/m2) 

     A : Resuspension surface area (m2) 

        V : Resuspension chamber volume (m3) 

     a : Air exchange rate (s-1) 

f  : Penetration factor (dimensionless)  

,i d : Deposition rate (s-1) 

,i R : Resuspension rate (s-1) 

'iS : Indoor source emission (#/s-1) 

 

 
 

Fig. 1 Normalized particle concentration versus time 

profile of one representative experiment (flooring 

type: rough linoleum, RH =40%) 

 

The deposition rate 
,i d  is embedded in the decay 

rate 
,( )i da   to calculate the resuspension source 
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strengths. The method for the decay rate estimation is 

described below. Since resuspension study has been 

conducted in a cleaned room, the first term of eq1 is 

removed. The term ' ( )iS t  is also removed because 

there are no other indoor sources during the study. 

We put the term corresponding to the resuspension by 

indoor activities as a source term ( )iS t . With these 

considerations, eq1 becomes:  

  

,

, ,

( )
( ) ( ) ( )   (2)

i in

i d i in i

dC t
V a VC t S t

dt
     

 

Without indoor activities and particle sources, 

particle concentration decays exponentially in the 

chamber. Decay rates were obtained as the slope of 

the regression line of natural logarithm of particle 

concentration along time axis.  

Fig. 2 represents the decay rates estimated for the 

chamber as a function of particle size in two cases. 

Flooring types in the case 1 and case 2 are smooth 

and rough linoleum, respectively; however, the walls 

and the ceiling textures are identical.  Results show 

that decay rates for the two cases are identical. In 

fact, this is probably due to the small flooring areas 

of the chamber, which affects slightly the decay rates. 

For the two cases and for particles < 4 µm, decay rate 

is almost constant, however, it increases sharply with 

particle size for particles larger than 4 µm.  

 

 

Fig. 2 Experimental decay rates for the chamber with 

two flooring types. Case 1: smooth linoleum, case 2: 

rough linoleum. The error bars represent the standard 

deviation of the mean 

 

Once the decay rates are determined, resuspension 

source strengths can be estimated by solving the mass 

balance equation (eq 2).  Integration this equation, 

from ti to tf, where ti and tf, are times corresponding 

the beginning and the end of resuspension event 

gives:  
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he superscript * refers to normalized variables. The 

average of resuspension source strengths for particle 

in a given size range i over the resuspension time  

f iT t t   is: 
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, ( )i inC t  is the average of normalized indoor 

concentration for  particle in the size range i during 

the resuspension period. This term was evaluated 

using numerical integration with trapezoidal rule. 

 

 

Fig. 3 Resuspension source strength for two types of 

flooring: smooth and rough linoleum. The error bars 

represent the standard deviation of the mean. 

 

Fig. 3 shows resuspension source strengths versus 

particle size estimated for two flooring types. 

Firstly, for all particle sizes, surface roughness 

improves particle resuspension. This finding can be 

explained by the fact that surface roughness 

increases strongly the velocity near the floor 

surface; increasing in turn the lift and drag forces. 

Secondly, for the two flooring types, resuspension 

source strengths for particle in the size range 1-10 

µm are larger than those obtained for particles with 

sizes smaller than 1 µm. Eventually, resuspension 

source strengths for particles larger than 10 µm, is 

almost 4 times greater than those for PM10 
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(particles with size < 10 µm). This finding is likely 

due to the fact that electrostatic force effects for 

larger particles are marginal compared to lift and 

drag forces. 

 

CONCLUSIONS 

In this study, particle resuspension due to human foot 

motion was investigated experimentally. The study 

was conducted using a rectangular plate, which 

rotates toward the floor to mimic the downward 

motion of the foot during a gait cycle. Orgasol 

microsphere powders in the size range 0.5-20 µm 

were used. The study was conducted in an 

environmentally controlled experimental chamber 

(RH ≈ 40%). Decay rates for the chamber with two 

flooring types were evaluated. Source strengths for 

two flooring types and different particle sizes using 

mass balance equation were estimated. Results show 

that for the two flooring types, particles larger than 

10 µm are associated with greater resuspension 

sources strengths. Resuspension source strengths for 

particles in the size range 1-10 µm are larger than 

those for particles lower than 1µm. This study 

displays unequivocally that surface roughness 

improves particles resuspension.  
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ABSTRACT  
The term filtration as used with reference to civil engineering works, describes the restriction of particles 

migration from a soil into or through a granular medium. In geotechnical engineering, presence of filters in 

hydraulic structures is essential for soil protection from erosion. The main design criteria against which 

performance is assessed are a criterion for retention of fine particles. The characteristic size of filter medium 

influences the size distribution of the pore and hence the capacity for the retention of the flowing particles, and 

the hydraulic conductivity of the filter itself.  Porosity is one of the important parameters governing transport 

and particle deposition in porous media. It represents the voids between the solid matrixes of a granular media. 

The particles size distribution of inlet particles and retained ones within the filter were analyzed and related to 

the filter opening size. The choice of this filter is based on several parameters, mainly the porous media 

opening size. The filter porosity variation was assessed and correlated with clogging particles volume. The 

evolution of such parameter may be an indicator of likely filter clogging. In this paper we report the results of a 

laboratory study devoted to investigating the behaviour of granular filters during the filtration of silt particles. 

Two kinds of silts involving different plasticity are used and a filter F1 was designed according to the criteria 

of USBR (US Bureau of Reclamation 1986). in order to attempt to explain the effect of grain shape in the 

filtration mechanism, a second filter F2 collected from Seine River (France) providing the same grain-size 

distribution that of the filter F1 but with rounded grains shape was selected. 

KEYWORDS: Porous Media, Filter, Particles, Flow, Silt, Grain shape. 

INTRODUCTION  

The construction of hydraulic structures (dams, 

levees) needs impermeable base soil (core) protected 

by a downstream filter. Filters are used to prevent 

movement of soil particles from or between various 

zones and foundations of embankment dams. Such 

movement, if not controlled, can result in the 

development of concentrated leaks that can lead to 

serious consequences and, in extreme cases, failure 

of dam embankments [10]. With high hydraulic 

pressure, particles from base soil could be detached 

and transported through the filter bed [3, 4, 5, 6, 7]. 

Particles that are larger than the opening pore in the 

filter bed will be trapped. The suspended particles 

slowly fill the pores, resulting in an increase of 

hydraulic resistance and a decrease of the porosity in 

the medium. As water flows through the soil, fine 

particles of the core can be washed out under 

hydraulic loading, leading to internal erosion and 

likely failure of the structure. So, a correctly designed 

filter must retain loose soil particles and thus prevent 

piping, while it will be able to allow seepage water to 

flow and avoid the development of high internal pore 

pressures [3, 4, 5, 6, 7, 8, 9, 16]. The detachment of 

fine particles and their subsequent transport 

throughout the porous network of the filter requires 

that the pore space is sufficient. This space is 

conditioned by the granular distribution, which in turn 

depends on the size of the grains, their form and their 

contact conditions [16, 19]. The main filter design 

criteria are empirical relationships based essentially 

on the representative size d85 (85% finer than 75µm) of 

the soil to protect and the opening of filter pore D15 
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(sieve size for which 15% of the weighed filter 

material is finer). A series of laboratory observations 

on sets of base soil-filter combination has usually led 

the researchers to recommend empirical 

relationships. Terzaghi (1922) was the first to suggest 

empirical criteria describing the importance of the 

grain size in the design of granular filters. This 

criterion was improved by other authors like 

Vaughan and Soars (1982), Sherard & Dunnigan 

(1985), Kenney & Lau (1985) and recently Foster & 

Fell (2001) and Reddi & al (2002) [23, 20, 15, 12, 

19]. In order to design a filter it is recommended to 

consider the most critical situation [21], the presence 

of a concentrated flow through the base soil. In this 

case the particles are eroded when the hydraulic load 

exceeds the critical value of shear stress of the 

internal surface cracks. The filter behaviour depends 

on the geometric requirements (grain size and pore 

distribution, fine particles size and concentration), 

water (velocity or gradient) and physicochemical 

processes. Benamar & al (2004, 2009) [1, 2] and Marot & 

al (2012) [17] reported that deposition processes depend on 

the grain angularity which contributes to increase the 

suffusion resistance and high filtration. According to 

previous studies, higher concentration of particles in 

the flowing suspension involves important deposition 

rate [3, 19]. Large concentration of particles causes 

increased capture rate and so rapid clogging. In this 

paper we have investigated various parameters 

affecting filtration behaviour including: hydraulic 

conductivity, porosity, size of eroded particles, the 

grains shape and their influence on the filter 

efficiency was evaluated. 

MATERIAL AND METHODS:  

Experimental set up and test procedure 

The device used for erosion test in vertical flow 

conditions is already described by Sherard & 

Dunnigan (1985) [20] for the No Erosion Test 

(NET). It is devoted to simulate the filtration of 

cohesive soils in granular filter with the presence of a 

crack. The apparatus is shown schematically in figure 

1. The so-called NEF test (No Erosion Filter) uses a 

permeameter (cell made of Plexiglas) which is 140 

mm of diameter and 280 mm high. Within the cell a 

sample of base soil (representing the core) of 25 mm 

thickness is compacted above the layer of granular 

filter (150 mm thickness) previously selected. A 10 

mm diameter pinhole was drilled through the base soil 

in order to induce a concentrated flow through the 

hole towards the filtering layer. The cell was 

connected to a water supply which provides a selected 

pressure in a range from 25 kPa to 120 kPa, the 

pressure was increased by steps of 25 kPa. The cell is 

equipped with a pressure gauge and the outlet is 

directed to a turbidity-meter and a flow-meter 

providing continuous record of measured values. A 

flow induced with a very low pressure is applied 

trough the soil-filter system and once saturation 

reached, the water pressure is increased gradually by 

steps corresponding to selected pressure test values. A 

particle concentration is derived using a previous 

correlation between fines concentration and turbidity 

(NTU). The performance of the soil-filter 

combination is observed during a processing time 

close to 10 minutes.  

 

Figure 1  

General view of experimental apparatus 

Materials 

The parametric study involves samples made of silt 

for the base soil and sand for the filters. The particle 

size distributions of the two materials are shown in 

Figure 2. Two base soils were selected for erosion: 

silt 1 with a maximum particle size of 120 µm and silt 

2 (quite finer) whose maximal size is close to 106 μm. 

The two silts involve the same size d85 (45.5μm), 

which leads to the same ratio (D15 / d85) of 11. For 

lower size than d50, silt 2 contains more fines than silt 

1. The intrinsic characteristics of the two tested silts 

are listed in Table 2. The geotechnical 

characterization provides a liquidity limit of 37% and 

a plastic index Ip = 20 for the silt 1 (very plastic), 
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while Silt 2 provides a liquidity limit of 33%, it was 

classed as a slightly plastic (Ip = 12).  

Table 1 shows the analysis of different existing 

criteria; the comparison reveals that the design 

criteria proposed by Sherard and Dunnigan (1985) 

was the most conservative. The choice of filters for 

fine soils prone to suffusion or internal erosion is 

essentially based on the grain-size distribution 

properties of materials. In our case the filter design 

was done in a way to meet the USBR (US Bureau of 

Reclamation 1986) criteria. The both filters used in 

the present study have the same grains size 

distribution but an angular grain shape for the filter 

F1 and a rounded grain shape for the filter F2 (FHWA 

NHI-06-088, [11]). The selected filters are efficient if 

fines grading involves a d85 size larger than 62 µm. 

The diameter d85 (45.5 μm) of the two investigated 

silts was strictly smaller than the required dimension 

given in Table (2) (right column), showing that 

filtration may be not efficient. 

Table 1 

Granulometric criteria applied to the designed filter 

[13] 

AuthorS Filter Criteria 

Filter 

parameters 

Fines 

size (µm) 

Terzaghi 

(1922)  
(D15F/d85B )≤4 0.25D15F 140 

Karpoff 

(1955) 

5<(D50F/d50B) 

≤10(sable fin) 

Max=0.2D50F 

Min=0.1 D50F 

300 

150 

Kenney & 

al (1985) 

(D15F/d85B )≤5 

 

0.20D15F 

 

112 

 

Sherard & 

al (1985) 
(D15F/d85B )≤9 0.11D15F 62 

Honjo & 

al (1989) 

(D15F/d85B) 

≤5.5 
0.18D15F 101 

 

Table 2 

 Intrinsic characteristics of fine materials 

 Plasticity  

 WL(%) Wp(%) Ip (%) 

Silt 1 37 17 20 (Very plastic) 

Silt 2 33 21 12 (Slightly Plastic) 

 

Figure 2 

Grain size distributions of used materials 

 

RESULTS AND DISCUSSION 

 

Evaluation of the hydraulic conductivity change in 

filter F1 

After saturation of the filter in the cell, the 

measurement of the initial hydraulic conductivity is 

performed by a flowmeter placed at the outlet of the 

column. This device enables us to save flow values 

throughout the test. The hydraulic conductivity is 

determined using Darcy's law presented by equation 

(1). 

L

hA
kQ




                                                               (1) 

Where:  

Q is the volume of flow, l/s, 

k is the hydraulic conductivity of the medium, m/s 

A is the apparent area of the material, m², 

h is the difference of the hydraulic gradient. 

 

To compare very easily the different parameters with 

several loads, curves of results are 

presented in dimensionless form (k / k0). Figure 3 and 

4 show the evolution of the hydraulic conductivity in 

the filter F1 according to the type of silt and the 

pressure applied to the inlet cell. So, comparing two 

silts indicates that for a plastic soil (silt 1) erodibility 

is less than that of a slightly plastic soil (silt 2) which 

clogs the pores and leads to a drastic reduction of 

hydraulic conductivity. The hydraulic conductivity 

reduction observed in the filter (close to 40 %) when 

used with silt 2 at a water pressure of 25 kPa is almost 

the same than that measured at 50 kPa when the 

filtration is processed for silt 1. The hydraulic load 

impacts heavily the internal stability of fine soils. 

Figure 4 shows that under a water pressure of 50 kPa 
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the hydraulic conductivity evolve significantly 

compared to the hydraulic conductivity reduction 

obtained with previous pressure of 25 kPa (Fig. 3). 

The reduction reaches 40% with silt 1 and then 

becomes 60 % with silt 2 under a water pressure of 

50 kPa. 

Such results suggest that silt 2 is more filtered than 

silt 1 under similar hydraulic conditions. The 

erodibility of silt 1 can be assumed to be lower, 

inducing less particles flowing through the filter. The 

effect of water pressure on hydraulic conductivity 

reduction is due to previous deposition of particles 

within the filter and which not detached by the 

occurring higher pressure. This latter leads also to 

more particles removed from the core hole owing to 

increased shear stress on the hole-surface. The curves 

from Figure 3 and 4 illustrate that once hydraulic 

conductivity falls down in the beginning of filtration; 

its value remains constant, leading to a steady-state 

flow through the filter. So, no clogging risk occurs.   

 

  

Figure 3 

 The hydraulic conductivity of the filter F1 tested 

under a pressure of 25 kPa. 

 

Figure 4 

The hydraulic conductivity of the filter F1 tested under 

a pressure of 50 kPa. 

Porosity in the filters 

Porosity is one of the most important parameters of 

concern in filtration process which includes the 

transport and deposition of particles in a porous 

medium. So, it is therefore important to investigate its 

evolution. Based on the experimental evaluation of 

the hydraulic conductivity of the filter for different 

silts tested, we were able to approximate the porosity 

n reduction according to the Equation 2 of Kozeny, 

Carman, [18]: 

 
 2

2

0

3

0

3

0
1

1

n

n

n

n
kk






                                         (2) 

Where k0 is the initial hydraulic conductivity of the 

filter; k is the measured hydraulic conductivity; n0 is 

the initial porosity; n is the porosity corresponding to 

the hydraulic conductivity k; 

The evolution of porosity was computed for different 

pressure ranges from 25 kPa to 120 kPa.  

 

Influence of the plasticity index  

Fellow & al (1991) [9], described that clay shale with 

the lowest plasticity was the most susceptible to 

piping. Delgado & al (2012) [7] conclude that the 

base soil plasticity has influence in the boundary 

filter. Figure 5 shows the erosion tests of the two 

kinds of silt show that the porosity decreases during 

loading and the effect of applied pressure decreases 

slightly when its amplitude increases. The porosity 

decreases considerably when using silt 2 than silt 1. 

These results can be related to clogging process in 

many pores by the flowing suspension containing a 

large amount of silt 2 particles, which reduces the 

hydraulic conductivity. If comparing the two silts, we 

conclude that during the first pressure steps the filter 

porosity in the presence of slightly plastic base soil 

(silt 2) is affected by a reduction ten percent greater 

than that calculated with very plastic base soil (silt 1). 

Influence of the Grain Shape of the Filter  

The detachment of fines particles and their transport 

throughout the filter is conditioned by the granular 

distribution, but also depend on the grain shape of the 

filter. Figure 6 shows the results of the porosity 

reduction in the two filters F1 and F2 for the silt 1 

(very plastic), the results are quite similar in both 
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filters. The grain shape had not influence on the 

porosity reduction if the base soil was very plastic. 

 
Figure 5  

Filter porosity reduction in the filter F1 for two base 

soils at different loads. 

 

 

Figure 6: Porosity reduction comparison in filter F1 

and F2 tested with Silt 1. 

 
Figure 7:  

Porosity reduction comparison in filter F1 and F2 

tested with Silt 2. 
 

Figure 7 shows the results of the porosity reduction in 

filter F1 and F2 tested with the base soil Silt 2 

(slightly plastic). The same reduction was shown at 

25 kPa but the gap increases at a pressure of 120 kPa 

to a difference of 5%. The damage caused in the filter 

F2 was more important than in the filter F1. The grain 

shape influences the porosity of the filter if the base 

soil was a slightly plastic. 
 

Assessment of filter criteria 

During the filtration tests we have separately 

collected samples of eroded particles through the 

filter for various water pressures for subsequent 

particle size analysis. The results can bring some 

knowledge about the maximal particle size which can 

flow through the filter without trapping. 

In order to understand the filtration mechanism the 

distribution of sizes d85 for recovered and trapped 

particles was plotted with respect to the grading curve 

of silt 2  (Fig. 8). The results indicate that the fine 

fraction of silt particles are infiltrated (recovered) 

since the size of particles collected (<35 µm) is 

widely smaller than that of silt (45 µm). The increase 

of the applied pressure generates increased size of 

eroded particles owing to higher shear stress applied 

on the internal surface of the hole. The d85 size 

(ranging between 28 µm and 38 µm) of the infiltrated 

portion of fine particles is widely less than the filter 

opening. These results confirm the criteria based on 

the filter size D15 but it remains that particle whose 

size is greater than d85 core soil requires larger 

opening filter.  

 

 
Figure 8 

 d85 particle size of recovered fines versus applied 

pressure (Silt 2 tested with filter F1). 

During filtration particles trapped and recovered 

depend on the relative size of flowing particles and 

filter opening (constrictions distribution and pore 

size). In order to investigate the qualitative 
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performance of the filter, the particle size distribution 

of filtered particles (in both upper and lower sides of 

the filter) and recovered ones at each hydraulic 

pressure at the outlet of the filter is carried out (Figs. 

9 and 10).  

 

 

Figure 9 

 Particle size distribution of the recovered samples 

(Silt 1 tested with filter F1) 

 
Figure 10 

 Particle size distribution of the recovered samples 

(silt 2 tested with filter F1) 

For filtered particles (Fig. 9) (dashed lines) it is 

shown that particles retained by the filter upstream 

are coarser than that retained downstream, as 

reported in several filtration studies. As regards to 

the recovered particles (solid lines) seems to have a 

similar shape and d90 size is the same in the different 

cases of water pressure. 

However, particles recovered under a pressure of 50 

(second step of loading) stands out from other curves, 

indicating the recovery of finer particles. The 

recovered samples are finer than the initial size of 

base soil. The effect of applied pressure is evident on 

the size distribution of recovered particles, since 

increasing pressure leads to recover coarser particles, 

at least during the two first hydraulic gradients. The 

size d50 of eroded particles is finer than that of 

collected from the filter (trapped particles). The 

analysis of the size distribution of retained particles 

within the filter at the end of the test shows that large 

size particles (coarser fraction) are retained by the 

filter. The grain size distribution of the filter material 

advocates the blocking of large silt particles in the 

voids formed by the grains. 
 

CONCLUSION 

 

Two materials representing the base soil have been 

selected and tested with the aim of filtration 

mechanism investigation. The soil-filter system was 

subjected to increasing water pressure, geometric and 

hydraulic parameters were measured during and after 

filtration. The results of this experimental study lead 

to following main results: 

Although the ratio (D15 / d85) provided by the two silts 

is similar the filtration mechanism generates different 

results with the two samples. 

Comparison of filter design criteria reveals that the 

relation proposed by Sherard and Dunnigan (1985) 

was the most conservative. 

The plasticity of the base soil influences greatly the 

filtration since slightly plastic soils (silt 2) are more 

erodible than plastic soils (silt 1). 

The hydraulic conductivity in the filter is of a great 

concern and leads to understand the filtration process 

but it remains a global parameter and knowing its 

spatial evolution along the filter becomes a necessity. 

The hydraulic conductivity fall involves 

systematically a reduction in filter porosity. The 

damage caused in the rounded filter (F2) was more 

important than in the angular filter (F1). The grain 

shape influences the porosity of the filter if the base 

soil was a slightly plastic but it had not influence on 

the porosity reduction if the base soil was a very 

plastic. 

The comparison of existing criteria in relation with 

d85 size of the recovered particles indicates that the 

large particles were filtered while the fines were 

infiltrated. Even if tested materials do no meet 

checked criteria, the filtration operates.  
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ABSTRACT  
Flow modeling around buildings can be achieved either by using wind-tunnel studies or via the utilization of 

Computational Fluid Dynamics (CFD) techniques.  Conducting wind-tunnel studies may be expensive and time 

consuming, /or environmental configurations. On the other hand, CFD can provide significant cost benefits for 

assessing and optimizing engineering design solutions related to environmental concerns and appear attractive 

as a potential alternative tool. 

The experiments in the wind tunnel is time consuming and expensive, especially in the case of the urban 

complexes configurations where it is often necessary to do many tests changes of parameters and configuration 

of the environment, which has oriented us  towards the use of simulation. To do so Google Earth image of the 

fabric structure was used as a backdrop in the AC3D software. The outlines of the buildings were then traced 

to create polygons, which were then extruded to produce the 3D individual buildings. This study shows the 

feasibility of applying a COMSOL CFD model to simulate the airflow behavior in a vernacular urban area. The 

computational fluid dynamics software COMSOL is used to determine velocity field flow in complex 

morphological street network. 

KEYWORDS: COMSOL CFD model, Complex urban fabrics, Buildings, Urban Flow 

INTRODUCTION  
Building physics aims to study the built environment. 

The classification of urban scales based on a number 

of considerations weather and geography. Our scale 

study in this work is the microclimate scale. It 

corresponds to a horizontal spatial scale wherein the 

transverse dimension of the studied urban fragments 

does not exceed a few hundred meters and a vertical 

scale corresponding to the sub-layer roughness 

figure 1. 

 

In this paper, we present a methodology to build 3D 

urban area models; objects that will be included in 

the simulation must be prepared in a step-by-step 

procedure starting with the capture of the area of 

investigation using Google Earth 4.2 Professional [2] 

as shown in figures2 and 3 

 

 
 

Figure 1 
Representation of Climate and Atmospheric scales, 

mesoscale (a), locally (b) and micro (c) Oke[1]. 
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Figure 2 
Ghardaia complex urban morphology 

 

 
 

Figure 3 

Tracing the complex urban morphology using AC3D 

 

The image is then imported in the AC3D software 

where the outlines of the buildings were traced and 

then extruded to produce the individual buildings [3]. 

The dimensions and the geometry of the objects are 

scaled to fit the real size of the configuration. 

Magics12.0 software [4] has been used to correct the 

file containing the urban geometry of the case study 

as shown in figures 4and 5. 

 

This specific built environment with its complex and 

organic geometry will help to demonstrate the ability 

of CFD COMSOL [4] software to tackle the most 

complicated situations. 

 
 

Figure 4 
Defective 3D urban configuration tracing result using 

AC3D 

 

 
 

Figure 5 
Repaired 3D urban configuration tracing result using 

Magics 

 

 

ANALYSIS AND MODELLING 
The governing equations of incompressible 

turbulent wind flow around buildings are continuity 

and the Reynolds-averaged Navier–Stokes 

equations, expressed as follows: 
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Figure 6 

Recommended computational domain size where 

Hmax refers the maximum height of the building, 

adapted after Franke et al. [6] and Tominaga et al. 

[7]. 

 

 

 
 

Figure 7 

Domain size of the case study 
 

 

 
 

Figure 8 
The mesh 

 

 
 

Figure 9 

Setup of the 3D urban configuration for simulation 
 

The size of the domain has been taken as a multiple 

of the characteristic height of the tallest building 

which is in this case 18 meters, as recommended by 

Hall [5] who suggests that the distance between any 

edge of the domain and the buildings must be at 

least five times of the characteristic height of the 

building, as shown in figure 6 and 7. The 

downstream distance is 15 times height, and the 

height of the domain is 6 times height. The domain 

covers the entire area of 450 m ×350 m, including 

all the buildings and surrounding areas. The height 

of 90 m from the ground in the vertical direction of 

the calculation domain provides about 75m of open 

space above the tallest building. Complete mesh 

consists of 671798 domain elements, 48172 

boundary elements, and 4374 edge elements. 

 
 

The most important thing is to correctly reproduce 

the characteristics of separating flows near the roof 

and the walls. Therefore, a fine grid arrangement is 

required to resolve the flows near the corners as 

shown in figure 8. 

 

 

BOUNDARY CONDITIONS 
An inflow condition was applied at the leftmost 

(upwind) side (y-z plane) of the domain as given in 
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Figure 9. An inlet wind speed of 3 m/s has been 

chosen as representing the average wind conditions 

in the region. In addition the orientation of the urban 

configuration has been selected according to the 

prevailing wind direction.  A pressure outlet 

condition was applied at the rightmost (downwind) 

side (y-z plane) of the domain. 

 

RESULTS AND DISCUSSION 
The 3D steady RANS equations are solved with k-ε 

turbulence model because it does perform well for 

external flow problems around complex geometries. 

The k-epsilon model solves for two variables: k; the 

turbulent kinetic energy, and epsilon; the rate of 

dissipation of kinetic energy. Wall functions are used 

in this model, so the flow in the buffer region is not 

simulated. It should be noted that Wall functions 

ignore the flow field in the buffer region, and 

analytically compute a non-zero fluid velocity at the 

wall. To achieve a numerical solution, the nonlinear 

solver solves the equations iteratively. 

 

Figure 10 and 11show respectively the velocity 

magnitude and the corresponding streamlines and 

contour velocity magnitude. 

 

 
 

Figure 10 

The velocity magnitude 

 

 
 

Figure11 

The streamlines. 

 

In Figure 11 we can see that the Air streams are 

brutally separated from their initial trajectory 

approaching obstacles of constructions. 

 

Detachment points are often absent, due to the 

organic form constructions and they appear at the 

contact of the flow with the sharp edges of certain 

other constructions downstream of which there is an 

increase in speed wind and pressure drop figure 12. 
 

 
 

Figure12 

Contour velocity magnitude. 

 

Houses of this kind of urban fabric behave like 

baffles that create a rotating flow which constitute 

the recirculation zones. It is seen from Figures 11 

and 12 that the velocity of air flux varies drastically 

with urban density. In the present case the urban 

configuration acts as a wind shield reducing the air 

velocity inside the urban fabric, whereas the 

maximum velocities are observed at the boundaries 

of the lot. In the wake zone the velocities are low 

but is characterized by strong turbulence. 

 

 
 

Figure13 

Contour pressure. 



International Conference On Materials and Energy – ICOME 16 

Houda et al;, 921 

Figure 12 and 13 show respectively the Surface wall 

lift in viscous units and Contour pressure. 

 

 
 

Figure14 

Surface wall lift in viscous units. 

 

 

CONCLUSIONS 
A numerical study of wind velocities in a vernacular, 

complex urban area has been undertaken and 

discussed in the present study. It was found that the 

velocity distribution could considerably change with 

the building shape and urban configuration. By using 

COMSOL-CFD tool, useful information can be 

drawn and   used by urban developers, architectural 

designers and environmental planners to promote 

natural ventilation, a good measure for reducing 

energy use in buildings and   providing better outdoor 

air quality. It should be kept in mind that the main 

objective of this research is to improve the 

understanding of the behavior of a system, rather 

than obtaining results readily comparable with 

regulatory standards. 
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ABSTRACT  
Ventilation strategies play an important role of enhancing energy conservation, Indoor Air Quality (IAQ) 

and acoustic comfort in any conditioned space. Impinging jets are used in such application and should be 

understood to be controlled. This paper focuses on the flow physics and the aero-acoustic coupling of an 

impinging jet ventilation system. Experimental data coupling are obtained thanks to simultaneous 

measurements of the velocity and the acoustic fields using respectively time-resolved particle image 

velocimetry (PIV) and a microphone. Spatio-temporal cross-correlations between the transverse velocity 

and the acoustic signals give us a better understanding of the self-sustained tones generated in impinging 

jets. A pre-whitening technique is used to investigate the coupling between the acoustic and the velocity 

signals. This method is useful for analyzing small random signals superimposed on a high amplitude pure 

tone 

Keywords: Self-sustained tones, PIV, Aero-acoustics 

 

INTRODUCTION  
Impinging jets on a surface with an edge geometry 

(slot, grid, etc...) are widely used in ventilation 

systems of commercial and residential rooms to 

improve the mixing and diffusion of air flow and 

ensure the necessary air quality and comfort. These 

jets may, under certain conditions, be a source of 

noise due to self-sustaining tones which lead to 

discomfort and thus should be reduced or suppressed.  

Since the source of these tonal noises are strongly 

related to the vortex dynamics in the jet, cross-

correlations between both the velocity and the 

vorticity fields with the acoustic signals are helpful in 

order to understand the underlying physical 

mechanisms.  For example, the understanding of the 

vortex dynamics involved in the production of these 

tones, its synchronization with the sound field is of 

high interest in order to define control strategies that 

aim at decreasing the acoustic level generated in such 

configurations.  In addition, the simultaneous 

investigation of the quasi-periodic dynamics of the 

most energetic modes of the large-scale vortical 

structures and the pressure variation of the radiated 

acoustic waves is useful to build reduced order 

models that capture the main mechanism involved in 

the noise generation. In this paper we consider a 

plane jet impinging on a slotted plate.  The acoustic 

field and the vortices trajectories between the outlet 

and the surface of the slotted plate are investigated 

simultaneously for several number of Reynolds  

based on the dimension of the nozzle  Re = U0.H /ν  

(where U0 is the average stream-wise  velocity at the 

exit of the convergent and ν is the kinematic 

viscosity of air).[1,2,3,4,5,6,7] 

 

EXPERIMENTAL APPARATUS AND 

PROCEDURES 
 

A schematic of the experimental set-up is presented 

in Figure 1. A compressor (1) creates an air flow in 

the installation.  This compressor is isolated from 

the experimental room and is commanded by a 

frequency controller (2) to regulate the air flow (the 

speed of air flow). The air flow is generated through  

a damping  space (3) of 1m3 and a tube (4) of 1250 

mm in length with a rectangular  section (90×200  

mm2) extended by a rectangular  convergent (5), 

which provides a free jet of height H = 10mm and 

width Ly = 200mm.  A 4 mm thick aluminum plate 

(6) (250×250 mm2) is fitted with a beveled slot (7) 

of the same dimension as the convergent outlet and 
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is carefully aligned with the convergent using a 

gauge and a displacement system. The distance from 

the impinged surface to the exit of the convergent 

section is denoted L. In this paper, the nozzle-to-plate 

distance is equal to 40 mm (L/H = 4). The origin is 

taken at the jet exit. 

 

 

 
Figure 1: Schematic of the experimental set-up 

(dimensions in mm). a: The flow leaves the 

convergent section after entering a rectangular cross-

section from a large settling chamber. b: The 

geometry of the impinged plate 

 

Simultaneous measurements of the acoustic pressure 

and velocity field were performed.  A microphone 

was placed behind the plate, (away from the 

hydrodynamic disturbances) to measure the radiated 

sound pressure. The microphone was a B&K Free-

Field 1/2 Type 4189, which has a sensitivity range 

from 7 Hz to 20 kHz. 

The PIV system [15] used for this study is composed 

of one Phantom V9 camera of 1200 × 1632 pixels2 

mounted normally to the direction of the light sheet 

plane generated from a Nd: YLF NewWave Pegasus 

laser of 10mJ energy per pulse and 527 nm 

wavelength, the laser sheet obtained by a system of 

lenses has a minimal thickness of 0.5 mm in the 

measurement section. The acquisition frequency of 

the PIV system is 1500 Hz.  The air jet flow was 

seeded with small olive oil droplets, 1 to 2 µ m in 

diameter, provided by a liquid seeding generator. 

 

RESULTS AND DISCUSSION 
 

The self-sustained tones are accompanied by levels 

of sound which can reach very high values. The 

sound pressure levels obtained in the studied jet 

here are shown in Figure 2 for different Reynolds 

number and a confining ratio L/H=4. The 

frequencies of self-sustained sounds (F) are also 

plotted on this figure. The evolution of the self-

sustained tones frequencies has a succession of 

stages with abrupt jumps. The acoustic level 

increases when the Reynolds number increases with 

a peak at certain Reynolds numbers. The sound level 

peaks coincide with abrupt jumps of the frequencies 

of self-sustained tones.  

 
Figure 2: Acoustic level and frequencies of self-

sustained sounds versus Reynolds number for 

L/H = 4 
 

The feedback loop and the transfer of energy from 

the dynamic field to the acoustic one are optimized 

when a jump of frequency of the self-sustained 

tones occurs.  These abrupt jumps are often 

associated with an aerodynamic changing in the 

flow.   
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Figure 3: Sound level for different Reynolds. L/H = 4 

 

The positions of the vortices centers are shown in 

Figure 4 for Re = 5435 and Re = 4415 presenting 

respectively a peak of the acoustic level and the 

Reynolds which precedes it (Figure 3). As it is shown 

in Assoum [1] for a plane jet impinging on a slotted 

plate, when an acoustic peak occurs, vortices have 

two paths when they are travelling from the outlet to 

the plate. A first path where vortices are deviated in 

the transverse direction close to the wall and a 

second path where vortices escape by the slot when 

they approach the surface of the plate. The acoustic 

signal reaches a maximum in amplitude when 

vortices are close to the slot and strangling the flow 

creating self-sustained sounds. 

The cross-correlations between the vortex dynamics 

and the acoustic signals give a better understanding 

regarding the generation of noise. The phase relation 

between the acoustic signal and the vortex dynamics 

is of high interest for the development of theoretical 

and semi- empirical models. To observe the trajectory 

of vortices, several mathematical tools have been 

proposed for the identification and the 

characterization of vortices. Vorticity, the simplest 

tool, still used but known for its sensitivity for a 

shear layer. Other criteria, such as the Q criterion 

(developed by Hunt and Wray (1998)), λ2 [12] or D 

[8] have been suggested to overcome this problem. 

The swirling-strength criterion (λ2) is used in this 

paper to identify the vortices.  This method of vortex 

identification allows the detection of the position of 

the center of rotary structures, it can also distinguish 

between the shear and rotation in the assumption that 

the center of a vortex corresponds to a minimum of 

local pressure. 

To understand the difference between configurations 

with a low and high levels of noise (for respectively 

Re = 4045 and Re = 5435), the cross-correlations 

between the transverse velocity of the jet 

(representing the passage of the vortices) and the 

acoustic signals are presented here. At first we 

consider the Reynolds number Re = 4045, which has 

relatively a low level of noise (Figure 3). The 

correlations between the acoustic signal and the 

transverse velocities are shown in Figure 5 along the 

line Y /H = 0.6 for L/4 = H. A peak of correlation 

which is centered at t = 0ms exists close to the plate 

X /H = 3.9 but with a low coefficient of correlation 

(about 0.32) what explain the low acoustic level at 

this Reynolds number. 

 

 

 
 

Figure 4: Positions of the vortices centres for 

different Reynolds number. L/H=4 

 

Now we consider the Reynolds number Re = 5435 

which represents a peak of the acoustic level (Figure 

5). The dynamics of the vortices is presented in 

Figure 6(a). Vortices hit the plate then they follow a 

first path along the wall of the plate. Vortices 

according to the second path escape through the slot 

of the plate. The correlations between the acoustic 

signal and the transverse velocities are shown in 

Figure 6(b) along the line Y /H = 0.6 for L/4 = H. 

One can see that there are two peaks of correlation 

near the wall at X /H = 3.9, the first peak is positive 

and centered at t = 0ms and the second peak is 

negative delayed by about 3ms. This distribution of 

the cross-correlation between the transverse velocity 

and the acoustic signal is due to two vortices which 

arrive successively at the plate; the first vortex is 

deviated in the transverse direction and responsible 

for the first peak of correlation and the second 
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which arrives after this latter escape through the slot 

of the plate and is responsible for the second peak of 

correlation. For Y /H = 2 (Figure 7(a)) and close to 

the wall, a phase jump of the correlation is observed 

at X /H = 3.6. This phase shift is explained by the 

fact that the acoustic signal becomes correlated with 

the secondary vortices closer to the wall as presented 

in Figure 7(b) at Y /H = 2. 

 
Figure 5: Cross-correlations between the acoustic 

signal and the transverse velocity along Y/H=0.6 for 

Re=4045 

 

In order to calculate the cross-correlations between 

the acoustic signal and the transverse velocity Uy, we 

firstly used the signal of Uy directly extracted from 

the PIV field. In this signal, Kelvin-Helmholtz 

vortices are the dominant structures, the passage of 

these primary structures may hide other information 

belonging to other physical phenomena. Therefore, 

the pre-whitening technique proposed by Ho and 

Nosier [9] is used. This technique also used by 

Assoum et al. [1] allows to other frequency peaks not 

directly related to the passage of the dominant 

Kelvin-Helmholtz vortices to be shown. It consists in 

replacing the high resonant peaks in the cross-

spectrum of two considered signals with the average 

value of the two neighboring frequency components, 

and then to calculate the cross-correlation using the 

inverse Fourier transform of the resulting spectrum. 

For the Reynolds number Re=4045 which represent a 

low level of the acoustic level, the planar cross-

correlation between the pre-whitened signals of Uy 

extracted along Y /H = 0.6 and the acoustic one is 

presented (Figure 8). Cross-correlations are shown 

for all positions starting from the nozzle exit (X /H= 

0) toward to the impinged wall (X /H = 40).   

 
Figure 6: (a): Vortices using λ2 criterion 

showing the paths of vortices on the half of the 

jet (Y > 0) for R = 5435. (b): Cross-correlations 

between the acoustic signal and the transverse 

velocity along Y /H = 0.6 for Re = 5435 

 
Figure 7: (a): Cross-correlations between the 

acoustic signal and the transverse velocity along 

Y /H = 2 for Re = 5435. (b): Vorticity field 

showing the secondary vortices near the wall at 

Y /H = 2) for Re=5435. 

 
Figure 8: Pre-whitened signals:  Cross-

correlations between the acoustic signal and the 

transverse velocity along Y /H = 0.6 for Re = 

4045 

 

One can see that no significant correlation could be 

found. For this Reynolds number, the self-sustained 

sounds are relatively low, and the feedback loop is 

not well installed. For Re=5435 representing the 

peak of the acoustic level in Figure 3, one can note 

that a periodic correlation exists on the Figure 9(a). 
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The period of this correlation is related to the Kelvin-

Helmholtz structures, but the correlation map does 

not present a slope (which reflects the progress of the 

vortices) as it was the case before pre-whitening.  

The peak of correlation is independent from the 

position where Uy is extracted along the line Y /H = 

0.6 and is centered at t = 0ms along the X-axis. 

 

 
Figure 9: Pre-whitened signals:  Cross-

correlations between the acoustic signal and the 

transverse velocity along Y /H = 0.6 (a) and Y /H 

= 2 (b) for Re = 4045 

 

Since the jet shear layer near the nozzle was 

controlled by a direct feedback loop for Re ≤10000 

[14], and as it was shown in [1], the generated 

perturbation at the impact of the jet could trigger an 

instability which is set along the axis of the jet from 

the plate to the birth of the primary instabilities in the 

shear layer of the flow. 

Figure 9(b) shows the planar cross-correlation of the 

acoustic signal with Uy, after pre- whitening at the 

distance of 2*H from the axis of the jet.  Far from the 

jet axis, we can observe that the correlation observed 

when Y /H = 0.6 along the X-axis (Figure 13(a)) does 

not exist. Non-significant coefficient of correlation 

exists very near from the wall. 

 

CONCLUSIONS 
The dynamics of vortices in a plane jet impinging on 

a slotted plate and the generated acoustic field are 

investigated experimentally using time-resolved PIV 

measurements and a microphone.  It was found that 

when a peak of the acoustic level is reached, a jump 

of the self-sustained tones frequencies occurs and a 

change of the aerodynamic mode takes place. This 

implies that the change of the aerodynamic mode 

which is directly related to the self- sustained 

frequency amplify the sound intensity and promotes 

the transfer of energy to the acoustic field. It was 

found that in self-sustained configurations, vortices 

have two paths when they are travelling from the 

outlet to the plate. A first path where vortices are 

deviated in the transverse direction close to the wall 

and a second path where vortices escape by the slot 

when they approach the surface of the plate. The 

planar cross-correlation presentation between the 

acoustic signal and the transverse velocity shows 

that the acoustic wave created by the considered 

impinging jet is instantaneously generated with the 

impact of the Kelvin-Helmholtz vortices on the 

surface of the plate. A pre-whitening technique is 

used to investigate more deeply the coupling 

between the acoustic field and the velocity one. This 

method shows that a centered peak of correlation is 

set along the X-axis at the center of the jet. This 

peak of correlation revealed an instability which is 

set along in the jet from the plate to the birth of the 

primary instabilities in the shear layer of the flow. 

This instability is related to the feedback loop of the 

self-sustained sounds. 

   

REFERENCES 
 

1. Assoum, H. H., El Hassan, M., Abed-

Meraiım, K., Martinuzzi, R. and Sakout, A.: 

2013, Experimental analysis of the aero-

acoustic coupling  in a plane  impinging jet 

on a slotted  plate,  Fluid Dynamics 

Research 45(4), 045503 

2. Assoum H.H., El Hassan, M, Abed-Meraim, 

K. and Sakout, A. 2014, The vortex 

dynamics and the self-sustained tones in a 

plane jet impinging on a slotted plate, 

European Journal of Mechanics-B/Fluids, V 

48 p 231-235 

3. Assoum, H.H., Abed-Meraïm, Sakout, 

A.The acoustic production and the vortices 

dynamics involved in a plane impinging jet. 

(2013) Congrès Français de Mécanique.  

http://www.sciencedirect.com/science/article/pii/S0997754614001071
http://www.sciencedirect.com/science/article/pii/S0997754614001071
http://www.sciencedirect.com/science/article/pii/S0997754614001071


17-20 May 2016, La Rochelle, France 

 

928   Assoum et.al., 

 

4. Assoum, H.H., Sakout, A., Abed-Meraïm, K., 

Alia, A., Hassan, M.E., Vetel, J. 

Experimental investigation of the vibration 

of a slotted and a non-slotted plates and the 

acoustic field in a plane impinging jet. 

(2012) Proceedings - European Conference 

on Noise Control, pp. 801-806.  

5. Assoum, H.H., Sakout, A., Hassan, M.E., 

Vetel, J., Alia, A., Abed-Meraïm, K. 

Experimental investigation of the vibration 

of a slotted plate and the acoustic field in a 

plane impinging jet.  (2012) Acoustics 2012, 

France (2012). hal-00810574 

6. Billon, A. and Sakout, A.: 2005, Two 

feedback paths for a jet-slot oscillator, 

Journal of Fluids and Structures 21, 121–132. 

7. Billon, A., Valeau, V. and Sakout, A.:  2004, 

Instabilits de lcoulement produisant le bruit 

de fente, C. R.Mecanique 332, 557–563. 

8. Chong, M. S., Perry, A. E. and Cantwell, B. 

J.: 1990, A general classification of three-

dimensional flow fields ,Physics of Fluids A: 

Fluid Dynamics 2(5), 765777. 

9. Ho, C. and Nosseir, N.: 1980, Large coherent 

structures in an impinging  turbulent jet, 

Turbulent Shear Flows 2, p 297. Springer. 

10. Ho, C. and Nosseir, N.: 1981, Dynamics of 

an impinging  jet. Part 1. The feedback 

phenomenon, Journal  of Fluid Mechanics 

105, 119 – 142. 

11. Howe, M.: 1975, Contributions to the theory 

of aerodynamic sound, with application to 

excess jet noise and the theory of the flute, 

Journal of Fluid Mechanics 71(04), 625–673. 

12. Jeong, J. and Hussain, F.: 1995, On the 

identification of a vortex, J. Fluid Mech. 285, 

69–94. 

13. Nosseir, N. and Ho, C.: 1982, Dynamics of 

an impinging  jet. Part 2. The noise 

generation, Journal  of Fluid Mechanics 116, 

379–391. 

14. Powell, A.: 1961, On the edgetone, J . 

Acoust. SOCA 33, 395–409. 

15. Raffel, M., Willert, C. and Kompenhans, J.: 

2002, Particle image velocimetry : a practical 

guide, Springer, New York . 

16. Rockwell, D. and Naudascher, E.: 1979, Self-

sustained oscillations of impinging  free 

shear layer, Ann. Rev. Fluid Mech 11, 67–94. 

17. Rossiter, J.: 1964, Wind tunnel experiments 

on the flow-over rectangular cavities at 

subsonic and transonic speeds, Technical  

Report 64037, Royal Aircraft Establishment  

18. Walker, J. D. A., Smith, C. R., Cerra, A. W. 

and Doligalski, T. L.: 1987, The impact of a 

vortex ring on a wall, Journal of Fluid 

Mechanics  81, 99–140. 

 



 

Assoum  et. al  929 

International Conference On Materials and Energy – ICOME 16 

THE TURBULENT KINETIC ENERGY AND THE ACOUSTIC FIELD IN A 

RECTANGULAR JET IMPINGING A SLOTTED PLATE  

 
H. H. Assoum1*, M. El Hassan1, J. Hamdi2, A. Hammoud1, K. Abed-Meraïm2 and A. Sakout2 

 
1 Beirut Arab University-Tripoli Campus, Corniche El Meena, next to the Olympic Stadium, Tripoli, 

Lebanon 
2 Laboratoire des Sciences de l’Ingénieur pour l’Environnement (LaSIE), University of La 

Rochelle, Avenue Michel Crépeau, Pôle Sciences et Technologies, 17000 La Rochelle, France 

 

*Corresponding author:   Fax: + 961 6 218400 Email:  h.assoum@bau.edu.lb 

 

ABSTRACT  
Ventilation systems are of vital importance for buildings, not only to provide acceptable thermal conditions and 

air quality for occupants, but also with regards to energy usage. Impinging jets can be encountered in many 

ventilation strategies which have major impacts on the acoustic environment and energy performance. The self-

sustaining tones can be generated in such applications where a feedback loop is installed in the system. This 

phenomenon is explained by the corollary of Howe who shows that the origin of noise in such configurations 

can be attributed to fluid rotations. Howe highlights the role of phase conditions between the vorticity, the 

velocity of the flow and the acoustic velocity for the optimization of energy transfers between the turbulent 

kinetic energy and the sound field. In this work, we use 2D-PIV technique and a microphone respectively to 

measure the kinematic fields simultaneously with the acoustic generation for a rectangular jet impinging on a 

slotted plate. This study aims to investigate the transfers between the turbulent kinetic energy and the sound 

field for two Reynolds numbers presenting a high and a low noise levels. It is shown that phase conditions are 

necessary for the optimization of energy transfer which allows the installation of the self-sustained loop in the 

flow. It was found also that the change of the aerodynamic mode which is directly related to the self-sustained 

frequency. 
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Self-sustained tones, PIV, Turbulent kinetic energy 
 

 

INTRODUCTION 
Several configurations in which a shear layer 

interacts with an obstacle can generate self- sustained 

tones. Self-sustained tones are generated due to a 

feedback loop which was described by [11, 12]. Self-

sustaining sounds related to aero-acoustic coupling 

occurs in impinging jets when a feedback loop is 

present between the jet exit and a slotted plate:  the 

downstream-convicted coherent structures and 

upstream-propagating pressure waves generated by 

the impingement of the coherent structures on the 

plate are phase locked at the nozzle exit. The 

upstream-propagating waves excite the thin shear 

layer near the nozzle lip and result in periodic 

coherent structures. The period is determined by the 

convection speed of the coherent structures and the 

distance between the nozzle and the plate 

[1,2,3,4,5,6,7,8,9,10]. Actually, in this case, the 

interaction between the flow and the obstacle 

generates an aero- acoustic source and the 

perturbation which is fed back upstream leads to a 

direct feedback path inducing an amplification of 

the flow fluctuations [16, 18, and 19]. This feedback 

loop optimizes the transfer of energy between the 

aero-dynamic fluctuations, essentially 

incompressible, and the acoustic fluctuations [13, 

14, and 15]. The acoustic energy such created is 

principally distributed over well-defined frequency 

peaks. In this paper we consider a plane jet 

impinging on a slotted plate. The two-dimensional 

turbulent kinetic energy is calculated for different 

cases presenting low and high levels of the acoustic 

generation.   

 

 

 

mailto:h.assoum@bau.edu.lb


 

930  Assoum et. al 

17-18 May 2016, La Rochelle, France 

EXPERIMENTAL APPARATUS AND 

PROCEDURES 
 

A schematic of the experimental set-up is presented 

in Figure 1. A compressor (1) creates an air flow in 

the installation.  This compressor is isolated from the 

experimental room and is commanded by a frequency 

controller (2) to regulate the air flow (the speed of air 

flow). The air flow is generated through  a damping  

space (3) of 1m3 and a tube (4) of 1250 mm in length 

with a rectangular  section (90×200  mm2) extended 

by a rectangular  convergent (5), which provides a 

free jet of height H = 10mm and width Ly = 200mm.  

A 4 mm thick aluminum plate (6) (250×250 mm2) is 

fitted with a beveled slot (7) of the same dimension 

as the convergent outlet and is carefully aligned with 

the convergent using a gauge and a displacement 

system.  

 
Figure 1: Schematic of the experimental set-up 

(dimensions in mm). a: The flow leaves the 

convergent section after entering a rectangular cross-

section from a large settling chamber. b: The 

geometry of the impinged plate 

 

The distance from the impinged surface to the exit 

of the convergent section is denoted L. In this paper, 

the nozzle-to-plate distance is equal to 40 mm (L/H 

= 4). The origin is taken at the jet exit. 

Simultaneous measurements of the acoustic pressure 

and velocity field were performed.  A microphone 

was placed behind the plate, (away from the 

hydrodynamic disturbances) to measure the radiated 

sound pressure. The microphone was a B&K Free-

Field 1/2 Type 4189, which has a sensitivity range 

from 7 Hz to 20 kHz. 

The PIV system [17] used for this study is composed 

of one Phantom V9 camera of 1200 × 1632 pixels2 

mounted normally to the direction of the light sheet 

plane generated from a Nd: YLF New Wave Pegasus 

laser of 10mJ energy per pulse and 527 nm 

wavelength, the laser sheet obtained by a system of 

lenses has a minimal thickness of 0.5 mm in the 

measurement section. The acquisition frequency of 

the PIV system is 1500 Hz.  The air jet flow was 

seeded with small olive oil droplets, 1 to 2 µ m in 

diameter, provided by a liquid seeding generator. 
 

RESULTS AND DISCUSSION 
 

The self-sustained tones are accompanied by levels 

of sound which can reach very high values. The 

sound pressure levels obtained in the studied jet 

here are shown in Figure 2 for different number of 

Reynolds and a confining ratio L/H=4. The 

frequencies of self-sustained sounds (F) are also 

plotted on this figure. The evolution of the self-

sustained tones frequencies has a succession of 

stages with abrupt jumps. The acoustic level 

increases when the Reynolds number increases with 

a peak at certain Reynolds numbers. The sound level 

peaks coincide with abrupt jumps of the frequencies 

of self-sustained tones.  

The feedback loop and the transfer of energy from 

the dynamic field to the acoustic one are optimized 

when a jump of frequency of the self-sustained 

tones occurs.  These abrupt jumps are often 

associated with an aerodynamic changing in the 

flow. To illustrate the aerodynamic change, we 

consider, for example, the peak of the sound level 

and the frequency jump which take place at Re 

=3610 for L/H = 4 (Figure 4). Thus, in Figure 3 two 

fields of the vorticity are shown for two Reynolds 

number at two arbitrary instants; the first Reynolds 

corresponds to the peak of the acoustic level at       
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Re = 3610 and the second Reynolds precedes it at Re 

= 3207 for L/H = 4. 

 
Figure 2: Acoustic level and frequencies of self-

sustained sounds versus Reynolds number for 

L/H = 4 
 

 

 
Figure 3: Vorticity fields for Re = 3207 (A) and Re = 

3610 (B). L/H=4. 

 
The vorticity fields ωz are calculated in the plane 

(XY). When the Reynolds number increases from Re 

= 3207 to Re = 3610, one can see that the number of 

vortices between the convergent and the plate 

doubled (it passes from 2 to 4 vortices). The 

frequency of the self-sustained sounds is associated 

with the vortex shedding frequency and the 

aerodynamic changing mode. The peak of the sound 

level which occurs with the jump of the self-

sustained tones frequencies implies that the change 

of the aerodynamic mode amplify the sound 

intensity and promotes the transfer of energy to the 

acoustic field. A similar conclusion is obtained for 

other peaks of the sound level.  

When the self-sustained loop is optimized, the 

transfer of energy from the aerodynamic field to the 

acoustic one occurs in configurations which allows 

an optimum interaction of the acoustic fields with 

the aerodynamic fluctuations. In the corollary of 

Howe [13] of energy, to evaluate the acoustic power 

exchanged with the flow, it requires three quantities; 

the vorticity, the flow velocity and the acoustic 

velocity. Acoustic velocity is a very sensitive 

quantity that requires a very specific metrology. 

With 2D PIV measurements, we can evaluate the 

turbulent kinetic energy (TKE) of the aerodynamic 

field and analyze its correlation with the acoustic 

level. 

 

 
Figure 4: Sound level for different Reynolds. L/H = 

4 

 
Thus, in this section, the mean two-dimensional  

turbulent kinetic energy is considered (the mean of 

the turbulent kinetic energy calculated in the plane 

(X,Y)) for different Reynolds number  and L/H  = 4.   

The evolution of the turbulent kinetic energy is 

important to be quantified simultaneously with the 

acoustic level to have a better understand of its role 

in this phenomenon of the energy transfer between 

A 
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these quantities in the case of a high level of the 

acoustic generation. 

The two-dimensional turbulent kinetic energy (TKE) 

is calculated for each pixel of the PIV images in the 

plane (X, Y) and then normalized by the mean 

stream-wise velocity at the outlet. The two-

dimensional turbulent kinetic energy (TKE) is given 

by TKE= (u’²+v’²)/<U0²>, where u’ and v’ are 

respectively the longitudinal and the transverse 

fluctuations. 

 
 

 
Figure 5: The acoustic signal and the two-

dimensional Turbulent Kinetic Energy (TKE) per 

unit of surface for L/H = 4. (a) : Re = 4045, (b) : Re 

= 5435. Amplitudes are normalized by their maximal 

values. 

In a second calculation, the sum of the turbulent 

kinetic energy (TKE) over of all the pixels of the 

image is divided by the surface on which the sum 

done. This calculation is applied for successive 

instants (successive PIV images) and thus we obtain 

the evolution of the two- dimensional TKE per unit 

of surface and over the time.  Then the time of 

acquisition is normalized by the period (T) of the 

self-sustained tones found in the acoustic signal. By 

this way the two-dimensional TKE per unit of 

surface is obtained as a function of the acoustic 

cycle of the self-sustained sounds. 

We consider here two Reynolds number Re = 4045 

and Re = 5435 (with convergent-to-plate ratio L/H = 

4) which represent two configurations; the first (for 

Re = 4045) for a low acoustic level and the second 

for a peak of the acoustic level (Figure 4). For each 

case, the evolution of the TKE is presented 

simultaneously with the acoustic signal in Figure 6. 

One can observe that for Re = 4045 presented in 

Figure 5(a), the acoustic signal is not well 

organized.  Actually, organized self-sustained 

sounds are not well installed in this case.   The TKE 

evolution is similar to a random noise signal.  In 

Figure 5(b) when Re = 5435, the acoustic signal is 

well organized as well as the evolution of the TKE 

contrary to the case when Re = 4045. In fact, for Re 

= 5435 a peak of the acoustic level is obtained and 

self-sustained sounds are installed at specific 

frequencies. There is an opposition of phase 

between the turbulent kinetic energy and the 

acoustic signals which have, both of them, the same 

frequency.  As it will be presented in the next 

section, the peak of the acoustic signal corresponds 

to the impact of vortices on the plate, this implies 

that the energy transfer from the fluctuating field to 

the acoustic one is optimized and becomes maximal 

when the vortices reach the slot of the plate. Thus, 

when the feedback loop is optimized the same 

frequency is imposed and the turbulent kinetic 

energy is minimal as it is transferred to the acoustic 

field and thus they are in opposition of phase. When 

the vortices get close to the slot, a partial blockage 

of the passage of the flow by the slot takes place due 

to these vortices what increases the intensity of 

whistling through this slot; at the same time the 

TKE is transferred to the acoustic field. 

In order to check the evolution of the two-

dimensional TKE versus the Reynolds numbers in 

high and low acoustic level configurations for L/H = 

4, the average of the TKE obtained over one period 

(T) of the self-sustained tones is calculated. Thus, in 

Figure 6, the mean TKE is presented per unit of 

surface and over one period T for different Reynolds 

number.  In this figure, the TKE has two main peaks, 

the first at Re = 3610 and the second between Re = 

4415 and Re = 5435. The two peaks of the TKE 

coincide with two peaks of the acoustic level. As 

explained previously, the feedback loop of the self-

sustained sounds is optimal when a maximum of 
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energy passes from the fluctuating field to the 

acoustic one. This energy transfer is favored when 

the fluctuating energy is available for these energy 

exchanges. In addition, this favored condition occurs 

when we have a jump of the self-sustained tones 

frequencies what corresponds to the change of the 

aerodynamic mode. If we do the same calculation of 

the TKE for a Reynolds number which is relatively 

of a low acoustic level, the acoustic signal is not 

structured and its comparison with the TKE shows 

that there is no synchronization between them and 

signals are similar to a random fluctuations. 

 

 
 
Figure 6: Evolution of the acoustic level and the two-

dimensional Turbulent Kinetic Energy 

(TKE) for L/H = 4. 

 

CONCLUSIONS 

 
The dynamics of vortices in a plane jet impinging on 

a slotted plate and the generated acoustic field are 

investigated experimentally using time-resolved PIV 

measurements and a microphone.  It was found that 

when a peak of the acoustic level is reached, a jump 

of the self-sustained tones frequencies occurs and a 

change of the aerodynamic mode takes place. This 

implies that the change of the aerodynamic mode 

which is directly related to the self-sustained 

frequency amplify the sound intensity and promotes 

the transfer of energy to the acoustic field. When the 

feedback loop is optimized and installed in the jet, 

the evolution of the two-dimensional turbulent 

kinetic energy is as well organized as the acoustic 

signal and is disposed to be transferred to the 

acoustic field. Actually, when the vortices approach 

from the slotted plate, a partial blockage of the 

passage of the flow by the slot due to these vortices 

increases the intensity of the self-sustained tones 

and at the same time the turbulent kinetic energy is 

transferred to the acoustic field.   

REFERENCES 
 

1. Assoum, H. H., El Hassan, M., Abed-Meraiım, 

K., Martinuzzi, R. and Sakout, A.: 2013, 

Experimental analysis of the aero-acoustic 

coupling  in a plane  impinging jet on a slotted  

plate,  Fluid Dynamics Research 45(4), 045503 

2. Assoum H.H., El Hassan, M, Abed-Meraim, K. 

and Sakout, A. The vortex dynamics and the 

self-sustained tones in a plane jet impinging on 

a slotted plate, European Journal of Mechanics-

B/Fluids, V 48 p 231-235 

3. Assoum, H.H., Abed-Meraïm, Sakout, A.The 

acoustic production and the vortices dynamics 

involved in a plane impinging jet. (2013) 

Congrès Français de Mécanique.  

4. Assoum, H.H., Sakout, A., Abed-Meraïm, K., 

Alia, A., Hassan, M.E., Vetel, J. Experimental 

investigation of the vibration of a slotted and a 

non-slotted plates and the acoustic field in a 

plane impinging jet. (2012) Proceedings - 

European Conference on Noise Control, pp. 

801-806.  

5. Assoum, H.H., Sakout, A., Hassan, M.E., Vetel, 

J., Alia, A., Abed-Meraïm, K. Experimental 

investigation of the vibration of a slotted plate 

and the acoustic field in a plane impinging jet.  

(2012) Acoustics 2012, France (2012). hal-

00810574 

6. Billon, A. and Sakout, A.: 2005, Two feedback 

paths for a jet-slot oscillator, Journal of Fluids 

and Structures 21, 121–132. 

7. Billon, A., Valeau, V. and Sakout, A.:  2004, 

Instabilits de lcoulement produisant le bruit de 

fente, C. R. Mecanique 332, 557–563. 

8. Chong, M. S., Perry, A. E. and Cantwell, B. J.: 

1990, A general classification of three-

dimensional flow fields, Physics of Fluids A: 

Fluid Dynamics 2(5), 765777. 

9. Glesser, M., Valeau, V. and Sakout, A.: 2008, 

Vortex sound in unconfined flows: Application 

to the coupling of a jet-slot oscillator with a 

resonator, Journal of Sound and Vibration 314, 

635–649. 

10. Gutmark, E., Wolfshtein, M. and Wygnanski,  I.:  

1978,  The plane turbulent  impinging jet, J. 

Fluid Mech. 88, 737–756. 

http://www.sciencedirect.com/science/article/pii/S0997754614001071
http://www.sciencedirect.com/science/article/pii/S0997754614001071
http://www.sciencedirect.com/science/article/pii/S0997754614001071


 

934  Assoum et. al 

17-18 May 2016, La Rochelle, France 

11. Ho, C. and Nosseir, N.: 1980, Large coherent 

structures in an impinging turbulent jet, 

Turbulent Shear Flows 2, p 297. Springer. 

12. Ho, C. and Nosseir, N.: 1981, Dynamics of an 

impinging jet. Part 1. The feedback phenomenon, 

Journal of Fluid Mechanics 105, 119 – 142. 

13. Howe, M.: 1975, Contributions to the theory of 

aerodynamic sound, with application to excess 

jet noise and the theory of the flute, Journal of 

Fluid Mechanics 71(04), 625–673. 

14. Orlandi, P. and Verzicco, R.: 1993, Vortex rings 

impinging on walls: axisymmetric and three-

dimensional simulations, Journal of Fluid 

Mechanics 256, 615–646. 

15. Powell, A.: 1961, on the edgetone, J. Acoust. 

SOCA 33, 395–409. 

16. Preisser, J. and Block, P.: 1976, An experimental 

study of the aeroacoustics of a sub-sonic jet 

impinging normal to a large rigid surface,  

A.I.A.A Paper no. 76-520. 

17. Raffel, M., Willert, C. and Kompenhans, J.: 

2002, Particle image velocimetry: a practical 

guide, Springer, New York. 

18. Rockwell, D. and Naudascher, E.: 1979, Self-

sustained oscillations of impinging free shear 

layer, Ann. Rev. Fluid Mech 11, 67–94. 

19. Walker, J. D. A., Smith, C. R., Cerra, A. W. and 

Doligalski, T. L.: 1987, The impact of a vortex 

ring on a wall, Journal of Fluid Mechanics  81, 

99–140. 
 



17 – 20 May, 2016, La Rochelle, France 

Janssens et al.  935 

 

 

 

FINITE ELEMENT MODELING OF POLYDISPERSE FLOWS USING THE DIRECT 

QUADRATURE METHOD OF MOMENTS 

 
Bart Janssens1*, Walter Bosschaerts1, Karim Limam2,  

1Royal Military Academy, Department of Mechanics. Avenue de Renaissance 30, 1000 Brussels, Belgium 
2La Rochelle University, LaSIE, Avenue Michel Crépeau, 17042 La Rochelle Cedex 1, France 

*Corresponding author:   Fax: +32 2 4414 100   Email:  bart.janssens@rma.ac.be 

 

 

 

ABSTRACT 
We present an Eulerian method to compute polydisperse flow, using a stabilized finite element method for the 

flow and particle transport equations, an equilibrium approach to compute the particle velocity field and a 

Direct Quadrature of Method of Moments to take into account polydispersity and particle coagulation. For the 

coagulation, a kernel that can be used in direct numerical simulation is derived. 

The method is tested on the Taylor-Green vortex and a Burgers vortex.

 

NOMENCLATURE 
St: Stokes number 

c: Particle number concentration 

𝑘𝑖: −𝜆𝑖/𝜆3 

𝑛: Particle number concentration 

𝑅𝛼𝛾: Collision radius 

𝒖: Fluid velocity 

𝒗: Particle velocity 

𝒙: Position 

𝑣𝑝: Particle volume 

𝛽: Density ratio parameter or collision kernel 

𝜆𝑖: i-th eigenvalue of the rate-of-strain tensor 

𝜌𝑓: Fluid density 

𝜌𝑓: Particle density 

𝜎: Collission rate 

𝜏: Generalized particle relaxation time 

𝜏𝑝: Particle relaxation time 

 

INTRODUCTION 
The presence of small particles constitutes an 

important factor in determining air quality in our 

buildings and cities. This kind of pollution is 

typically consists of a wide distribution of particles, 

with sizes ranging from a few nanometers to 10 m 

[1]. The size distribution of the particles need not be 

constant in time, and can in fact be influenced by 

effects such as coagulation between particles. 

The aim of the present paper is to show a recent 

implementation [2] and verification of a combined 

flow and Eulerian particle transport model, based on 

the finite element method for the transport 

equations, and the Direct Quadrature Method of 

Moments [3] to account for polydispersity and 

coagulation. The idea of this method is to 

approximate the size distribution using Dirac delta 

functions, resulting in variables for the abscissa and 

weights that need to be transported through the 

solution domain. The advantage of this approach is 

that the size distribution can be described using only 

a few (< 6, typically) variables and the shape of the 

size distribution does not need to be known in 

advance. We combine this method with a locally 

implicit formulation for the particle velocity, 

resulting in a more accurate solution for the particle 

dispersion and an extension of the applicable size 

range [4]. The techniques explained here are valid 

for small Stokes numbers up to about 0.25. For a 

detailed overview of alternative methods, we refer to 

[5,6]. 

 

Paper overview: The next section of this paper is 

dedicated to the modeling techniques that we have 

applied. After that, the model is applied to test cases 

and the results are shown. Finally, we draw our 

conclusions and present our ideas for future work. 

 

MODELLING METHOD 
The presented method combines three different 

models: a stabilized finite element method for solving 

the Navier-Stokes equations governing the fluid flow; 

an equilibrium Euler method for calculating particle 
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property transport and velocity calculation; the 

DQMOM method to account for the particle size 

distribution and coagulation. For details on the fluid 

model, we refer to [2]. The results of the equilibrium 

Euler and DQMOM methods will be presented, with 

full derivations again available in [2]. 

 

Equilibrium Euler approach: The idea of the 

equilibrium Euler approach [4] is that we can write a 

transport equation for a particle property such as the 

number concentration 𝑛 as follows: 
𝜕𝑛

𝜕𝑡
+ 𝛻 ⋅ (𝑛𝒗) = 0 

The velocity 𝒗 is the particle velocity, and the above 

equation is valid only if we suppose that the particle 

velocity can be represented as an Eulerian field. This 

is a strong hypothesis, since the particle velocity not 

only depends on the fluid velocity but also on the 

particle initial conditions. Two particles with different 

initial velocities might still have different velocities at 

the same time and position. If the particle relaxation 

time 𝜏𝑝 is sufficiently small with respect to the fluid 

velocity time scale, it can be shown (see [6]) that the 

effect of particle initial conditions decreases 

exponentially fast, and an Eulerian velocity field may 

be used. This approximation is also called the mono-

kinetic assumption [7]. 

In the above equation, the particle velocity is 

extracted from the Maxey and Riley particle equation 

of motion [8]. The approximate analytical solution as 

derived in [2] yields: 

𝒗 = 𝒖 − 𝜏(1 − 𝛽)(𝑰 + 𝜏𝛻𝒖)−1 (
𝐷𝒖

𝐷𝑡
− 𝒈) 

The parameters 𝛽 and 𝜏 represent the density ratio 

parameter and generalized particle relaxation time, 

respectively: 

𝛽 ≡
3

2𝜌𝑝

𝜌𝑓
+ 1

 

𝜏 ≡ 𝜏𝑝 (1 +
𝜌𝑓

2𝜌𝑝
) 

The “locally implicit” term appears in the form of the 

matrix inverse (𝑰 + 𝜏𝛻𝒖)−1. In the unmodified 

equation, this is replaced by the identity matrix. In the 

monodisperse case, the computational cost comes 

down to the solution of one additional transport 

equation for the particle concentration. For the 

velocity, a 3x3 system needs to be solved at each 

node, due to the locally-implicit term. This approach 

has been shown to be accurate up to St = 0.25 [4], 

although a more rigorous criterion for determining 

the validity will be discussed in the results section. 

 

Polydisperse flow: For polydisperse flow, the 

particle size becomes an additional variable that may 

evolve under the influence of phenomena such as 

particle coagulation. Instead of just transporting a 

single number concentration, we need to transport a 

particle distribution function 𝑓(𝑣𝑝, 𝒙, 𝑡). This can be 

thought of as a particle size distribution function in 

terms of particle volume, defined at every point in 

the domain and at every time. Due to the time-space 

discretization already employed for the solution of 

the Navier-Stokes equations, it remains to discretize 

this function in terms of the particle volume. The 

DQMOM method [3] proposes to do this by using a 

weighted sum of Dirac delta functions: 

𝑓(𝑣𝑝, 𝒙, 𝑡) ≈ ∑ 𝑓𝛼𝛿(𝑣𝑝 − 𝑣𝛼)

𝑁

𝛼=1

 

The set of weights 𝑓𝛼 and abscissas 𝑣𝛼 associated with 

each Dirac function form different particle “phases”, 

each with a number density function value 𝑓𝛼 and 

particle volume 𝑣𝛼. They depend on time and position, 

though we will omit this from the notation to avoid the 

clutter. We can now write transport equations for 𝑓𝛼 

and the weighted particle volume 𝜁𝛼 = 𝑓𝛼𝑣𝛼: 
𝜕𝑓𝛼

𝜕𝑡
+ 𝛻 ⋅ (𝑓𝛼𝒗𝜶) = 𝑎𝛼 

𝜕𝜁𝛼

𝜕𝑡
+ 𝛻 ⋅ (𝜁𝛼𝒗𝜶) = 𝑏𝛼 

The source terms 𝑎𝛼 and 𝑏𝛼 that appear here are 

used to model particle coagulation. They are 

obtained as the solution of the linear system: 

(1 − 𝑘) ∑ 𝑣𝛼
𝑘𝑎𝛼 + 𝑘 ∑ 𝑣𝛼

𝑘−1𝑏𝛼

𝑁

𝛼=1

𝑁

𝛼=1

= 𝑆𝑘̅
+ − 𝑆𝑘̅

− 

Here, 𝑆𝑘̅
+ and 𝑆𝑘̅

− are the birth and death rates due to 

coagulation, respectively. These are expressed in 

terms of the coagulation kernel 𝛽(𝑣𝛼, 𝑣𝛾): 

𝑆𝑘̅
+ =

1

2
∑ ∑(𝑣𝛼 + 𝑣𝛾)

𝑘
𝑁

𝛾=1

𝑁

𝛼=1

𝛽(𝑣𝛼, 𝑣𝛾)𝑓𝛼𝑓𝛾 

𝑆𝑘̅
− = ∑ ∑ 𝑣𝛼

𝑁

𝛾=1

𝑁

𝛼=1

𝛽(𝑣𝛼, 𝑣𝛾)𝑓𝛼𝑓𝛾 

 

The coagulation kernel depends on the physical 

driving force of the coagulation phenomenon. It can 

be influenced by Brownian motion, or fluid 

turbulence, for example. In a direct numerical 

simulation (DNS), where the instantaneous fluid 

velocity is fully described, the kernel can be broken 

down into a part due to particle size difference on 

the one hand: 
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𝛽1(𝑣𝛼, 𝑣𝛾) = |𝒗𝛼 − 𝒗𝛾|𝜋 ((
3

4𝜋
𝑣𝛼)

1
3

+ (
3

4𝜋
𝑣𝛾)

1
3

)

2

 

On the other hand we have the effect of non-uniform 

flow, which depends on the eigenvalues (𝜆1, 𝜆2, 𝜆3) 

of the rate of strain tensor, and the expression needs 

to be chosen from the following 3 options: 

𝛽2

= 8(−𝜆3)𝑅𝛼𝛾
3 (∫

2(𝑘1 cos2 𝜙 + 𝑘2 sin2 𝜙)
3
2

3√𝑘1 cos2 𝜙 + 𝑘2 sin2 𝜙 + 1 

𝜋
2

0

𝑑𝜙

−
𝜋

6
(𝑘1 + 𝑘2 − 1)) 

𝛽3 = 8𝜆3𝑅𝛼𝛾
3 ∫

2(𝑘1 cos2 𝜙 + 𝑘2 sin2 𝜙)
3
2

3√𝑘1 cos2 𝜙 + 𝑘2 sin2 𝜙 + 1 

𝜋
2

0

𝑑𝜙 

𝛽4 = 8(−𝜆3)𝑅𝛼𝛾
3 (

1

3
(√𝑘1 + (𝑘1 −

1) arctan (√𝑘1)) −
𝜋

6
(𝑘1 − 1))   

𝛽5 = −
4𝜋𝑅𝛼𝛾

3

3
(𝜆1 + 𝜆2 + 𝜆3) 

In the above equations, 𝑅𝛼𝛾 = 𝑟𝛼 + 𝑟𝛾 is the collision 

radius between two particles and 𝑘𝑖 = −𝜆𝑖/𝜆3. The 

choice of equation depends on the signs of the 

eigenvalues. Table 1 summarizes all the possibilities. 

 

Table 1 

Choice of collision kernel 

 

𝜆1 𝜆2 𝜆3 𝛽𝛼𝛾 

> 0 > 0 < 0 𝛽1 + 𝛽2 
< 0 < 0 > 0 𝛽1 + 𝛽3 
> 0  0 < 0 𝛽1 + 𝛽4 

≤ 0 ≤ 0 ≤ 0 𝛽1 + 𝛽5 
> 0 > 0 > 0 𝛽1 

 

Collision efficiency: The above theory assumes 

that every collision leads to coagulation of the 

particles involved. In reality, this is not the case, and 

a collision efficiency needs to be taken account [9, 

10]. For the verification performed in this work, we 

simplify the model and assume that the collision 

efficiency is always one. 

Solution algorithm: Using the above equations, 

the complete solution algorithm for a polydisperse 

flow with coagulation can be formulated as follows: 

1. Choose a set of N particle volumes 𝑣𝛼and 

distribution function values 𝑓𝛼 

2. Compute the fluid flow field 

3. for all α in 1..N do 

a. Compute the velocity field 𝒗𝜶 

b. Compute the particle velocity field 

gradients at the nodes, using the 

average of surrounding elements 

4. for all nodes in the mesh do 

a. Compute the moment source terms 

𝑆𝑘̅
+ and 𝑆𝑘̅

− 

b. Solve the linear system for 𝑎𝛼 and 

𝑏𝛼 
5. Solve the transport equations for the weights 

and weighted abscissa. 

6. Next timestep: go to 2. 

 

RESULTS 
For verification of the method, we use two test 

cases: periodic Taylor-Green vortices are used to 

verify the implementation of the locally implicit 

extension to the equilibrium Eulerian approach, and 

polydisperse flow through a Burgers vortex is used 

to verify the collision kernel. 

Taylor-Green vortices: We track bubbles (density 

ratio 𝛽 = 3) through a periodic field of Taylor-Green 

vortices with diameter D and maximal swirl velocity 

𝑉𝑠. This computation was previously performed in 

[11], but without the locally implicit modification. 

Figure 1 presents contours of particle concentrations 

along with particle streamlines at dimensionless time 

𝑡𝑉𝑠 2𝐷⁄ = 2, allowing us to visualize an overview of 

the flow field. 

 

Figure 1: Contours of particle concentrations along 

with particle streamlines at dimensionless time 

𝒕𝑽𝒔 𝟐𝑫⁄ = 𝟐 and with St = 0.25 
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Depending on the Stokes number, the bubble 

concentration peak at the center of the vortices is 

more or less pronounced. To illustrate this, Figure 2 

presents a logarithmic plot of the concentration 

(normalized by the initial concentration) as a function 

of dimensionless time. 

 

Figure 2: Concentration ratio as a function of 

dimensionless time. Gray: St = 0.25, black: St = 0.75. 

We plotted the numerical solution along with two 

analytical solutions: one from [11], excluding the 

locally implicit term, and one obtained from the 

particle velocity equation with locally implicit term, 

derived in [2]. At the lower stokes number, the locally 

implicit term has no influence and all graphs overlap, 

but at St = 0.75, the unmodified approach from [11] 

overpredicts the peak concentration by a factor of 2. 

To verify the validity of the equilibrium approach, we 

used the criterion derived in [6]: The eigenvalues of 
1

2
(𝛻𝒗 + 𝛻𝒗𝑇) should be greater than −1/𝜏 at every 

node in the domain. This was confirmed for both 

Stokes numbers considered. 

Burgers vortex: In [12], the trajectories of rain 

droplets through a burgers vortex are computed, 

along with geometrical collision rates between 

particles of different sizes. Their method is 

Lagrangian in nature, but the Stokes numbers 

employed permit the use of an equilibrium Euler 

approach. We repeated the calculation, to obtain 

contours of the collision rate, defined as: 

𝜎 =
𝑛𝛼(𝒙, 𝑡)𝑛𝛾(𝒙, 𝑡)

𝑛𝛼0𝑛𝛾0
𝛽𝛼𝛾 

The velocity components of the imposed Burgers 

vortex are: 

𝑢 = −
𝑟0

2𝑦𝜔0

2(𝑥2 + 𝑦2)
(1 − 𝑒

−
𝑥2+𝑦2

𝑟0
2

) 

𝑣 =
𝑟0

2𝑥𝜔0

2(𝑥2 + 𝑦2)
(1 − 𝑒

−
𝑥2+𝑦2

𝑟0
2

) 

We run the test with a “weak” and “strong” vortex, 

with respective properties 𝜔0 = 18 𝑠−1, 𝑟0 = 1 𝑐𝑚 

and 𝜔0 = 180 𝑠−1, 𝑟0 = 1/3 𝑐𝑚. The properties of 

the particles are summarized in Table 2. 

 

 

Table 2 

Particles for the Burgers vortex test 

 

Diameter 

(m) 

𝜏𝑝 

(ms) 

St, weak 

(10-3) 

St, strong 

(10-3) 

20 1.3 2.5 25 

40 5.2 1.0 10 

80 21 40 400 

Figures 3 and 4 show the collision rates between the 

40 m and 80 m particles, for the weak and strong 

vortices, respectively. 

 

Figure 3: Collision rate between 40 m and 80 m 

particles in the weak vortex, in 10-9 m3s-1. 
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Figure 4: Collision rate between 40 m and 80 m 

particles in the strong vortex, in 10-9 m3s-1. 

In the strong vortex, more particles are cleared away 

from under the vortex, resulting in lower collision 

rates under the vortex center. Further from the vortex, 

the collision rate is dominated by gravity, since the 

particles of different size have a different settling 

velocity. The contours we obtain visually match the 

values presented in [12]. Even though a direct 

comparison remains difficult due to the fact that in 

[12] the values are only given along particle 

trajectories, the values appear to be in the same range. 

This reinforces our confidence in the correctness of 

our implementation. 

In Figure 5, we present the result for the collision rate 

between particles with a diameter of 20 m. 

 

Figure 5: Collision rate among 20 m particles in the 

strong vortex, in 10-13 m3s-1. 

The collision rate in Figure 5 is 4 orders smaller than 

the rates in Figure 3 and 4, indicating that the effect 

of the additional terms from Table 1 is much smaller 

than the effect of 𝛽1. Nonetheless the additional terms 

must be accounted for, otherwise simulations starting 

from a monodisperse distribution would never exhibit 

coagulation. 

 

CONCLUSIONS AND FUTURE WORK 
We presented a method to compute dilute 

polydisperse flows under equilibrium conditions, 

accounting for the effect of coagulation of particles. 

By using the DQMOM technique to account for 

polydispersity, only two additional transport 

equations need to be solved per transported Dirac 

function, and no assumptions need to be made on the 

shape of the particle size distribution.  

The concentration transport equation was first tested 

on periodic Taylor-Green vortices. This 

demonstrated that the inclusion of the locally 

implicit term in the particle velocity equation allows 

for a better approximation of the particle velocity as 

the Stokes number increases. 

The second test case involved polydisperse flow 

through a Burgers vortex and indicates that the 

results from our (Eulerian) implementation agree 

with results in literature obtained using a Lagrangian 

method. 

Future work involves further validation of the 

method by comparison with experiments in order to 

evaluate the influence of turbulence characteristics 

on particle coagulation. 

On the theoretical level, extension of the method to 

higher orders must be studied, to permit steeper 

particle concentration gradients. 
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ABSTRACT 
Increasingly, we must reduce our energy consumption related to the ventilation system of habitable 

environments while improving the indoor air quality. Our work concerns the study of particulate 

matter inside buildings and more specifically the pollution transport phenomena. A numerical study of 

particle transport inside a ventilated room (30m3 room) was made using STAR CD software to solve 

the airflow in the domain and an in-house code to calculate the trajectories of solid particles in a three-

dimensional turbulent flow. We analyze then the influence of ventilation systems (filtration, flow rate, 

inlet and outlet positions) on the concentration of indoor air particles. By using prediction tools, we 

carried out several numerical simulations, and then summarized the results. The main objective of this 

numerical study is to present the potential of this type of predictive tool that, in addition to 

determining the trajectories of particles, allow us to address the residence time of particles in the 

atmosphere, monitor particle-wall deposition and to study the spatial heterogeneity of particle 

concentrations. 

  

INTRODUCTION 

The industrial development is accompanied by 

a significant deterioration of the environment 

that keeps getting more and more polluted. In 

addition to the solid and liquid pollution, air 

pollution gives great concern to citizens, 

politicians and governments. The current 

lifestyle requires citizens to live on average 20 

to 22 hours a day in confined spaces (homes, 

workplaces ...). These confined places suffer 

from the accumulation of pollution due to poor 

ventilation and the use of insulation materials 

[1-9]. 

Among the major health risks induced by air 

pollution, we quote the one related to the 

presence of sufficient quantities of suspended 

particles in the air, commonly called dust. The 

"fine" particles whose diameter is less than or 

equal to 10 microns are inhaled easily. They 

penetrate deep into the lungs (particulate 

matter <2.5μm reach the alveoli) and are 

causing serious heart and respiratory disorders.  

In this study, we will address the influence of 

ventilation systems (filtration, airflow, inlet 

and outlet positions) on concentrations of 

particulate air inside of a real room in the 

house MARIA CSTB from Marne-la-Vallée 

(30m3), where the flow is strongly three-

dimensional.  

MARIA, Automated House for Innovative 

Research on Air, from the French “Maison 

automatisée pour des recherches innovantes 

sur l’air“ is a full-size house built near ARIA 

(the new research center of the Scientific and 

Technical Centre for Construction (CSTB) 

located in Marne-la-Vallée. It is dedicated to 

the sanitary quality of buildings, products and 

technologies, and specially their impact on the 

quality of indoor air. Numerical modeling of 

the transport and deposition of pollutants will 

be made using the Lagrangian approach.  

The numerical study of the dispersion and 

deposition of particles in the 30m³ room will 

be made using the STAR CD software to solve 

the airflow in the area. After, we will use a 

code to calculate the trajectories of solid 

particles in three-dimensional turbulent flows 

developed by LaSIE during the PhD work of 

Abadie [1] and Sandu [5].  
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NUMERICAL MODELLING 

The governing equations for the fluid flows are 

deducted from general conservation laws of 

mass and momentum  (Navier-Stokes). 

Continuity equation : 

  0udiv


                                                    (1) 

Equations of motion : 
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To determine the trajectories of particles in an 

airflow we chose the Lagrangian model. The 

particles are followed along their trajectory 

through the resolution of the dynamic equation 

of motion, written according to Abadie [1]: 
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with  

I : force acceleration of the particle, 

II : drag force (viscous resistance) of the 

particle, 

III : term due to the pressure gradient around 

the particle induced by its movement, 

IV : force of "added mass" of the particle, 

V : historical term from Basset, 

VI : external forces, 

dp : particle diameter (m), 

, p : densities of the fluid and the particle (kg 

m3), 

µ : dynamic viscosity of the fluid (kg m-1 s-1), 

U,  Up : total velocity of the fluid and the 

particle (m s-1), 

CD : drag coefficient, 

Ca : added mass coefficient, and 

Ch : Basset coefficient. 

We show that the III and V terms can be 

neglected when the velocity gradients between 

the particle and the fluid are low. The equation 

to solve becomes: 
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The external forces that can be taken into 

account in the numerical code are: the drag 

force, the added mass force, gravity, thrust 

force and thermophoresis force. 

Thermophoresis force arises when a 

temperature gradient exists in the gas. The 

value of this force depends on the gas and the 

properties of the particle. However, in this 

study the treated flows are isothermal, so it is 

not necessary to take this force into account. 

SOLVING METHOD FOR THE FLUID 

FLOW 

For the numerical study of the dispersion of 

particles in the air, we considered that the 

particles are sufficiently diluted and do not 

influences the air flow. Thus, this will be a 

permanent characteristic in this study. For the 

prediction of airflow; our choice fell on the 

statistical approach for both the correct results 

that it can offer and the expertise available 

within the laboratory. The geome-tries used in 

CFD studies of indoor deposition are generally 

of thescale of a single room or two adjacent 

rooms [9]. They tendto be simple and 

symmetrical, frequently allowing the use of 

struc-tured meshes.  

The software used is STAR CD, a commercial 

version from CD-Adapco. The flow is 

calculated using the k-ε model, that gives the 

temporal average values of the speed variables, 

pressure, turbulent kinetic energy and turbulent 

kinetic energy dissipation rate in each of the 

mesh points. The k-ε model is a two equation 

model, that means, it includes two extra 

transport equations to represent the turbulent 

properties of the flow. This allows a two 

equation model to account for history effects 

like convection and diffusion of turbulent 

energy. We used the in-house code PARDIFF 

that was developed by Adrian Sandu [5] and 

Marc Abadie [1]. This simulation code uses 

the particle dynamics relationship as a 

dispersed phase in the carrier fluid in a 
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turbulent flow. The geometries used in CFD 

studies of indoor deposition are generally of 

the scale of a single room or two adjacent 

rooms [1,3,5,9,11,12]. They tend to be simple 

and symmetrical, frequently allowing the use 

of structured meshes. 

 

NUMERICAL SIMULATION OF 

DISPERSION AND DEPOSITION IN THE 

MARIA CSTB ROOM 

The Figure 1 (below) show the geometry of the 

studied domain. This room is mechanically 

ventilated by two openings: inlet 34.5x2.3 cm 

and outlet 3.3x3.3 cm. 

 

Figure 1 

Geometry of the studied domain 

The determination of the flow requires a very 

fine mesh in most of the domain. To accurately 

track any changes in mass and aerodynamic 

fields, particularly in the area where the 

gradients are important, we have adopted a 

non-uniform mesh, strongly tightened near the 

walls and vents. A better mesh quality 

provides a more accurate solution. For 

example, one can refine the mesh at certain 

areas of the geometry where the gradients are 

high, thus increasing the fidelity of solutions in 

the region. Also, this means that if a mesh is 

not sufficiently refined then the accuracy of the 

solution is more limited. Thus, mesh quality is 

dictated by the required accuracy.  

Several tests were conducted to optimize the 

mesh near the walls to allow the use of the k-ε 

model at low-Reynolds number calculated for 

the air flow. The value of the dimensionless 

distance y + is less than 1 for all the sides of 

the field. The airflow inside the chamber was 

obtained using the STARCD code, using the 

K-epsilon model for low Reynolds number. 

The convergence criteria chosen imply that the 

sum of the normalized residues in each volume 

control and for each variable (speed, pressure 

and turbulent quantities) must be less than 10-5. 

The numerical scheme was the Quick scheme. 

For this study, we simulated two cases of air 

renewal: 1 vol/h and 0.5 vol/h. 

 

Inlet speed is uniform, the turbulent kinetic 

energy (equation 5) is determined from the 

intensity of the turbulence which is a function 

of the standard deviation of velocity 

fluctuations (The turbulence rate that was 

determined from measurements is 6.9 %) and 

the velocity at the inlet. The dissipation rate is 

expressed as a function of the turbulent kinetic 

energy and a characteristic length scale of the 

flow inlet (equation 6).  

 2
2

3
IUK                                                  (5) 

L

K
C~

23
43

                                                (6) 

The inlet velocity of air in the room is 

calculated by the following equation: 

S

Q
U


                                                         (7) 

with  rVQ  , where U: the inlet velocity 

(m.s-1), Q: airflow (m3.s-1),  

r : room air change rate (s-1),   

V : volume of the ventilated room and  

S : the inlet surface (m2). 

For hvol5.0r  , we obtained an inlet 

velocity of 0.5333m.s-1.  

For hvol1r  , the inlet velocity is 

1.0667m.s-1. 

The characteristic length scale of the flow was 

approximated by the following relationship:  

Hd09.0L   , where dH is the hydraulic 

diameter of the vent.  The walls are considered 

to be impermeable to air, which the speed is 

zero. The limit boundary conditions for 

turbulence are  k = 0 and   . 
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RESULTS AND DISCUSSION 

Fluid phase 

This first part is to introduce the airflow that 

prevails inside the chamber. Figures 2 and 3 

are the average field of air velocities in the 

study room. Everywhere in the room, the 

velocities are very low. They are of the order 

of 0.1955 m/s for 1 vol/h and 0,051 m/s for 0.5 

vol/h. Near the air inlet, the velocity is 0.272 

m/s for 1 vol/h and 0.1365 m/s for 0.5 vol/h. 

 

Figure 2 

Velocity fields for the XZ plan (left) and XY (right) at the center of the inlet (1 vol/h) 

 

 

Figure 3 

Velocity fields for the XZ plan (left) and XY (right) at the center of the inlet (0,5 vol/h) 

Dispersed phase: Trajectories and residence 

time 

This second part aims to present the transport 

and distribution of particles initially introduced 

in the field of study. After obtaining the fluid 

flow, particles are injected at the inlet, blowing 

to the center of the room. The dispersion of the 

particles, their eventual deposition or 

extraction by the outlet is then studied. The 

simulated particles have 2µm of diameter, they 

cannot coagulate with each other and they 

adhere to the walls they encounter. The forces 

acting on the particles are essentially the forces 

of gravity and drag. The injection speed of the 

particles is considered equal to that of the 

fluid. Under the effect of the airflow and the 

various forces, the particles follow different 

trajectories that lead to the extraction mouth by 

which they leave the room or to the walls to 

which they adhere. Figure 4 shows the location 
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of the place of particle deposition in the 

chamber. Most particles were adhered on the 

wall opposite the flow which shows the 

influence of the air flow. 

 

 

Figure 4 

Deposition location of the particles 

 

Figure 5 

Evolution of particle deposition (2µm)

An injection simulation at the center of the 

room was made to reproduce the experimental 

protocol. Generally, the particles move in a 

first step from the center of the room to the 

ventilation inlet where they are strongly 

scattered by the air jet. This first particle 

motion is strongly linked to transportation by 

air in the first zone that is at low turbulence 

and low turbulent dispersion. Thus, the 

streamlines of the fluid field from the injection 

position of the particles, shown in Figure 5, are 

practically coincident with the start of the 

particle trajectories. Secondly, the particles 

reaching areas with higher turbulence (near the 

jet), will depart from the movement of air by 

turbulent dispersion and acquire their own 

paths. Figure 5 below shows the evolution of 

the final location of the particles. Should be 

noted that nearly 6 minutes elapsed before the 

particles begin to drop. Between 6 and 7.5 min, 

particle deposition is performed only on the 

wall opposite the jet (P5) and the block on the 

side opposite to the output (P3). Between 7.5 

and 13 min, no particles being deposited or 

leaving the room and during this time the 

majority of particles are dispersed in the entire 

volume. At this time, the concentration in the 

room becomes more homogeneous and the 

deposition of particles (and extraction outlet) 

follows an increasing trend. After one hour, 

53% of injected particles are deposited on the 

room walls while 18% have left the room by 

the extraction and 28.5% remain in the air. 

24% of the injected particles are deposited on 

the wall opposite the jet (P5), 9% on the 

ground and the remaining 20% on the other 

walls. The particle residence time is difficult to 

assess since become nearly 28.5% of particles 

remains uncertain. Nevertheless, based on the 

18% who leave the room, the average 

residence time of 2µm particles is 32 min with 

a minimum residence time of 17 min. 

CONCLUSIONS 

The main objective of the numerical study of 

the room from MARIA CSTB was to present 

the potential of numerical simulation software 

for the problems associated with particulate 

pollutants in indoor environments. This study 

allow us to better understand the influence of 

ventilation on particulate pollution, showing 

that the movement of particles in indoor air 

depends not only on the injection site of the 

pollutant (despite an injection of blowing 

away, the pollutant can be sucked by the jet 

blowing), but also and mainly the path taken 

by the airflow in the atmosphere (venting 

strategy). We showed also, through the 

numerical study of MARIA room, how it was 

possible to arrive at an assessment of 

trajectories and residence time (particle 

injection by the blower port and the center of 

the cell) of particles within the domain. Heat 

sources [10] or varying inclination of 

deposition surfaces [11-12] and the related 

change of the adjacent air flow may increase 

the deposition velocity and be source of 

enhanced local soiling. 
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ABSTRACT 
Two experiments were carried out in an underground station of Paris. The aim was to evaluate the 

influence of two parameters on particle number concentrations: ventilation and the movement of trains 

(braking and departing). These experiments took place by night when traffic stopped to allow the 

study of all the three parameters individually. Different measurements have been performed: particle 

number concentrations, air velocity, CO2 concentration and particle mass concentration (PM10). 

First results do not show any influence of ventilation when turned off and on during one night. 

Passengers’ activity and especially trains pass-by have a stronger influence on particle concentration. 

Due to the fact that fine particle concentration levels are not reproducible, results should be interpreted 

very carefully. But as influences can be observed, this study could be completed by another one that 

could permit to distinguish emission and transport of particles, especially particles with a diameter less 

than 1µm that represent the major part of particle number concentrations. 

  

INTRODUCTION 
Indoor air quality in offices, schools and 

houses has been studied for years. It is not the 

case of the indoor air quality in underground 

train stations, which is still not well 

understood. Different studies have been carried 

out in several underground stations (Stockholm 

[1], Helsinki [2], London, New York, Rome,..) 

to evaluate mass concentration level. 

Measurements performed in Helsinki also 

mentioned particle number concentrations (10 

nm<Diameter<500 nm) in the station. All 

these studies have been carried out to better 

investigate personal exposure. But it is also 

interesting to understand what kind of 

phenomenon influences particle concentrations 

in order to better appreciate station particle’s 

sources. 

To this end, three experiments have been 

carried out, in order to find the influence of 

two different parameters, namely ventilation 

and trains on the pollutant concentrations. 

These experiments took place by night when 

public access is forbidden in order that these 

three parameters could be individually 

investigated.  

 

METHODS  
The measurements were performed in Magenta 

station (RER line E) at the same place at the 

end of one platform. The ventilation system of 

the station is described on Figure 1, arrows 

schematize the air circulation. This air 

circulation is the least favorable mode in terms 

of particles concentration. 

 

Figure 1Arrangement of the material 

Three particles counter were arranged at three 

different heights (0.50, 1.10 and 1.70m) and 

another one were arranged at 1.70m height 1m 

further. An anemometer was also placed 1m 

from the three counters. Measurements of 

particle mass concentration (PM10) and CO2 

concentration were also performed. 
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Measurement devices were placed as shown on Figure 1.

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2 Description of the ventilation system. 

 
During the first experiment, Demarquay, 

Papillon and Magenta fans were turned off 

between 11:05pm and 11:35pm. Those fans 

were turned on between 2:55am and 4:50am. 

During the second experiment, to study the 

influence of train pass-by on particle 

concentrations, two scenarios were repeated: 

pass-by without stopping and pass-by with 

braking and stopping. 

To better validate the current results, a 

comparison was made with the Nazaroff model 

[5], The Nazaroff model allows to calculate the 

evolution of the overall concentration, with the 

assumption of a homogeneous distribution of 

concentrations set for the study of confined 

ventilated spaces. The model’s equations is 

described as follows: 

V

ts
tCtCtCf

dt

tdC
idirextr

i )(
)()()(
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                         I                   II             III 

 

Where the first part (I) of the equation 

represents the exchanges between the inside 

and outside, the second (II) refers to the 

deposition and the third (III) being the 

source term. A theoretical flow is used for 

the extraction (170m³.s-1) and insuflation 
(120m³.s-1). The decay used for the Nazaroff 

model is indicated in Figure 3 (deposition part 

(II)). 
 

 

 

RESULTS AND DISCUSSION 

 

Ventilation 

During the measurement period the relative 

humidity ranged from 47% to 57% and the 

temperature from 11.4 to 13.4°C. 

Firstly, measurements of particle 

concentrations show higher concentrations for 

particles ranged between 0,3 and 0,4µm than 

those for bigger height classes. During the 

night, fine particle (0,3 to 0,4µm) 

concentrations part increase whereas the others 

decrease (Erreur ! Source du renvoi 

introuvable.Erreur ! Source du renvoi 

introuvable. and Erreur ! Source du renvoi 

introuvable.). Globally, air becomes 

impoverished in particles and PM10 

concentration in the station reduces to the 

urban level. 

Disturbances due to trains pass-by have an 

important effect on particle concentrations 

(less than 1µm). As one can see on Figure 3 

and, between 00:00am and 01:00am and after 

traffic started, the particle concentrations 

variations fit with trains pass-by. When 

considering air velocity (that also fits with 

trains pass-by), ranged from 1.0 to 2.2m.s-1 on 

nearest track of measurement’s one before 

traffic stopped and up to 4m.s-1 after traffic 

start on measurement’s track, it is easier to 

understand that particles are under high trains’ 

disturbances. When there is no traffic in the 

station, air velocity ranged from 0.02 to 

0.6m.s-1. Then, particle concentrations 

Towards 

Haussmann St 

Lazare Station 

outside 

MAGENTA 
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DEMARQUAY WELL 

4 fans (35m3.s-1) 

Tunnel  
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decrease to lower level on 45’, as shown on Figure 3.  
Grimm 1,70m 
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Figure 3 

Particle concentrations variations at 1.70m. particules 0,3 à 0,4 µm
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Figure 4 

Trains entry on nearest track of measurement’s one and particle concentration at 1.70m between 

11:00pm and 1:15am 

 
In Figure 4, the stop Dem, stop Pap and stop 

Mag, represents the interruption of the 

ventilation from Demarquay, Papillon and 

Magenta respectively. When looking on a 

smallest period during the night (on Figure 4), 

after 11:30 pm, 1’ after each train entry on 

nearest track of measurement’s one (when 

train sets in motion represented by the dashed 

vertical line) corresponds to a particle 

concentrations decrease. This can be explained 

by the fact that particles move outside the 

station with train’s movement. As fine particle 

concentrations are relatively close for each 

measurement’s height, only fine particle 

concentrations at 1.70m is represented on 

Figure 4. Before traffic stopped, measurements 

also show that relative humidity increase 

(approximately 3%) when trains enter in the 

station. This can be due to passengers when 

coming-out from trains or to trains if outside 

relative humidity is higher than inside one. 

Because of low variations of CO2 

concentrations, we cannot conclude on the 

passengers’ influence on relative humidity. 

The results for the particle concentration at 

1,7m (Figure 4) are analyzed with the Nazaroff 

model, presented in Figure 5. Figure 6 which 

is given by [6] allows for the last 

Deposition [5] 
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deposition rate of assessment obtained in 

the literature with the Nazaroff model [5]. 

 

 
Figure 5 

Comparison of results (red dot deposition 

model) with the Nazaroff model [5]. 

 

Trains During the measurement period the 

relative humidity ranged from 56% to 64% and 

the temperature from 16 to 18°C. Four pass-by  

were performed during this test: two when 

braking and stopping, and two other without 

stopping. Measurements give four different 

signatures for the four pass-by. Fine particles 

are one more time present in majority, even 

during pass-by trains. The timetable of the 

different pass-by is shown in Table 1. 

 

 
Figure 6 

Particle deposition velocities obtained in 

various studies for coarse (black) and fine 

(hatched) particle size modes [6].

 

Table 1: Timetable of the different pass-by. 

 braking 1 stop 1 braking 2 stop 2 

entry 2h18min57s 3h02min40s 3h47min34s 4h32min31s 

stop 2h19min24s / 3h48min03s / 

Setting in motion 2h20min30s / 3h49min04s / 

Departure 2h20min56s 3h03min07s 3h49min33s 4h32min57s Grimm 1,70m 
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Figure 7.a 

Particules concentrations variations at 0.50m 
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Figure 6.b 

Changes in velocity caused by brakage. 

During this last experiment, the concentrations 

of particles ranged between 0.3 and 0.65µm 

are approximately two times lower than during 

the first one. 

Table 2 gives granulometric distribution during 

this third experimentation. It shows, as during 

the first one, fines particles represent the major 

part of particles numbers. 

As we can see on Figure 7.a,b trains’ 

signatures due to the four pass-by are not 

reproducible two by two in spite of the same 

conditions (same operator, same speed…). One 

pass-by, the first without stopping, does not 

cause an important signature. The other three 

pass-by cause fast increase and decrease 

particle concentrations. These variations can 

be observed for the whole particles’ height and 

are probably due to the transport caused by 

trains’ air mixing, as air velocities are up to 

4.5m.s-1 on measurement’s track, as during the 

first experiment. The difference which can be 

observed between the two last pass-by in term 

of maximum concentrations represents 

approximately 5400 part/L for particles ranged 

between 0.3 and 0.4µm. 

Figure 8.a,b shows the impact of trains braking 

and speed reduction, showing a high burst of 

velocity caused by the displacement of air. 

We note that for fine particles <1.6μm, the 

speed reduction from the braking is the source 

of pollution compared to a non-stop passage 

(Figure 8.a,b). 

 

 
 

Figure 8.a 

Impact braking 

 

 
 

Figure 8.b 

Impact braking
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Table 2: Granulometric distribution during the experimentation at 00h 

size (µm) 0.30-0.40  0.40-0.50  0.50-0.65 0.65-0.80 0.80-1.0 1.0-1.6 1.6-2.0 2.0-3.0 

Concentration(part/L) 24984 9632 7940 3350 2120 790 337 362 
Repartition (%) 50.33% 19.41% 16.00% 6.75% 4.27% 1.59% 0.68% 0.73% 
 

size(µm) 3.0-4.0 4.0-5.0  5.0-7.5 7.5-10.0 10.0-15.0 15.0-20.0 >20.0 total 

Concentration(part/L) 78 31 8 4 0 0 0 49636 
Repartition (%) 0.16% 0.06% 0.02% 0.01% 0.00% 0.00% 0.00% 100% 

 

 
As during the previous experiments, the same 

relative humidity variations (approximately 

3% to 4%) have also been observed during the 

period of trains pass-by. As there were no 

passengers in the station during this test, we 

can conclude that this variation is due to trains 

pass-by.  

CONCLUSION 
The first experiment did not show an effect of 

ventilation on particle concentration. 

Ventilation may not have a significant 

influence on resuspended particles but it may 

be have an impact on the accumulation of 

particle concentration. So it could be 

interesting to turn off the station’s ventilation 

during several days or weeks if it’s possible. 

The last experiment gave an idea of trains 

pass-by influence on particle concentration. 

This source is probably the most important in 

the station. But it is also the most complex 

because it is difficult to estimate the part of 

emission, transport and resuspension. Many 

studies have been carried out to determine 

PM10 and PM2.5 levels in underground stations. 

Particle number concentrations are rarely 

performed. Such measurements have been 

done by P.Aarnio [2] to compare it to urban 

level. In our study, such measurements have 

been carried out to characterize different 

particle sources. To have more information on 

particle transport, it could be interesting to 

measure the concentration level in tunnel to 

compare respective pollution of tunnels and 

station. But punctual measurements could not 

be sufficient to understand such difficult 

phenomenon as particle transport and 

resuspension. 

Nevertheless, these two experiments show 

particles less than 1µm representing the major 

part of particle number concentration in the 

underground station. In order to reduce their 

concentrations, it is very important to better 

understand their origins and behavior. 
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ABSTRACT 
A numerical approach based on the Lattice Boltzmann method (LBM) and volume penalization technique is 

proposed to tackle the problem of the interaction of a moving rigid cylinder with an incompressible fluid 

flow. The present methodology was applied to an oscillating rigid cylinder in a fluid flow, which is a 

classical benchmark of Fluid-Structure Interaction (FSI). Two cases were considered: flow around a 

cylinder undergoing forced harmonic oscillations, and flow around a cylinder in free oscillations due to the 

fluid forces at Reynolds number 20. Our results have been validated and compared with those obtained 

using a classical CFD approach. To compare the results of the LBM and classical approach, and to ensure 

that the resolution of the structure would be the same in both simulations, the Shiels et al. [1] structure 

adimensionalisation has been used. The simulations of LBM have been implemented for a two level refined 

grid around the cylinder, with the grid refinement technique proposed by Lagrava et al. [2]. The flow 

characteristics, the oscillation frequency, the lift and drag coefficients values associated have been 

investigated. A good agreement was found between the results computed with sthe volume penalization 

method applied to the lattice Boltzmann equation, and those obtained with the classical approach. The same 

approach has been used in our previous works to simulate incompressible flows around obstacles [3]. 

Keywords Lattice Boltzmann method, Volume Penalization technique, Fluid Structure Interaction, CFD. 

NOMENCLATURE 

𝑓𝛼 Density distribution function 

𝑓𝛼
𝑒𝑞

 Equilibrium distribution function 

∆𝑥 Space step 

∆𝑡 Time step 

𝑐𝑠  Speed of sound 

𝒖 Fluid velocity  

 

𝒖𝑠 Solid velocity 

𝐹𝛼         Forcing term  

D  Diameter of cylinder 

m mass of cylinder 

Re Reynolds number 

k          Stiffness of the spring  

𝑦𝑒𝑞        Position at equilibrium 

f Oscillation frequency  

𝐹𝑦 Lift force 

𝐶𝑙 Lift coefficient 

𝐶𝑙𝑟𝑚𝑠 Mean square of the lift coefficient 

𝐶𝑙𝑚𝑎𝑥 Maximum of the lift coefficient 

𝐶𝑑 Drag coefficient 

LBM Lattice Boltzmann Method 

BGK Bhatnagar Gross Krook 

CFD Computational Fluid Dynamics    

FSI Fluid-structure interaction 

IBM    Immersed boundary method 

ALE  Arbitrary Lagrangian Eulerian 

Lu  Lattice unit 

 

Greek symbols 
τ  Single relaxation time  

ν   kinematic viscosity  

α  Direction  

𝜌  Fluid density 

ξ Particle velocity  

ω  Weighting coefficients 

χ  Mask function 

η  Permeability coefficient 

Ω𝑓  Fluid domain  

Ω𝑠 Solid domain  

 

INTRODUCTION 
Flows around moving bodies are the subject of 

various numerical and experimental studies. FSI 

occurs when fluid in contact with structure, 

makes it move and deform. Furthermore, the 

deformation or the displacement of the structure 

changes the velocity field and pressure of the 

fluid flow. The FSI problems have a lot of 

important applications in many different branches 

of engineering such as, aerodynamics, 

hydrodynamics, sedimentation, flow in porous 

media, turbulence, biomechanics, etc. Several 

techniques have been developed to model bodies 

moving in fluids, using the lattice Boltzmann 

method. Ladd [4], used the bounce back rule to 

model the no-slip boundary condition between 

the particle and fluid, and he also proposed the 

momentum exchange method to calculate the 

fluid force exerted on the solid particle. The 
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drawback of this technique was that it requires 

the use of a large number of solid nodes in order 

to represent correctly the physical boundaries of 

the solid structure. Based on the work of Ladd, 

many efforts have been made to simulate flows 

around complex geometries and moving objects 

(Filippova and Hänel [5], Mei et al [6], Bouzidi 

et al [7], etc). 
Noble and Torczynski [8] presented another 

model to simlate flows with moving solids. A 

source term that depends on the percentage of the 

cell saturated with fluid is introduced into the 

lattice Boltzmann equation. With this term, the 

conventional lattice Boltzmann equation was 

recovered for fluid regions, and the bounce back 

condition developed by Zou and He [9] was 

applied when the lattice node was occupied only 

by the solid. This method is relatively simple to 

implement for two-dimensional cases, but it is 

not easy to apply for three-dimensional cases. In 

addition, this method is valid only for the 

Bhatnagar-Gross-Krook (BGK) collision operator 

model.  
A popular method used for simulating fluid-

structure interaction is the immersed boundary 

method (IBM), which was originally introduced 

by Peskin [10] to model blood flow in the heart. 

This technique employs a fixed regular mesh for 

the flow domain, and a Lagrangian points 

attached to the moving boundary, and adds a 

forcing term in the Navier- Stokes equations to 

model the influence of the boundary on the fluid 

flow. Feng and Michaelides [11], and Ten Cate et 

al. [12], were the first ones to combine the LBM 

and the IBM for the simulation of flows around 

rigid particles. The forcing term was modeled by 

Feng and Michaelides with a restauration force 

acting on the particle boundary. Ten Cate et al. 

used for this term a variant developed by 

Goldstein et al. [13], where the restauration force 

on the boundary can be due, from a physical 

point of view, to a damped oscillator. The 

disadvantage of this method was that results 

depended on one or two empirical parameters. To 

overcome this problem, Dupuis et al. [14], 

introduced into the Immersed Boundary-lattice 

Boltzmann method, the direct forcing approach 

proposed by Fadlun et al. [15]. In this approach, 

the forcing point was located in the fluid region 

in the immediate vicinity of the solid boundary, 

and an interpolation between the solid points and 

the fluid points was used to evaluate the forcing 

term. With this approach, the no-slip conditon is 

not exactly satisfied at the solid boundary, and 

some streamlines may penetrate in the solid 

obstacle. To enforce the no-slip condition at the 

solid boundary, Wu and Shu [16], by using the 

forcing term proposed by Guo et al. [17], 

developed an implicit procedure, where a 

velocity correction was calculated for all 

lagrangian points at the boundary.  
In parallel with the immersed boundary method, 

the Lagrange multipliers method has been 

implemented with the LBM by Shi and Phan-

Thien [18] to model flows around moving 

obstacles. This approach is based on the work of 

Yu [19] which is an extension of the Glowinski et 

al [20] formulation. The idea of this approach is 

that the fluid equation was solved on a fictitious 

domain including the fluid domain and the solid 

domain, and a force (the Lagrange multiplier) 

was introduced to force the velocity of the 

fictitious fluid inside the solid domain to be the 

same as the solid velocity. The solid domain was 

followed with a Lagrangian description. With this 

method, the remeshing procedure, which is 

computationally time consuming, was avoided.  
Recently the Arbitrary Lagrangian-Eulerian 

(ALE) approach was applied to the Lattice 

Boltzmann method by Meldi et al. [21]. This 

method use a fixed grid, and a moving one which 

follows for example the flow around a moving 

obstacle. The communication between the fixed 

and the moving grid is performed using 

interpolations. The nodes of the moving grid are 

displaced arbitrarily using a Lagrangian 

description. In this region, the Navier-Stokes 

equations are solved on the moving grid [22]. 

Meldi et al. used Chapman- Enskog procedure to 

develope the lattice Boltzmann formulation for a 

moving grid. Non-deforming grids were chosen.  
The purpose of the present work is to present a 

new approach that combines the Lattice 

Boltzmann method and a volume penalization 

technique to treat the problem of the interaction 

between a moving rigid cylinder and an 

incompressible fluid flow. The paper is structured 

as follows: the governing equations and the 

proposed method are described first. Next we 

present the numerical results of flow around a 

cylinder undergoing forced harmonic oscillations, 

and flow around a cylinder in free oscillations 

due to the fluid forces at Reynolds number 20. 

Finally, the conclusions and perspectives are 

drawn.  
 

NUMERICAL METHODS 
 

This section describes the formulation employed 

to simulate fluid-structure interaction using our 

present approach. 
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Lattice Boltzmann Method 

The LBM, which is accurate, easy to implement, 

and natural to parallelize has been successfully 

applied in fluid mechanics during the last decades 

[23]. It was thus chosen in the present work, for 

flow computation. The lattice Boltzmann 

equation (LBE) with the Bhatnagar-Gross-Krook 

(BGK) collision operator can be expressed as: 
 

𝑓𝛼(𝒙 + 𝛥𝑡, 𝝃𝛼  𝑡 + 𝛥𝑡) = 𝑓𝛼(𝒙, 𝑡) 

    −
1

𝜏
(𝑓𝛼(𝒙, 𝑡) − 𝑓𝛼

𝑒𝑞(𝒙, 𝑡))

+ ∆𝑡𝐹𝛼                       (1) 

Where 𝑓𝛼(𝒙, 𝑡) is the density distribution function 

along α direction and 𝑓𝛼
𝑒𝑞(𝒙, 𝑡) is its 

corresponding equilibrium distribution function, 

𝝃𝛼 is the particle velocity, τ is the non-

dimensional relaxation time, ∆x and ∆t are the 

lattice spacing and time step. The nine-velocity 

square lattice model D2Q9 was used, in this 

model the lattice velocities are: 

 𝝃0 = (0, 0), 𝝃𝛼 = 𝑐 (𝑐𝑜𝑠((𝛼 − 1)𝜋/2),

𝑠𝑖𝑛((𝛼 − 1)𝜋/2)) for 𝛼 = 1,2,3,4, 𝝃𝛼 =

𝑐√2 (𝑐𝑜𝑠((𝛼 − 5)𝜋/2 + 𝜋/4), 𝑠𝑖𝑛((𝛼 − 5)𝜋/2 +

𝜋/4)) for 𝛼 = 5,6,7,8. 

 

Where 𝑐 = ∆𝑥/∆𝑡 = 1, the equilibrium 

distribution function is given by: 

𝑓𝛼
𝑒𝑞(𝒙, 𝑡)

= 𝜔𝛼𝜌 [1 +
𝝃𝛼 .  𝒖

𝑐𝑠
2

+  
𝒖𝒖: (𝝃𝛼𝝃𝛼 − 𝑐𝑠

2𝐼)

2𝑐𝑠
4

]                      (2)      

𝜔𝛼 are the weighting coefficients (for the D2Q9 

model: 𝜔0 = 4/9, 𝜔𝛼 = 1/9 for α = 1, 2, 3, 4, 

𝜔𝛼 = 1/36 for α = 5, 6, 7, 8, 𝑐𝑠 is the speed of 

sound). For our numerical simulations, the 

forcing term 𝐹𝛼 in the lattice Boltzmann equation 

(1) was modelled using the forcing term proposed 

by Guo et al [17]:  

𝐹𝛼 = (1 −
1

2𝜏
) 𝜔𝛼 [

𝝃𝛼 − 𝒖

𝑐𝑠
2

+  
(𝝃𝛼. 𝒖)

𝑐𝑠
4

𝝃𝛼] . 𝑭         (3) 

 

The macroscopic properties such as the fluid 

density ρ and velocity u can be evaluated as 

follows: 
 

𝜌 = ∑  𝑓𝛼(𝒙, 𝑡)

𝛼

                                     (4) 

𝜌𝒖 = ∑ 𝝃𝛼 𝑓𝛼(𝒙, 𝑡)

𝛼

+
∆𝑡

2
𝑭                 (5) 

The incompressible Navier–Stokes equations can 

be obtained from Eq.1, using the Chapman-

Enskog expansion, with a kinematic viscosity 

given by: 

 

𝜈 = 𝑐𝑠
2∆𝑡(𝜏 − 0.5 )                          (6) 

Volume penalization method 

This method was first presented by Angot [24]. It 

consists in introducing a volume penalization 

term into the equation that needs to be solved in 

order to take into account the influence of the 

obstacle on the fluid domain. Since this equation 

is solved on both fluid and solid domains, the 

boundary conditions at the fluid-solid interface 

are naturally applied. In this work, the volume 

penalization technique was applied to the 

incompressible Navier-Stokes equations into the 

lattice Boltzmann framework. The same 

combination was successfully used in our 

previous work to simulate incompressible flows 

around fixed obstacles [3].  
The Navier-Stokes equations with a volume 

penalization term read [24]: 
 

𝜌
𝜕𝒖

𝜕𝑡
+ 𝜌𝒖 . ∇𝒖 = −∇𝑝 + 𝜇∇ . [(∇𝒖 + (∇𝒖)𝑇)]

−
𝜌

𝜂
(𝜒(𝒖 − 𝒖𝑠))                (7) 

         ∇ . 𝒖 = 0                                                               (8) 

 

where μ and p are the dynamic viscosity and the 

pressure of the fluid considered, 𝐹 = −
𝜌

𝜂
(𝜒(𝒖 −

𝒖𝑠))  is the penalization term, χ is a mask function, 

which is equal to 0 in the fluid domain  Ω𝑓 , and to 

1 in the solid domain Ω𝑠, η is a permeability 

coefficient that is very high in the fluid domain and 

very small in the solid domain, and 𝒖𝑠 is the 

desired solid velocity.  

In the fluid domain, the ratio χ/η is null, hence the 

penalization term has no influence. In the solid 

domain, the ratio χ/η is very high, the velocity is 

thus equal to 𝒖𝑠, and the physical equation 

becomes negligible. The penalization term F is 

introduced into the lattice Boltzmann equation Eq. 

(1), using the forcing term proposed by Guo and al. 

[17]. The fluid velocity was calculated according 

to the following expression (deduced from 

equation 5): 

𝒖 =
∑ 𝝃𝛼𝑓𝛼𝛼 +

∆𝑡
2

𝜒
𝜂 𝜌𝒖𝑠

𝜌 +
∆𝑡
2

𝜒
𝜂 𝜌

                                     (9) 
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RESULTS AND DISCUSSION 
 

In this section, the volume penalization method 

coupled with the LBM have been tested on the 

configuration described in Fig.1, a cylindrical rigid 

solid, attached to a spring, has been immersed in a 

fluid flow at Reynolds number 20.  

Figure 1  Configuration studied 

For the LBM parameters, we consider the inlet 

velocity 𝑈𝑚𝑎𝑥 = 0.0229, the diameter of the 

cylinder D = 29 and τ = 0.6. To adapt an accurate 

mesh around the moving cylinder, our simulations 

were performed with a two level refined grid where 

the grid refinement technique proposed by Lagrava 

et al. [2] based on multi-domain approach was 

chosen.  The initial grid-size is 580 × 290, the first 

refinement grid-size is 353 × 353 and the last one 

349 × 349. Thus, in the fine grid, the obstacle 

contains 116 nodes along its diameter. Two cases 

were considered: flow around a cylinder 

undergoing forced harmonic oscillations, and flow 

around a cylinder in free oscillations. Our results 

were validated and compared with those obtained 

from Code_Saturne [25], an open source finite 

volume CFD software using the Arbitrary 

Lagrangian Eulerian method for solving Navier-

Stokes equations on a moving mesh, and an 

implicit coupling for the displacement of the 

structure. The flow characteristics, the oscillation 

frequency, the lift coefficient  𝐶𝑙 and drag 

coefficient 𝐶𝑑 values associated were investigated. 
 

Structure adimensionalisation 

 
To compare the results of the LBM and 

Code_Saturne, and to ensure that the resolution of 

the structure would be the same in both 

simulations, we used the Shiels et al. structure 

adimensionalisation. The displacement of the 

structure along the vertical axis is governed by the 

following equation: 

𝑚𝑦̈ + 𝑘(𝑦 − 𝑦𝑒𝑞) = 𝐹𝑦                                   (10) 

 

Where m is the mass of cylinder, k is the stiffness 

of the spring, 𝑦𝑒𝑞 the position at equilibrium and 𝐹𝑦 

is the lift forces. The Shiels et al. structure 

adimensionalisation has been used: 

 

𝑦∗ =
𝑦

𝐷
,    𝑚∗ =

𝑚

0.5𝜌𝐷2
,     𝑘∗ =

𝑘

0.5𝜌𝑈∞
2

,    𝑡∗

= 𝑡
𝑈𝑚𝑎𝑥

𝐷
  

 

Thus, the dimensionless equation for the structure 

becomes: 

𝑚∗𝑦̈∗ + 𝑘∗(𝑦∗ − 𝑦𝑒𝑞
∗ ) = 𝐶𝑙                           (11) 

 

In the present study the chosen parameters are: 

 𝑚∗ = 10 and 𝑘∗ = 3.56 
 

Cylinder in forced oscillations 

 
Flow around a cylinder undergoing forced 

harmonic oscillations is the first test carried out. In 

this case the fluid force 𝐹𝑦 acting on the body in 

equation 10 is null. Initially the cylinder-oscillating 

amplitude was fixed at D/4, the solid movement 

equation is given as follows: 

𝑦(𝑡) = (𝑦0 −
𝐷

4
) +

𝐷

4
cos(𝜔𝑡)                     (12) 

Where 𝑦0 = 𝑦(𝑡). Fig 2, compares the 

dimensionless velocity field obtained by the LBM 

with volume penalization (a) and by Code_Saturne 

(b) after 10 oscillations of the cylinder. A 

satisfactory agreement can be noticed. 
 

a) LBM 

b) Code_saturne 

 

Figure 2 Comparison of dimensionless velocity 

fields obtained by   a)  LBM   and   b) 

Code_Saturne 

 

The mean drag coefficient, the root mean square 

and the maximum of the lift coefficient are listed in 

Table 1. A good agreement is obtained between the 

compared results. 
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Table 1 Comparison of lift and drag coefficients  

 LBM Code_saturne 

< 𝐶𝑑> 2.26 2.26 

𝐶𝑙𝑟𝑚𝑠 0.12 0.11 

𝐶𝑙𝑚𝑎𝑥 0.17 0.17 

 

Figure 3 shows the comparison of the lift 

coefficient obtained by our approach and 

Code_Saturne. We can see that the results are 

superimposed. The amplitudes and the time period 

of oscillations are substantially the same. However 

we can observe the oscillation of the results 

obtained by combination of the LBM and the 

volume penalization method, this is due to the 

changes of the mask function when the cylinder 

moves. 

Figure 3  Comparison of the lift coefficient 

obtained by LBM    and Code_Saturne 

 

Cylinder in free oscillations 

 
In this second case, the computations were made 

following the previous calculation. After imposing 

10 oscillations, the fluid forces are taken into 

account in equation (10). The two domains fluid 

and solid are coupled by an explicit asynchronous 

scheme. This simple coupled algorithm was 

retained because in the current example, 1 ∆t in 

LBM corresponds to a ∆t = 8 10−4 s in physical 

equation. In addition, the time step in each level of 

refinement is divided by 2. As our simulations have 

been carried out with 2 degrees of refinement, the 

structure was resolved with a time step divided by 

4 which is very small. 

The results between the two compared simulations 

are in a good agreement as shown in figure 4. We 

can see that the flow induces a damping of the 

structure oscillations (a decrease in the amplitude), 

and a change of the oscillation frequency. In fact, 

while the dimensionless frequency 𝑓0
∗ = 2𝜋𝜔0 of 

the spring-mass system is equal to 0.095, the 

cylinder under the effect of fluid forces, oscillates 

at a frequency 𝑓∗ = 0.09. The effects of flow are 

transmitted identically on both methods of 

resolution. We can also observe a slight 

difference on the minimum and maximum 

displacement of the cylinder, this difference 

remains in the margin of error that may exist 

when comparing two codes. 
 

Figure 4  The position of the gravity center 

according to time obtained by the LBM and 

Code_Saturne 

 

CONCLUSIONS 
 
In this paper, a volume penalization technique 

applied for fluid–structure interaction problem 

using lattice Boltzmann method has been 

presented. This approach was applied to simulate 

incompressible flow around oscillating rigid 

cylinder. Our results presented were validated 

with those computed using CFD Code_Saturne. 

The results of the cylinder in forced oscillations 

show that there is a good agreement in velocity 

fields between the two compared simulations. 

The same remark may be done concerning the 

mean drag coefficient, the root mean square and 

the maximum of the lift coefficient. However 

slight oscillations of the results obtained by our 

present approach can be observed, this is due to 

the changes of the mask function when the 

cylinder moves. In the case where the cylinder is 

in free oscillations, the fluid forces taken into 

account are transmitted identically on both 

methods of resolution. In future work we would 

like to extend our present approach to high 

Reynolds numbers. 
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ABSTRACT 

In this work was studied numerically a two-dimensional 2D flow around an obstacle using computational fluid 

dynamics techniques (CFD). The aim of this study is to evaluate the ANSY CFX v12.1 performance for 

simulation of turbulent flows of the wind by using the Navier-Stokes equations with several turbulence models. 

The assessment is based on comparing the predicted results with those obtained experimentally Cedval 1-3. 

The experimental results were generated in a wind tunnel at the Metrological Institute of the University of 

Hamburg. Our main objective in this study is to find the appropriate turbulence model for simulating complex 

flow in the presence of separation and attachment. We considered five turbulence models, namely the standard 

k-ε model, the k-ε model feasible, model RNG k-ε, the standard model k-ω and k-ω SST model. Suitable 

meshes were used to meet the criteria required by each turbulence model. 

KeyWords: Dynamic computational fluid CFD, turbulent flows, turbulence models, separation and attachment  

NOMENCLATURE 

H building height, m 

Re  Reynolds Number  

u    Air Vilocity, m s-1 

u+  adimensionnelle vilocity near the wall 

k   turbulent kinetic energy, m2 s-2 

ε   dissipation rate  of k, m2s-3 

κ   Von Karman Constant  

ω   turbulent Frequency  

ν   kinematic Viscosity of  air Kg (m s)-1 

y+  dimensionless distance to the wall  

INTRODUCTION  

Different turbulence models have been proposed in 

the field of CFD to improve the conditions of the 

turbulent flow of air around a two-dimensional 

obstacle (2D). CFD engineering applications also 

increased with the development of different models 

of turbulence such as the turbulence model k-ε 

standard turbulence model k-ε Realizable, RNG k-ε, 

k-ω SST k ω, etc. The efficiency and accuracy of 

these models have been clearly confirmed when 

applied to these simple flow fields that the flow in a 

channel. Recently, many computer simulation 

studies of turbulent flow structure of the air around 

an obstacle were conducted, including the study of 

Murakami and Mochida [1] where a three-

dimensional numerical simulation (3D) of 'airflow 

around a cubic model with turbulence model k-ε. 

The numerical simulation of the airflow around a 

cubic obstacle is to estimate the influence of a mesh 

division system and the boundary conditions on the 

simulated results. Vardoulaskis et al. [2] A 

comparison study to evaluate the ability of four 

RAMS CFD models (Shensi, MIMO, and Fluent 

VADIS) to simulate wind flow and turbulence 

building around a single block with insulated use of 

k-ε turbulence closure system. In particular, the four 

models overestimated the turbulent kinetic energy 

generated in the impact area near the wall. Shmidit 

and Theile [3] studied numerically unstable flow 

around an obstacle square dimensional (3D) by 

applying turbulence models DNS, LES and RANS. 

The main objective of this study was to evaluate the 

performance of DNS turbulence models compared 

to models LES and RANS on a coarse mesh. The 
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case considered is the turbulent flow at a Reynolds 

number Re = 1.3 × 104. Tominage and Stathopoulos 

[4] present a study on the accuracy of prediction of 

flow and pollutant dispersion around a cubic building 

using different turbulence models k-ε and the 

numerical results were compared with wind tunnel 

data. This study was compared to four kinds of 

turbulence model, k-ε standard, RNG k-ε, realizable 

k-ε and k-ε modified by Kato and Launder. Iaccarino 

and Durbin [5] interested in XR / h and the second 

recirculation zone in the case of unsteady and steady. 

They compare several results based on 

experimentation and others based on turbulence 

models such as LES and RANS. Castro [6] interested 

in the influence of the connecting length of the 

laminar boundary layer, it shows that for 0.34 <δ / h 

<0.80 the connecting length decreases along δ / h, δ 

being the thickness of the laminar boundary layer. 

Xiang Li et al [7] uses the turbulence model k-ε to 

determine the air change rate for an urban canyon. 

The k-ε turbulence model was applied to different 

aspect ratios (H / W = 0.5, 1, 2) this model was 

validated against the modeling (simulations of large 

scale and THE (RNG) k -ε) and results in the wind 

tunnel. Average speeds and intensities of turbulence 

calculated by the k-ε model are in good agreement 

with the results in the wind tunnel available in the 

literature (Place et al., 2004. Jeong and Andrews, 

2002. Baik et al. 2000). Tominaga and Stathopoulas 

[8] compared the wind tunnel measurements with 

numerical simulations by a CFD code on pollutant 

dispersion around buildings with a point source 

located between the central buildings. They used to 

study two modeling approaches, a RANS approach 

with a closed model RNG k-ε and the second 

approach SLE model to study the influence of speed 

and concentration camps. Louriero et al. [9] A 

detailed comparison of some numerical calculations 

and laboratory data to flow on a hill in two 

dimensions with six 2D turbulence models (k-ε, RNG 

k-ε, k-ω SST k-ω ) and two models moments (SSG-

RSM-ε, BSL-RSM-ω). Experimental results include 

complete profiles of the components of the average 

velocity and Reynolds tensor. The K-ω model were 

observed much more efficient than the base model k-

ε. The turbulence properties in the reverse flow zone 

were the best simulated by the BSL-RSM model. 

Ratnam et al. (2008) studied the performance of 

turbulence models to predict the flow and heat 

transfer on the wall of a cube. The Reynolds number 

Re = 1870 is considered. Calculations are performed 

using five models of turbulence: Standard k-ε, k-ε 

low Reynolds number, non-linear k-ε standard k-ω 

and k-ω model improvement to solve the shutdown 

problem. The results showed that the improved 

model k-ω gives a better agreement with the 

experimental study. The model non-linear k-ε gives 

a better prediction compared to the turbulence 

model k-ε low Reynolds number and k-ε standard. 

Lateb et al. [10] studied the dispersion of pollutants 

in a configuration with two buildings using different 

turbulence models RANS (standard k-ε, realizable 

k-ε and RNG k-ε) to determine the best model of 

turbulence to reproduce the dispersion the pollutant 

plume when the digital results were compared to 

wind tunnel experiment, it was found that the model 

of realizable k-ε turbulence gives a better agreement 

with the results for a lower height, while for height 

maximum, the turbulence model RNG k-ε provided 

a great agreement with the experimental results. The 

realizable k-ε turbulence model was the only model 

capable of providing good trend for the 

concentration distribution in the lower area between 

the two buildings, but no turbulence model observed 

in the upper region. The turbulence model k-ε was 

generally considered insufficient for the 

reproduction of distribution of vertical 

concentration. 

MATHEMATICAL MODELING  

The computational domain is shown in Fig. 1. A 

fully turbulent flow at a Reynolds number of ReH = 

4 × 105 was considered. The computational domain 

is defined by the planché blower and the barrier 

(Wall), where the grip conditions were applied, a 

symmetry plane in mid-height of the test section 

(Symmetry) the inlet (inlet) upstream and the outlet 

(outlet) downstream. A velocity profile was 

measured at the input and zero relative pressure was 

applied to the output. 

MESHING 

Fig. 1 shows the topology of the mesh which 

consists of five blocks of non-uniform structured 

grids. A mesh refinement near the solid walls was 

considered for an accurate simulation of the effects 

of walls. To demonstrate the sensitivity of the 

solution mesh size, mesh three have been 

considered; namely a coarse mesh 60000 nodes, 

refined way to 127500 nodes and 240000 Dense 

mesh nodes. The block sizes of the mesh are 
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presented in Table 1. The distribution of the nodes of 

the three meshes is shown in Fig. 2. 

 

Figure 1. Mesh topology 

 

 

TABLEAU 1. Nodes Number in different Mesh 

blocks  

 

The ICEM preprocessor associated with ANSYS12.1 

is used for the construction of the computational 

domain and mesh generation. Close attention was 

paid to the treatment near the wall before the choice 

of the grid; making this important step in the 

validation of the model for future analysis. In all 

cases, the choice of the configuration of the mesh, as 

regards the chosen turbulence model is based on the 

value of the dimensionless distance from the wall y + 

calculated using the following equation: 

*

*

,
u yu

u y
u 

                  (1) 

The grid was adjusted several times on the basis 

of the value of y+ of cells near the wall until the 

values of y + were in the range of limitation. After 

the first node near the wall, the mesh is refined to 

capture the high gradient of velocity, pressure and the 

amount of turbulence in the vicinity da wall. For each 

model of turbulence used, a study of the 

independence of the mesh was conducted to find the 

mesh which allows a compromise between the 

desired accuracy and the cost of the solution in time 

and memory. 

a) 

b) 

c) 

Figure 2. Mesh Distribution  

a) : Coarse, b) : Fine, c) : Dense  
 

Boundary conditions  
At the inlet, located at x / H = -2.7, a fully 

developed velocity profile is imposed. This is 

directly extracted from the prior calculation of a ride 

height and length 7H 18H, which is long enough to 

allow the velocity profile to grow, more so than an 

approximation of a profile turbulent velocity was 

imposed entry. Using a preliminary calculation for 

the entry requirements avoids use for each 

simulation a long dominates upstream of the 

geometry and reduces power and computing time 

required in obtaining a solution. Downstream, the 

condition is a static pressure output whose average 

value is relative 0statP  Pa.  

This boundary condition does not allow the fluid to 

enter the area in case of recirculation in the output 

plane and, therefore, no speciation is to be made in 

relation to turbulent quantities in this map because 

they are then calculated by the solver. This type of 

boundary condition is quite appropriate since the 

output plane is located far downstream of geometry 

and no recirculation is expected at this position. To 

ensure the flow conditions at the entrance of the 

experience Cedval 1-3, the measured velocity 

profile was viewed as a condition of entry. U The 

velocity profiles, kinetic energy k and turbulent 

dissipation ε turbulent frequency ω. The measured 

velocity profile is given in Fig. 3. A good 

representation of the speed profile is given by the 

following expression: 

bu ay                                                           (2) 

Mesh for k-ε , RNG  k-ε , SST k-ω, k-ω   models 

                         coarse                 fine                    dense 

Block 01            101×76             151×101         201×151 

Block 02            101×101           151×151         201×201 

Block 03              76×101           101×151         151×201 

Block 04            201×101           301×151         401×201 

Block 05            201×76             301×101         401×151 
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with : 
Ba e and  b A . 

A and B are constants (A= 3.00547, B= 1.69502). 
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Figure 3. Velocity Profile in the Inlet 

The turbulent kinetic energy k was calculated 
from the fluctuation in speed values measured in 

the wind tunnel Cedval 1-3. [13] It is given by 
the following equation: 

 '2 '11

2
k u w 

                                        (3) 

The dissipation of turbulent ε (square cubic meter per 

second) is defined by the following relationship:  

3/2
3/4 k

C
kz

 
                                                   (4) 

where z is the height of the channel, constant κ Von 

Karman κ = 0.4 and Cμ is a numerical constant  

0.09C   . 

Turbulent frequency is calculated as: 

 /t

k


  


                                             (5) 

where υ is the kinetic viscosity et 
 /t 

is the 

turbulente viscosity ratio, that is fixed at 10. 

RESULTS 

The convergence test analysis of the mesh should 

identify some situations that may affect the 

convergence of flow calculations around an obstacle. 

Nevertheless, despite the unfavorable discretizations, 

all simulations have been brought very regularly with 

RMS residuals of 1 × 10-8 for all the different 

equations. A typical convergence curve is shown in 

Fig. 4 to show the regularity of convergence. All 

calculations are performed in steady state conditions 

(steady state). 

For turbulence models that use wall functions (k-ε 

and RNG k-ε), the first cell is placed in the turbulent 

(log law region) right after the buffer layer that 

satisfies the condition. For turbulence models k-ω 

SST k-ω and the first cell is placed in the region of 

the viscous layer, very close to the wall to capture the 

viscous flow effects. Thus, the three meshes were 

generated with the same distance from the first node 

of the wall (the height of the cell near the wall) of 

0.04H for the k-ε family and 4 × 10-4 for family k-ω. 

The evolution of y + near the wall obtained by the 

standard k-ε model and k-ω SST model for the 

considered meshes are presented graphically in 

Fig. 5. The sharp decline y + is expected due to the 

presence of the obstacle in the direction of flow. 
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Figure 4. Convergence curves for the refined mesh 

and turbulence model SST k-ω. 
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Figure 5. Y + profile for turbulence models 

To assess the sensitivity of the results presented to 

the mesh, additional calculations on a progressive 

refined mesh were performed. In each case the mesh 

was obtained by multiplying the number of the 

points by a factor of 1.5, in the two directions x and 

z. The comparison between the results obtained with 

a coarse mesh, fine and dense, using the turbulence 

model SST k-ω, is shown in Fig. 6. 
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We can show that, in terms of average speed profiles, 

the convergence of the solution has been reached and 

the solution becomes independent of the mesh size. 

We can see that the coarse mesh gives results close to 

the experimental and faster in the simulation. To be 

more careful and more specific, the average mesh 

size was chosen (Refined) for simulations. 

                   a)                                     b) 

 

Figure 6. L’effet de maillage sur le profil de vitesse u 

pour modèle de turbulence SST k-ω. 

Fig. 7a shows the profiles of the two velocity 

components in different sections upstream, above and 

below the obstacle obtained with five turbulence 

models (standard k-ε, realizable k-ε, RNG k- ε, 

standard k-ω and SST k-ω) plot with the 

experimental data. One can show that, upstream of 

the obstacle, the velocity components u and w 

profiles obtained with the different turbulence 

models are comparable and they are close to those 

experimental.  

The regions where the turbulence models start, we 

could not estimate the correct speed corresponding to 

the appearance of the recirculation vortex that forms 

on the front base of the obstacle. The rapid change of 

the high pressure gradient, caused by the stagnation 

point, prevents adequately capture the flow field in 

this region. Over the obstacle, the two models of 

turbulence RNG k-ε and k-ω SST predict more 

accurately the velocity profiles u w and especially 

near the wall. Downstream of the obstacle, a slight 

deviation from the experimental data was observed at 

about half the height of the obstacle. Above the roof 

of the obstacle, the turbulence models RNG k-ε and 

SST k-ε show a better agreement with the 

experimental data. For the velocity component w (Fig 

.7b), it is only correctly predicted by both turbulence 

models RNG k-ε and k-ω SST, above the obstacle. As 

can be expected in this area in a small recirculation 

bubble leading vertical flow. Because of its small 

size, the speed w component is provided elsewhere 

around the area. 

 

Figure 7a. Comparison of predicted velocity profiles 

u with the experimental Cedval 1-3. 

 

Figure 7b. Comparison of predicted velocity profiles 

w with the experimental Cedval 1-3 

The streamlines and pressure distribution are used 

to visualize the flow structure in the field. The lines 

of the currents obtained by the five turbulence 

models are shown in Fig. 8. Generally, in terms of 

overall qualitative form, all models can predict the 

structure of the flow formed by the separation and 

recirculation connection. It can be shown with the 

five turbulence models, the general characteristics 

of the flow and the overall prediction modes front, 

top and back of the vortex is similar, although some 

differences are visible. The description of the 

common behavior is: close to the obstacle, the flow 

stagnates in front of the obstacle directly receiving 
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the impact of the flow of air. A part of the flow flows 

downward and forms a small vortex at the front base 

of the obstacle. The fluid flowing to the roof between 

the roof edge level forming a small recirculation 

bubble above the obstacle. Behind the barrier, which 

is dominated by a vortex in an arc in the wake region. 

For the evolution of the pressure, to satisfy the 

momentum equation, static pressure increases 

substantially in the front part of the recirculation 

zone and decreases above the obstacle. Fig. 8 shows 

that the point upstream vortex separation of the 

obstacle is under-provided for in the standard k-ε 

models and achievable k-ε, the underestimation is 

more pronounced in the RNG k-ε models. However, 

it is slightly overestimated by SST k-ω. The 

prediction given by standard k-ω is different from  

experimental results. The stagnation point is 

predicted by the k-ε standard models, achievable k-ε 

and k-ω SST. The separation flow formed by the 

bubble above the obstacle, a connection of the flow is 

observed in the results obtained by the standard k-ε 

model, realizable k-ε and k-ω standard. However, in 

the experimental results as well as those predicted by 

turbulence models RNG k-ε and SST k-ω, this 

attachment is not obtained and the recirculation 

downstream extending over the block face. The same 

phenomenon is obtained by using the DNS 

turbulence model (Hattori and Nagano 2012). The 

results of turbulence models of the k-ε family in a 

structure are very different than those of turbulence 

models of the k-ω family. Indeed, the decomposition 

of the recirculation zone downstream of the barrier 

formed by two vortices rotating against, primary and 

secondary, it is expected that by models of the k-ω 

family and gives a better agreement with 

experimental measurements . The presence of this 

secondary flow is consistent with the experimental 

measurement by Cedval A1-3 and it seems to be 

characteristic of the actual flow. The flow 

recirculation zone behind the obstacle is 

overestimated resulting in a greater attachment length 

thus underestimates the recovery flow models by 

RNG k-ε, k-ω and SST k-ω. A similar 

underestimation flow recovery is obtained by 

Lakehal and Rodi [11] using different versions of 

model k-ε and Ferziger and Shah [12] using the LES 

model. 

 
Figure 8. Comparison of streamlines in the plane of 

symmetry z / H = 0: k-ε standard model, RNG k-ε 

model, standard k-ω and k-ω SST (Shear Stress 

Transport). 

Fig. 9a showS the velocity vector measured 

along the centerline of the xz plane of the 

blower Cedval 1-3, while Fig. 9b shows the 

velocity vector obtained by numerical 

simulation of the turbulence model using SST 

corresponding k-ω. The structure of the flow 

obtained by SST k-ω compatible with the 

physics of turbulent flows obtained in the wind 

tunnel in the same conditions 
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a)  

b)  

Figure 9. Comparison of velocity Fields a) Cedval 

A1-3 data,  b) numerical simulation using SST k-ω 

model of turbulence. 

CONCLUSIONS 

In this work, a numerical simulation of the 

turbulent flow around a two-dimensional cubic 

obstacle (2D) in a channel with a value of 

Reynolds number Re = 4 × 104 was performed. 

To validate the results of the numerical 

simulation by those in the experimental Cedval 

1-3 [13], we considered five models of 

turbulence (model k-ε standard model k-ε 

Realizable model RNG k-ε model k-ω and k-ω 

SST model). Results are obtained for both cases 

many local Reynolds: 1) for low Reynolds 

number turbulence models ~ y+ 1 and 2) for the 

turbulence models to many local Reynolds y +> 

30. 

The results generally indicate a consistent 

behavior on all model despite that there's an 

acceptable deviation from the set of experimental 

data Cedval 1-3. It was also shown that the 

results of turbulence models of the k-ε family are 

very different turbulence models of the k-ω 

family. Indeed, the decomposition of the 

recirculation zone downstream of the barrier 

consists of two vortices rotating against, primary 

and secondary. It is expected that the models of 

the k-ω family give better agreement with 

experimental measurements. The presence of this 

secondary flow is consistent with the 

experimental measurement by Cedval A1-3 and 

it seems to be characteristic of the actual flow. It 

can be concluded that, although the turbulence 

model SST k-ω overestimates the connecting 

length of the flow, it may provide enough all 

recirculation zones, for example upstream zone, 

above and below the obstacle, better than all the 

other models. 
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ABSTRACT  
The present study aims to associate the second law of thermodynamics using the concept of entropy generation 

in order to study numerically the flow and the interaction of multiple jets. Several configurations of a single jet 

surrounded by equidistant 3, 5 and 9 circumferential jets have been studied. The turbulent incompressible 

Navier-Stokes equations have been solved numerically using the commercial CFD code Fluent. The standard k-

ϵ model has been selected to assess the eddy viscosity. The domain has been reduced to a quarter of the 

geometry due to symmetry. Results for axial and radial velocities have been compared to experimental 

measurements from the literature. Furthermore, additional results involving entropy generation rate have been 

presented and discussed. 

KEYWORDS CFD, multiple jets, entropy generation  

NOMENCLATURE 

pC  Specific heat at constant pressure (kJ/kg) 

S Spacing between two nozzles axis 

Re        Reynolds number, ν 

cu      Axial velocity component 

eU      Velocity at nozzle exit 

d        Peripheral jet diameter 

D Diameter of nozzle, m 

L        Dimensionless range, L= x/D 

H       Mean enthalpy 

K turbulent kinetic 

P pressure 

U mean velocity 

x, y  Cartesian coordinates , m 
'''

,gen visS  Volumetric entropy generation rate due to    

              viscous dissipation, W m-3 k-1 

 
'''

,gen thermS  Volumetric entropy generation rate due to  

          heat transfer, W m-3 k-1 

genS     Total entropy generation, W K-1 

T         Static temperature, k 

Te           Temperature at nozzle exit 

V         volume, m 3 

Greek letters 

  Dynamic viscosity, kg m-1s-1 

eff   Effective Dynamic viscosity 

t     Turbulent viscosity 

         Thermal conductivity of gas, Wm− 1 K− 1 

eff   Effective thermal conductivity, Wm− 1 K− 1 

        Viscosity of the gas, 

  Fluid density, kg m-3 

  Dissipation rate 

ij       Stress tensor 

 

INTRODUCTION  
Multiple jets are commonly used for several 

engineering processes. Nowadays, researchers 

normally associate Computational Fluid Dynamics 

(CFD) simulations to experimental tests in order to 

develop and optimize these processes. CFD is a 

powerful tool that can be used by engineers to better 

understand the flow features of multiple jets. 

Recently, due to computational resources 

development, CFD techniques have been applied to 

design and study several engineering processes. 

CFD simulations allow more flow details which are 

costly obtained using experimental tests. 

Furthermore, CFD can be useful in guiding 

processes development and experimental 

measurements. 

Due to their practical applications, single and 

multiple jets have been extensively studied using 

experimental and numerical approaches. Ball et al. 

[1], in a review paper, traced the history and the 
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major advances in round jets. The review has 

included both experimental and computational 

studies carried out since 1926. However, most of the 

previous studies focused on the flow and jet 

interactions phenomena analysis using global and 

local parameters such as velocity, pressure and 

kinetic turbulent energy using different 

configurations of nozzles.  

Alternatively, the flow of jets can be analysed using 

the concept of entropy generation analysis which is 

based on the second law of thermodynamics. Since 

its establishment by Bejan [2], entropy generation 

analysis has received a growing interest in 

optimization of thermal processes. Entropy 

generation is directly related to thermodynamic 

irreversibilities, which characterize any real process. 

Hence, methods based on entropy generation 

minimization can be considered as a robust tool in 

the optimization of thermal processes. 

The entropy analysis concept applied to jets flows 

has received less attention. Among studies, Shuja et 

al. [3] have evaluated numerically the effect of 

turbulence models on the local entropy generation 

rate in an impinging jet. The results showed that the 

low-Reynolds number k-ε model predicts a smaller 

value of the volumetric entropy generation compared 

to the second order closure model RSM in the 

stagnation region. Cervante and Solorio [4] have 

investigated the entropy generation in a plane 

turbulent oscillating jet. They showed that the 

entropy generation increases along the flow direction 

and depend directly on the entrainment of the still 

ambient fluid. Shuja et al. [5]  have studied a 

confined laminar swirling jet and entropy generation 

with different jet exit velocity profiles. They found 

that the swirling expands the jet in the radial 

direction and reduces the jet length in the axial 

direction. Hence, when the swirl velocity increases 

the entropy generation rate decreases. in a second 

paper  Shuja et al. [6], the authors have examined the 

effects of the outer cone angle of the annular nozzle 

on the entropy generation in an impinging jet. They 

concluded that the volumetric entropy generation rate 

increases at the nozzle exit due to the velocity 

gradients of the flow emerging from the nozzle. Chu 

and Liu [7]  have analyzed the entropy generation in 

a two-dimensional high-temperature confined jet 

flow. They observed that the total entropy generation 

number decreases when the jet Reynolds number and 

Boltzmann number increase. Gazzah and Belmabrouk 

[8] have studied numerically the directed co-flow 

effects on local entropy generation rate in turbulent 

and heated round jets. The results obtained show 

that the directed co-flow with a positive angle 

enhances the mixing. Consequently, the local 

entropy generation rate increases progressively with 

the deviation angle. 

The purpose of this study is to investigate the flow 

features and entropy generation of multiple jets. 

Computations have performed for several 

configurations of a single jet surrounded by 

equidistant 3, 5 and 9 circumferential jets. 
 

MATHEMATICAL MODELING AND 

SIMULATION METHOD PHYSICAL 

DOMAIN 
This study uses the case designed and studied by 

Manohar et al. [9]. The experiment measured 

centerline velocity for five jets. In addition to this 

configuration, computations have been carried out 

for single, 3 and 9 jets. Figure 1.a shows the 

arrangement of nozzles in the case of 9 jets. Due to 

symmetry, only a quarter of the geometry has been 

considerd as illustrated in Figure 1.b 
a. b. 

figure 1 

schematic representation of the physical domain:  

a. nozzles arrangement; b. computational domain 

 

GOVERNING EQUATIONS AND 

BOUNDARY LAYERS 
Air is the working fluid and it is considered as an 

incompressible ideal gas. The flow field is obtained 

by solving the three-dimensional steady state 

incompressible Reynolds Averaged Navier-Stokes 

equations for continuity, momentum and energy, 

given, in Cartesian ccordinates, by 
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Where Ui, T and P denote mean quantities for 

velocity, temperature and pressure, respectively. The 

average Reynolds stresses and turbulent heat fluxes, 

' 'i ju u and ' 'p iC u T , resulting from the 

averaging operation, are modeled using a turbulence 

model. τij   is the viscous stress tensor, μ the viscosity, 

CP the heat capacity and λ is the thermal conductivity. 

To take into account the density variation versus 

temperature, the ideal gas law is used, 
 

P rTr=                                 (4) 

 

A turbulence model is needed to model the unknown 

Reynolds stresses through turbulent eddy viscosity, 

μt. Miltner et al. [10]  have compared several RANS-

turbulence models to predict turbulent free jets. They 

concluded that the simple and inexpensive Standard-

k-ε model serves very well for the description of 

most effects in most regions of the considered free 

jets, hence the choice of the standard k-ε turbulence 

model  [11]  to compute the turbulent eddy viscosity: 
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                          

(5)

   
Where Cμ is a constant, ρ is the fluid density, and k 

and ε are two additional independent variables, which 

need to be modeled and solved in a similar way as 

velocities. 

Unlike all natural processes, jets flows are 

irreversibles. The thermodynamic irreversibility in a 

process is characterized by its entropy generation. 

Entropy generation originates from viscous 

dissipation and heat transfer through finite 

temperature difference. Irreversibility predictions in 

jets flows can be obtained by solving the entropy 

generation equation. in absence of chemical 

reactions, the local rate of entropy generation per unit 

volume, '''

genS , can be expressed as  

''' ''' '''

, ,gen gen vis gen thermS S S 

                                

(6)

   The first term on the right side of Eq. (6) represents 

the entropy generation due to fluid friction, while the 

second term denotes the entropy generation by the 

heat transfer. Bejan [2] established analytical 

expressions for entropy generation through fluid 

flow and heat transfer which are expressed in three-

dimensional cartesian coordinates as 
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(8) 

Where k and µ are the thermal conductivity and 

dynamic viscosity of the fluid, respectively. The 

terms u and T denote the velocity and temperature of 

the fluid.  

 

BOUNDARY CONDITIONS 

The jets are generated with a velocity Ue and a 

temperature Te. The outlet is specified as 

ambient pressure. A turbulence intensity of 5% 

is indicated at the inlet and outlet. 
 

SOLUTION PROCEDURE 
CFD codes, such as Fluent, provide wide 

computational flexibility and several options for 

turbulent incompressible flow simulations. 

Structured hexahedral cells have been used to mesh 

the computational domain. The mesh is refined in 

the region closed to the nozzles. Fluent solves the 

three-dimensional Navier-Stokes equations using a 

control volume approach for flow, pressure, 

temperature and turbulence. Reynolds stress terms 

are modeled using one of several turbulence models 

available in the code. The pressure-based implicit 

solver, has been adopted. SIMPLE Algorithm is 

used pressure – velocity coupling and a second 

order upwind scheme has been used to discretize the 

convective terms. The solution is considred 

convergent when all the residuals are lower than  

10-5.  
 

RESULTS AND DISCUSSIONS 
 

Numerical results have obtained for single, three, 

five and nine jets. The simulation results are 

presented as follows; first, a mesh study has been 

carried out to guarantee a grid independent solution, 

then the model predictions have been compared with 
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experimental data. In addition, the velocity and 

temperature profiles have been plotted for the 

configurations studied. Finally, the entropy 

generation has been presented as profiles and 

contours. 
 

MESH STUDY 
 

The mesh quality and resolution play a 

significant role in the numerical solution 

accuracy and stability. Thus, a mesh study has 

been carried out to guarantee a grid independent 

solution. The latter is assessed by the analysis of 

three different mesh sizes of 300,000, 450,000 

and 1,000,000 cell volumes for the case of five 

jets configuration. The three meshes have been 

compared quantitatively by considering 

numerical uncertainties in predicting the 

centreline velocity as illustrated in Figure 2. It is 

clear that the centreline velocity values are 

almost identical. Hence, computations have been 

performed for a mesh containing 450,000 control 

volume cells. 
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Figure 2 

Influence grid on the centerline velocity variation 

in a five jets configuration 
 

NUMERICAL MODEL VALIDATION 
 

The results obtained using the computational model 

have been compared to the experimental results 

published by Manohar et al. (2004). Experiments 

have been performed for two configurations 

representing single jet and five jets. In Figure 3, the 

comparison between the calculated and measured 

centerline velocity curves for single jet and five jets 

is shown. For single jet, the overall trend of the 

centerline velocity curve is matched, but the 

computed values are overpredicted mainly for x/D 

greater than 5. However, for 5 jets, it can be seen 

that the general behavior of the calculated centerline 

velocity curve follows quite well the experimental 

one as shown in Figure 3.b.  

a. 
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Figure 3 

Comparison of numerical and experimental centerline 

velocities: a. Single jet; b. 5 jets 

 

For five jets, the computed mean radial velocities 

have been compared to experimental measurements 

for axial positions x/D equal to 4, 7, 9, 12, 14 and 16 

as illustrated in Figure 4. A good agreement is noted 

for all data. 
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Figure 4 

Comparison of mean velocities for five jets configurtion  

(S /D = 1.5) 
 

CENTERLINE VELOCITY PROFILES 
 

Figure 5 illustrates the dimensionless centerline 

velocity as function of the dimensionless length of 

jets for single, 3, 5 and 9 jets for a temperature of 

500 K. The centerline velocity is related to the inlet 

velocity Ue, while the jet length is related to the 

nozzle diameter D. For all cases, the centerline 

velocity profile is divided into two regions: a
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constant velocity region for x/D lower than 6 and 

decreasing region for x/D greater than 6. In the first 

region, the centerline velocity is equal to the inlet 

velocity for all configurations. However, in the 

second region, the increase of the number of nozzles 

increases the centerline velocity. 
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Figure 5 

Centerline velocity as function of jet length 

 

To better illustrate the variation of the temperature 

gradients along the jet, the evolution of the 

temperature along the the jet is plotted in Figure 6. It 

is shown that the large temperature gradients occur 

between x/D = 6 and 12. The increase of the number 

of nozzles considerably reduces the temperature 

gradients 
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Figure 6 

Temperature as function of jet length 

 

ENTROPY GENERATION 
The profiles of axial entropy generation rate by 

volume unit, for single, 3, 5 and 9 jets, are given in 

Figure 7 for an inlet temperature fixed to 500 K. For 

x/D lower than 5, the velocity gradients are 

negligibles involving a negligible entropy generation 

rate. However, for x/D equal to 7, the entropy 

generation presents a maximum value. This value 

decreases by increasing the the number of nozzles. 

Afeter the pic values, the entropy generation 

decreases. For x/D greater than 15, the entropy 

generation remains constant for all configurations.   
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Figure 6  

Entropy generation rate as function of jet length 

 
 

Table 1 exhibits the total entropy generation and its 

visous and heating parts for single, 3, 5 and 9 jets. 

The total values are obtained by integrationg the 

local entropy generation vaules on the computational 

domain. The large temperature gradients contribute 

significantly in the increase of the entropy 

generation due to heat transfer. The last column 

represents the Bejan number which compares the 

dominace of entropy generation due to heat transfer 

to that due to fluid friction. 

 

 

 

 

 

 

 

 

 



17 – 20 May 2016, La Rochelle, France 

974 Boussoufi et al., 

 

Table 1 

Compares the four configuration jets with the asymptotic entropy generation rate  at  different temperature 

 

 T (K) 1( . )genS W K 

   
 

1

, ( . )gen visS W K 
 

1

, ( . )gen thermS W K 
 Bejan number 

Single 

Jet 

298 0.2925 0.2925 0  

320 0.4015 0.2928 0.1087 0.27 

500 4.4783 0.1451 4.3332 0,9676 

1000 15.7560 0.0544 15.7016 0.9965 

3 Jets 

298     

320 0.5683 0.4048 0.1636 0.2878 

500 6.7383 0.2210 6.5172 0.9670 

1000 23.7065 0.0831 23.6234 0.9965 

5 Jets 

298 0.5996 0.5996   

320 0.7640 0.5452 0.2187 0.2862 

500 9.0092 0.2981 8.7112 0.967 

1000 31.5844 0.1120 31.4725 0.9964 

9 Jets 

298     

320 1.1296 0.8081 0.3215 0.2846 

500 13.1883 0.4388 12.7495 0.9667 

1000 45.8850 0.1600 45.7249 0.9965 

 

 

CONCLUSIONS 

 
in the present study, the second law of 

thermodynamics using the concept of entropy 

generation has been used to study numerically the 

flow and the interaction of multiple jets. Several 

configurations of a single jet surrounded by 

equidistant 3, 5 and 9 circumferential jets have been 

studied. The main conclusions are rised below: 

 The CFD model can properly predict the 

flow patterns in multiple jets. The agreement 

between the CFD predictions and the 

experimental results is very good. The 

discrepancies are less than 5% in most 

regions. 

 Most irreversibilities are due to heat transfer 

since the entropy rate due to heat transfer 

dominates. 
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ABSTRACT  
Nowadays, computational fluid dynamics (CFD) is frequently used in many engineering design processes 

as it may give insights that could not be accessible otherwise. However, a great variety of complex flows, and 

in particular multiphase flow, remain difficult to model through computer simulations. While the lattice 

Boltzmann method has shown to be well-adapted for multiphase flow simulations, fluid-structure interaction at 

a solid wall appears to be difficult to achieve with this method. All numerical methods need to respect at the 

solid wall Young’s law for static contact angles. The standard approach to model contact angles in the lattice 

Boltzmann method is to impose fictitious densities in the solid lattice sites. This approach is shown to be 

clearly deficient. To improve upon this approach, we propose a geometrical wetting boundary condition that is 

similar to Dirichlet boundary conditions. 

KEYWORDS: Computational fluid dynamics, lattice Boltzmann method, multiphase flow, wetting 

boundary condition, static contact angle. 

NOMENCLATURE 
θi Angle of the velocity vectors 

ci Velocity vectors 

c Velocity of the distribution functions 

Δx Lattice spacing 

Δt Time step 

 Distribution functions 

 Collision operator. 

F Gradient 

F*  Predicted gradient 

nb1 Theoretical normal boundary vector 1 

nb2 Theoretical normal boundary vector 2 

n* Normalized predicted gradient 

nb  Interpolated normal boundary vector 

Db1  Euclidian distance |n*- nb1| 

Db2  Euclidian distance |n*- nb2| 

r Interpolation weight 

n** Normalized corrected gradient 

F*** Corrected gradient 

 

INTRODUCTION  
The lattice Boltzmann method for multiphase flows 

may be classified in various categories, but there are 

three types of methods that are used most 

frequently: the color-gradient approach from 

Gunstensen et al. [1], the pseudo-potential approach 

from Shan and Chen [2], and the free-energy 

approach from Swift et al. [3]. A book about 

multiphase flow modeling with the lattice 

Boltzmann method has been recently published by 

Huang et al. [4]. It gives a good overview of the 

current state of the art and also encompasses most of 

the available lattice Boltzmann model. It is a good 

guide for newcomers that are interest in that 

research field.  

 

In multiphase flow modeling, the imposition of 

wetting boundary conditions has always been a real 

challenge from a numerical point of view. The 

objective of wetting boundary conditions is to 

provide the user of the multiphase flow solver with 

means of imposing an exact contact angle, and 
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consequently to avoid an undefined behavior of the 

flow solver near a solid boundary. Among other 

reasons, such a condition is difficult to model 

because the contact line at the wall leads to a 

numerical singularity. Therefore, and given that 

laboratory experiments show that the contact angle 

are very sensitive to the properties of the solid wall  

[5], very special care needs to be given to the wetting 

boundary condition. 

 

The standard approach in the lattice Boltzmann 

method consists of imposing fictitious densities on 

solid lattice sites. Those fictitious densities are 

usually implemented using ghost lattice sites which 

form a belt around the lattice sites that are considered 

pure fluid. For example, in presence of two fluid 

components denoted by the colors red and blue, a 

solid wall can become wetting for the red fluid if the 

ghost sites contain more a higher red than blue fluid 

density. Up to a certain extent, this technique 

produces the desired results, because the fictitious 

densities at the ghost lattice sites impact the 

computation of density gradients near solid wall, and 

in this way emulate the behavior of different types of 

wetting fluids near a solid boundary. 

 

However, although this standard approach is very 

simple to implement, it suffer from a great deal of 

numerical artifacts. Indeed, near the contact line, 

fictitious mass transfer can occur along the boundary 

and spoil the numerical results [6,7]. In this work, we 

show how it is possible to alleviate these numerical 

difficulties by implementing the wetting boundary 

condition following a geometrical approach [6]. The 

idea consists of directly imposing the contact angle at 

the boundaries in much the same way Dirichlet 

boundary conditions are generally imposed. 

 

NUMERICAL METHODS 
In this work, an appropriate modeling of static 

contact angles at a solid boundary in a multiphase 

flow simulation is achieved with the help of two 

methodologies: a color-gradient based multiphase 

lattice Boltzmann method for fluid-fluid interface 

interactions and a suitable wetting boundary 

condition near the solid boundary to impose the 

desired contact angle at the contact line.  

 

Multiphase Lattice Boltzmann Method:  
The full description of the numerical method is 

available in Ref. [6]. We only provide a short 

summary, as this conference paper focuses on the 

wetting boundary condition.  

 

The present two-phase lattice Boltzmann model uses 

two sets of distribution functions moving on a D2Q9 

lattice, one set per fluid phase. The velocity vectors 

ci are defined with respect to the discrete angles θi = 

π(4-i)/4:  

ci = [0,0] i=1 

ci = [sin(θi), cos(θi)]c i=2,4,6,8 

ci = [sin(θi), cos(θi)]c√2 i=3,5,7,9 

where c=Δx/Δt, Δx is the lattice spacing and Δt is 

the time step. 

 

The distribution functions are denoted by , 

where the superscript k for identifies the "color" of 

the fluids. For example, the superscript k can adopt 

the value k=r for the red fluid and the value k=b for 

the blue fluid. The color-blind distribution function 

=  +  is used to represent the 

sum of the colored distribution functions. The 

algorithm follows the following evolution equation: 

 

 
 
where the symbol  uses the "bra" Dirac notation 

in velocity space. The collision operator  

combines three operators, which are explicated as 

follows: 

 

1) Single-phase collision operator : 

  

2) Multiphase collision operator (perturbation) : 

  

3) Multiphase collision operator (recoloring) : 

  

4) Streaming operator: 

  

The details of the sub-operators ,  and  are 

given in Ref. [6]. The wetting boundary condition 

only influences the multiphase operators   and  

 

Geometrical Wetting Boundary Condition:  
To describe the numerical method, we refer to 

groups of lattice sites and boundary nodes shown in 

Figure (1).  
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To impose a precise contact angle, the numerical 

algorithm needs to compute a vector normal to the 

fluid interface. In the pure fluid region, this vector 

can be computed as the gradient of the densities, 

denoted by the gradient vector F. Then, the 

information about the contact angle at the solid 

boundary (square nodes on Figure (1)) needs to be 

propagated to fluid sites. To achieve this, we avoid 

the classical approach of using a belt of ghost lattice 

site around the fluid lattice sites and imposed fictive 

color densities to perturb the vector F. Instead, we 

directly impose F on the fluid lattice sites (diamond 

sites on Figure (1)) which have a solid lattice site 

(cross sites on Figure (1)) neighbors. Overall, the 

proposed wetting boundary condition can be seen as 

a method to impose a specific vector with its norm 

and orientation at an off-lattice position in space, 

given our knowledge, from theory, of the orientation 

of F on solid nodes (square) and the value of F, from 

numerical calculation, on fluid lattice sites (circle) 

that do not have solid neighbors. It is clear that at 

some point, an interpolation to determine the 

orientation of F on the (diamond) lattice sites is 

needed. 

 

This is done in two steps, a predictive step followed 

by a corrective step. 

 

Predictive step: The goal of the predictive step is to 

find an a-priori approximation of the gradients F. We 

get this first approximation without taking into 

account the solid boundary. Since the lattice 

Boltzmann method uses a regular square grid, 

simple finite differences of the density using only 

fluid lattice sites (diamond and circle) may be 

computed. Let us call this predicted vector field F*. 

This vector is only an approximation, as it does not 

take into account the solid boundary nodes (square). 

 

The solid boundary nodes (square) store the actual 

contact angle that we wish to impose as a typical 

Dirichlet boundary condition.  

 

Corrective step: The goal of the corrective step is 

to correct the orientation of the vector F* in order to 

take into account the contact angle at the solid 

boundary nodes (large square). The corrective step 

is local to each fluid lattice site near the solid 

boundary (large diamond). At each solid boundary 

node (large square), the normal vector to the solid 

boundary is assumed to be known. Knowing 

additionally the value of the contact angle  leads, 

at each solid node (large square), to only two 

possible orientations for the vector F*. These two 

possible orientations, nb1 and nb2, are illustrated in 

Figure (2).  

 

 
 

With this information, we correct the orientation of 

F* on the large diamond lattice site. This is done as 

follows: 

 

1) First, on the large diamond lattice site we 

compute 

  n*=F* / |F*| 
 

2) Let Db1 and Db2 be the Euclidian distance 

between  n*and nb1 or nb2 respectively. For 

each large  square lattice sites, we define: 

 nb=(1-r)nb1+(r)nb2 

 with r = Db1/(Db1+ Db2) 

 

Figure 1: Various lattice sites and boundary 

nodes needed to define the geometrical wetting 

boundary condition.  

 

Figure 2: With the contact angle θc, two possible 

theoretical normal vectors exist, i.e. nb1 or nb2. 
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3) Using the fact that we know nb on the large 

 square lattice sites and that we know exactly 

 n* on the large circle lattice sites. A linear 

 least-square interpolation using these points 

 is performed on each component x and y to 

 correct n* at the large diamond lattice site. 

Since this least-square interpolation does not 

guarantee a vector of unit norm, this vector has to be 

normalized, to obtain the unitary vector n**. 

 

4) The corrected gradient F*** is finally given by: 

 F***=|F*|n** 

 

Overall, this methodology can be used to impose the 

contact angle at the contact line. Indeed, the wetting 

boundary condition can modify the density gradients 

near the solid boundary and take into account the 

contact angle which is prescribed at the solid 

boundary nodes. 

 

 

RESULTS AND DISCUSSION 

 
This geometrical wetting boundary condition has first 

been tested on the lattice Boltzmann model in Ref. 

[6]. Figure (3) shows visually how the model behaves 

with the standard approach compared to the 

geometrical approach.  

 

 

Figure 3: Standard approach (left) and geometrical 

approach (right). The solid boundary is tilted by an 

angle of 40 degrees while the fluid-solid contact 

angle is 120 degrees. The analytical solution is given 

by the white circle. 

 

It is this clear that the standard approach has 

numerical deficiencies, while the geometrical 

approach is able to capture the analytical solution. 

Indeed, in the standard approach there is a “leak” of 

fluid along the boundary. Although his “leak”, could 

in principle be associated with a thin physical 

boundary layer, it has, in the present case, no valid 

physical interpretation, as it occurs in a completely 

unpredictable manner. The geometrical approach 

leads to more expected results if the solid wall is 

modeled as an “ideal” boundary. Note that the 

standard approach never reaches a steady state (up 

to the time we simulate) because the leak is 

continuous in time and continue until the entire 

droplet mass has been moved away from the 

analytical white circle 

 

 
 

Figure (4) shows the error between the analytical 

solution and the numerical solution at steady state 

for various lattice sizes, different contact angles and 

tilt inclination angles for the boundary. The error is 

decreasing with lattice refinement, and this is 

expected. The overall lattice Boltzmann method 

coupled with the geometrical wetting boundary 

condition is also first order accurate. Indeed, the 

best fit line slope of the logarithm of the error 

versus the number of lattice sites is equal to -0.9866. 

This clearly indicates first-order accuracy, as perfect 

first-order accuracy would yield a slope equal to -1.  

 

 

 

Figure 4: Error between the analytical and 

numerical solutions as a function of the lattice size, 

different contact angles and tilt inclination angles 

for the boundary. The numerical approach is first-

order accurate. 
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Figure (5) shows an error estimate with the 

geometrical approach when fluid-solid contact angle 

is 120 degrees and when the boundary is tilted by an 

angle of 40 degrees. This estimation indicates an 

error of ±6 degrees. Overall, this would give 

approximately an error of approximately ±1.5 

degrees on the finest grid. This level of accuracy is 

satisfactory. 

 

PRELIMINARY RESULTS IN 3D 
 

The idea of imposing the contact angle at the solid 

boundary is similar for 3D flows. We do not 

elaborate the detailed methodology here, as it is 

slightly different from the 2D one. Nevertheless, 

some preliminary results are encouraging and also 

presented here. Figure (6) shows a capillary fall 

between two plates executed with a three-

dimensional multiphase lattice Boltzmann solver. The 

bottom fluid is the non-wetting fluid. The white 

horizontal lines show the theoretical heights 

predicted by Jurin’s law [8]. The agreement between 

the theory and the numerical results are satisfactory. 

 

 
 

Figure (7) shows a three-dimensional capillary rise 

inside a cylindrical tube as predicted by Jurin’s law 

if the bottom fluid is the wetting fluid. The solid 

geometry and the lattice Boltzmann solver are fully 

three-dimensional. The interface deformation 

outside the tube is also clearly visible. More 

investigations of these types of 3D flows are still 

needed, but the results are encouraging. 

 

 

Figure 5: Zoom of Figure (3) with the geometrical 

approach. A visual representation of the error 

estimate with Nx=82 is shown with white lines.  

 

Figure 6: Capillary fall between two parallel plates. 

The analytical positions of the heights predicted by 

Jurin’s law are given by the white horizontal lines. 

 

 

Figure 7: Three-dimensional capillary rise inside 

a cylindrical tube. 
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CONCLUSIONS 
 

We propose a new geometrical wetting boundary 

condition for the lattice Boltzmann method. The 

proposed method is showed to avoid numerical 

difficulties occurring in the standard approach and 

also to be numerically compatible with analytical 

solutions. Overall, this a step forward in the 

numerical modeling of multiphase flows. 
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ABSTRACT  
A numerical study of heat transfer and flow characteristics of an air jet 2D turbulent and unsteady in a semi-

confined cavity is presented. The bottom wall is divided into two thermal zones while the other walls are 

adiabatic: the wall part of the confined zone, located between the impingement jet and the vertical wall is 

maintained at a temperature Tf while the other wall part is a constant temperature Tc > Tf . Tc is equals to the 

air jet temperature. Transfers are described by RANS and the energy equation; the turbulence model is the first 

order SST k-ω model (Standard and Shear-Stress Transport). Simulations have been performed with the 

FLUENT software. Computational are conducted for Reynolds number ranging from 10000 to 20000 based on 

jet width, jet to target plate distance, h/e, from 4 to 12 (h being the impact height and e the nozzle size). Results 

reveal that, whatever the value of the Reynolds number, the air jet separates the cavity into two areas. 

Concerning the heat transfer, results show notably that, for whatever the value of each Reynolds number and 

for impact height considered in this study, the most intensive thermal exchanges are situated in the vicinity of 

the impact area of the jet on the bottom wall.  

KEYWORDS: Turbulent plane jet, Nusselt number, turbulence modeling. 

NOMENCLATURE 

fC   - skin friction coefficient  

e - slot nozzle width, [m] 

H - impingement distance, [m] 

k - kinetic energy of turbulent, [m2s-2] 

L - length of the impingement plate, [m] 

Nu - local Nusselt number, [-] 

Pk - production of turbulent kinetic energy, 

[kg.m-1.s-3] 

Re - Reynolds number, [-] 

T - temperature, [K] 

 - mean velocity components, [ms-1] 

Vin - inlet jet velocity, [ms-1] 

xj - coordinate directions [m] 

 

Greek symbols 
α, β, β* turbulent model constants 

µ - dynamic viscosity of fluid, [kg m-1s-1] 

ν - kinetic viscosity, [m2s-1] 

 - turbulent kinetic viscosity, [m2s-1] 

ρ - fluid density, [kgm-3] 

 - turbulent Prandtl number for k, [-] 

 - turbulent Prandtl number for ω, [-] 

ω - specific dissipation rate, [s-1] 

w  - shear stress (N m-2) 

Subscripts 
c - cold temperature  

h - warn temperature 

in - inlet 

 

1. INTRODUCTION  
The study of the jets is of particular importance for 

heat transfer and mass phenomena in turbulent 

flows because of their multiple industrial 

applications. Thus, impinging jets are used in 

heating or drying processes for production of paper, 

textiles, glass, annealing of metal sheets, cooling of 

electronic components and turbine blades. 

Impinging jets can be also used to reduce the heat 

and mass transfer across the open door in the 

tertiary or industrial premises, while enabling the 

passage of people, vehicles and other transportation. 

In other application areas, they behave like a light 

curtain limiting the propagation of heat, smoked and 

toxic gases during a fire. 
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Impinging jets present a normal straining due to the 

nearly irrotational behavior of the flow in the 

stagnation region [1,2]. Therefore, a correct 

prediction of heat transfer in impinging situations is 

of great importance in many industrial applications. 

Moreover, an accurate prediction of this quantity 

requires a good prediction and a detailed 

understanding of the characteristics and the structure 

of the impinging jet flow. That’s why many 

experimental [3-9] and numerical [10-15] works are 

devoted to the study of impinging jets. Generally, 

computations of impinging jet flow are performed 

either to gain fundamental insight of the structures of 

the flow or to validate a computational model, which 

could be further useful for designing complex jet, 

using different turbulence models. Simulations using 

Reynolds averaged Navier-Stokes (RANS) have been 

widely used to predict wall-bounded flows due to its 

simplicity and, to some extent, of its capability of 

prediction. Numerical studies using these models 

have been published by Heyerichs and Pollard [10], 

who examined an impinging slot jet at a Reynolds 

number of 10000. Wang and Mujumdar [12] analyzed 

the effectiveness of  five low Reynolds RANS 

models for two Reynolds numbers of 5200 and 10400 

and two dimensionless jet-to-surface spacing of 2.6 

and 6. Zuckerman and Lior [13] compared the 

accuracy in predicting Nusselt number distribution of 

impinging flows by different RANS based turbulence 

models and concluded that of all turbulence models, 

the SST k-ω model is the best in predicting both 

second peaks in the Nusselt number and the Nusselt 

number profile. Kubacki and Dick [14] have 

previously shown that the latest version of the k-ω 

model, with the inclusion of the stress limiter term in 

the definition of the eddy viscosity and the cross 

diffusion term in the equation of specific dissipation 

rate, can accurately predict the flow and heat transfer 

in the stagnation region of a circular impinging jet. 

Then, Kubacki and Dick [15] used the same k-ω 

model in their hybrid RANS/LES simulations of 

plane impinging jet. 

This study focuses on numerical analysis of heat 

transfer and flow characteristics of an air jet in a 

semi-confined cavity. The mains objective of this 

work is to determine the parameters that can 

influence the structures of the flows, the isotherms 

and the heat transfer between the flat plate and the 

impinging air jet. 

 

 

 

2. MATHEMATICAL FORMULATION  

 

2.1. Physical model and assumptions: Figure 1 

shows the computational domain and coordinate 

system for the two-dimensional semi-confined 

impinging air jet considered. The bottom wall is 

divided into two thermal zones while the other walls 

are adiabatic: the wall part of the confined zone, 

located between the impingement jet and the 

vertical wall is maintained at a cold temperature Tc 

= 278K while the other wall part is at a constant 

temperature Th > Tc, equal 293K, which is equal to 

the air jet temperature.  

The air is assumed to be an ideal gas, the Boussinesq 

approximation is used and transfers are described by 

turbulent forced convection equations. 

 

2.2. Transfer equations: In the present study, the 

turbulent air jet flow is predicted using RANS 

model. For an incompressible; the RANS and the 

energy equation are, in Cartesian coordinates, using 

the Einstein summation convention:  
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Where (  ) denotes the modeled Reynolds averaged 

quantities. The Reynolds stress tensor is approximated by 

various turbulence models provided in the software fluent. 

In this study, we use the SST k-ω model because it 

provides results in good agreement with t experimental 

data [16]. 

 

 Figure1: Local Nusselt number evolution along the 

impingement plate.  Effect of turbulence model [16] 
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The equations of this model read [17]: 

*
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Where, Pk represents the production of turbulent 

kinetic energy k and ω is the specific dissipation rate. 

The closure coefficients and the associated relations 

are: 
*

w k0.52 ; 0.082 ; 0.09 ;  =0.5 ; =0.6         

 
2.3. Initial and boundary conditions: The initial 

conditions (t = 0s) throughout the computational 

domain are: 

U = 0; V = Vin; T = Tin; k = 1;  ω = 1. 

The boundary conditions are reported in figure 1. 

The bottom wall is divided into two isothermal zones 

while the other walls are adiabatic.  

 

 

 
 

Figure 2: Sketch of the computational domain. 

 

 

For the need of physical analysis, the local Nusselt 

number and the skin friction coefficient (Cf) are 

defined by:  

  
wall

y
XNu







             2

f w mC =2.τ / ρv  (6) 

 

 

3. NUMERICAL PROCEDURE 
The governing equations were computationally solved 

numerically using FLUENT software and the mesh 

was generated using the commercial software 

GAMBIT. The link between the pressure and velocity 

field is assumed by the SIMPLE algorithm. The inlet 

jet condition is given by a constant velocity profile 

Vin = (µ/ρ).(Re/e). At the exit, pressure-outlet 

boundary condition is imposed, while null gradient 

is assumed for the scalar variables. The solution is 

considered converged when the normalized residual 

falls below 10-11 for the energy equation and below 

10-8 for all other variables within 3750 iterations. 

 

 

4. RESULTS AND DISCUSSION 
First, we determine the length of the cavity for that 

the flow is fully developed at its exit. Three lengths 

have been considered:  L=15, 20 and 30m. Figure 3 

shows that, for a cavity length L=30m, the outflow 

can be considered fully developed. 

 

 
 

 Figure 3: Flow structure: Effect of the cavity length 

 

 

Figure 4 shows the streamlines for different 

Reynolds numbers of 10000 – 20000 and different 

impingement plate distance of 4e – 12e. It can been 

see that the flow induced by the air jet in the semi-

confined  cavity is described by  two asymmetric re-

circulating cells located  on  either side of the air jet 

flowing from the top bottom  to  the impingement 

area. This flow structure is induced by the 

combination of the air jet and the confining effects 

due to the vertical wall and one part of the top wall. 

Furthermore, the size of the main re-circulating cell 

elongate along the direction of outlet flow increases 

on the one hand, with the augmentation of Reynolds 

number and the other hand, with the distance jet to 

plane plate. 

The distribution of isotherms shows a similar shape, 

which is two asymmetric re- cells located on either 

side of the air jet (Figure 5).  When the Reynolds 

number increases to 20000, the effect of convection 

on fluid flow and heat transfer in the enclosure was 

slightly larger than that at Re=10000 but its 
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magnitude remains weak. Then, figure 6 shows the 

influence of the Reynolds number on the temperatures 

profile, plotted at y = 1.2e, in the confined area, with 

an impingement plate distance H = 12e. It will be 

noted a monotonic increase of the temperatures up to a 

distance from the vertical wall x = 0.3. Beyond x = 0.3 

the temperature reaches a maximum; stabilizes until x= 

1.9 and then decreases slightly when approaching the 

air jet flow.   
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Figure 4: Streamlines pattern.  H = 12e. 

Effects of Reynolds number; (a) Re = 10000; (b) Re 

= 15000 and (c) Re = 20000 

 

 

The temperatures increase with the Reynolds number 

due to the intensification of transfer by convection 

between the warm part of the bottom wall and the air 

flow.  

 

 

 
 

Figure 5: Isotherms for H = 12e for various Reynolds 

numbers. 

 

The evolution of the local Nusselt number along the 

bottom wall presents two peaks for values of H 

superior to 4e. The first peak is located in the impact 

area of the jet on the cold wall and the second in the 

impact area of the jet on the hot wall. It will be 

noted that the second peak appears for a jet exit to 

impingement plate distance H greater than 4e. 
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Figure 6: Evolution of the air temperature along the 

bottom wall. y = 1.2 for H = 12e. Effect of Re 

number 

 

 

The evolutions of the local Nusselt number along the 

bottom wall are plotted in figure 7 for different 

Reynolds numbers and height ratios. It can be seen 

that for whatever the value Reynolds number and 

for impact height considered in this study, the most 

intensive thermal exchanges are located in the 

vicinity of the impact area of the jet. For a height 

impingement H = 4e, the local Nusselt number increases 

sharply to reach a maximum value in the vicinity of the 

impact area of the jet then decreases gradually as the flow 

approaches the exit of the cavity.  

 

The evolution along the bottom wall of the local 

skin friction coefficient defined by is plotted in 

figure 9. This evolution is similar to the one of the   

local Nusselt Number. The local skin friction 

coefficient reaches it maximum values in the   

impingement area and is even higher than the air jet 

velocity is large.   

 

 

 

 

 

CoordinateX

C
o

o
rd

in
a

te
Y

0 1 2 3 4 5
0

1

2

3

4

5

Frame 001  19 Jan 2016  Translation of CGNS file C:UsersNORBERTDocumentsJobsTurbulentHsurE12L30_10000L30_10000.cgns

CoordinateX

C
o

o
rd

in
a

te
Y

0 1 2 3 4 5
0

1

2

3

4

5

Frame 001  19 Jan 2016  Translation of CGNS file C:UsersNORBERTDocumentsJobsTurbulentHsurE12L30_15000–00.cgns

CoordinateX

C
o

o
rd

in
a

te
Y

0 1 2 3 4 5
0

1

2

3

4

5

Frame 001  19 Jan 2016  Translation of CGNS file C:UsersNORBERTDocumentsJobsTurbulentHsurE12L30_20000È00.cgns

Re=1000

0 

Re=1500

0 

Re=2000

0 



International Conference On Materials and Energy – ICOME 16 

Norbert et al;, 987 

 
 

Figure 7: Evolution of the local Nusselt along the 

bottom wall 
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Figure 8: Distribution of local skin-friction at 

different Reynolds numbers for H/e = 12 

 

 

CONCLUSIONS 
Heat transfer and flow characteristics of an air jet in 

a semi-confined cavity have been investigated 

numerically for Reynolds numbers ranging from 

10000 to 20000 and three and to plane plate distances: 

4, 8 and 12. The following conclusions may be 

drawn from this study: 

 

 

 -the flow is described by two asymmetric re-

circulating cells located on either side of the air jet 

flowing from the top bottom to the impingement area. 

The re-circulating cell elongate along the outlet air 

flow direction of flow increases on the one hand, 

with the augmentation of Reynolds number and the 

other hand with the distance jet to plane plate, 

 

-the increase of the Reynolds number leads to an 

improvement of the heat transfer exchange between 

the impingement area and the air flow. An increase 

of the local skin friction coefficient and the 

temperatures in the confined zone is observed, 

 

 -in the impingement area, the Nusselt number 

increases respect to a decrease of the jet-to-plate 

distance. 
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ABSTRACT 
The present study focuses on the effects of different geometrical parameters on the flow structure and the 

energy consumption in mixing vessels. To do so, we used a two-blade impeller to validate our numerical model 

against the experiment using the Ansys CFX code, and then we modified the diameter of the stirrer and the 

number of blades. Finally, we gradually modified the blade curvature angle until we reached a helical screw 

configuration. The numerical validation was in a good agreement and the obtained results showed that the 

importance the edge effect at the extremity of the blades is proportional to the diameter. The results also 

showed that the variation in the blade twist enhances the mixing by transformation of the tangential flow into 

an axial flow. We also noticed an increase in the energy consumption. 

NOMENCLATURE 
 

d:  Blade diameter (m) 

D: Tank diameter (m) 

T: Tank height (m) 

Np: Power number (dimensionless) 

[α]: Angle of blade twist (°) 

 

INTRODUCTION  
 

Agitators with wide blades are generally used for 

highly viscous fluids in the laminar regime. One of 

the commonly used is the two blades impeller. 

Several studies have been achieved, among others, 

the work of Bertrand and Couderc [1] who studied 

the 2D flows of pseudoplastic fluids. Youcefi [2] 

studied experimentally the hydrodynamics of the 

mechanically agitated viscoelastic fluids. These 

studies showed that for a low rotational velocity, the 

flow rate is essentially tangential. 

 

CFD techniques are widely applied in studies of 

mixing systems; Hiraoka et al. [3] studied viscous 

Newtonian and Non-Newtonian flows for a 2D 

classical bladed impeller. Abid et al. [4] studied 

numerically the 3D laminar flow of a Newtonian 

fluid (glycerol solution) mixed by a two-blade stirrer. 

Bouzit and Ameur [5] interested to Newtonian and 

non-Newtonian shear thinning fluids with the same 

kind of impeller. Ameur and Bouzit [6] proposed a 

correlation for predicting the power required in the 

agitation of complex fluids by two-flat-blade 

impellers. Vakili and Nasr Esfahany [7] studied 

numerically the 3D Newtonian fluid flow induced by 

a two-blade impeller but this time within the 

turbulent regime. 

Haruki Furukawa et al. [7] gave new power number 

correlations for different types of impellers (paddle, 

Rushton turbine, anchor and pitched paddle). Then 

Ameur H and Al. [8] made a comparative study of 

the flow structure and the power consumption 

between simple and double helical-ribbon impellers. 

Ming et al. [9] studied the power consumption in a 

stirred tank equipped with different impeller. The 

effect of the Reynolds number, the fluid rheology 

and the impeller blade curvature on the minxing 

performances were studied by Ameur. H et al. [10], 

the effects of blade curvature angles on power 

consumption in a stirred tank were evaluated by 

Reza .A et al. [11].  
 

 

 

1. DISCUSSION ON THE STUDIED 

GEOMETRY  
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The studied domain is composed by a cylindrical 

tank with a flat plat bottom with a diameter D and a 

height T (equal to 1.5D). The stirrer contains two 

blades with a height equal to the liquid height. The 

impeller diameter is d = 0.5 D, it is placed vertically 

at a clearance C = 0.066*D to avoid the scrapping 

with the tank bottom. 
 

To solve the numerical problem we used a 

tetrahedral unstructured grid with 133,169 and 

670,744 elements for the two studied impellers, 

respectively. The convergence criterion was set to  

10-5. 

 

Several geometries with different ratios d/D, and 

different numbers of blades are realized, as 

summarizes in Table 1. 

 

Table 1 

Dimensions of different geometries 

 

             D/T=1.5                          C/D=0.066   

d/D 0.5 0.66 0.82 0.98 

Blade 

Number 

2 4 6 8 

 

  

 (Twin-Bladed)  α =135°, d/D = 0.5 

Fig.1. Configuration of the mixing system 

 

2. RESULTS AND DISCUSSION 
 

2.1. VALIDATION OF THE NUMERICAL 

MODEL 

0.0 0.2 0.4 0.6 0.8 1.0
0

1

2

3

4

 

 

 


*

R
*

 Exp [1]

 Simulation [Present work]

 
Fig.2. Validation of the shear stress for Re = 0.1, n = 

0.7, h/T = 1, D/T = 0.508, Z* = 0.503 

 

Fig. 2 presents the validation of our numerical 

results against the experimental data of Bertrand and 

Couderc [1]: our results are in a good agreement.  

 

2.2. EFFECTS OF THE RATIO d/D 
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Fig. 3.Tangential velocity (effect of the diameter), 

Z*=0.87, Re=4, θ=90° 

  
 

Several values of the ratio d/D were used to deduce 

the effect of this last on the fluid circulation and 

therefore on the mixing efficiency (Table 2). 

 

Table 2 

Diameter of the different geometries realized 

 

 d/D 0.5 0.66 0.82 0.98 

 

D: Tank diameter  

d: impeller diameter 

 

The axial and tangential velocities are strongly 

proportional to the ratio d/D (Fig. 3). So for the same 

thickness of the blade, the flow intensity increases 
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by increasing the ratio d/D, giving then a more 

efficient mixing. 
 

3. EFFECT OF THE NUMBER OF BLADES 

ON THE FLOW STRUCTURE AND THE 

ENERGY CONSUMPTION 

 

 

 

 

 

3.1. THE FLOW STRUCTURE 

 
   

two blades 4 blades 6 blades 8 blades 

Fig.4. Velocity distribution for d/D = 0.5, Re = 10 

3.2. ENERGY CONSUMPTION FOR 

DIFFERENT NUMBER OF BLADES 
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Fig.5. Power number for different values of d/D and 

the number of blades with Re = 10 

 

4. EFFECTS OF THE BLADE TWIST ON 

THE FLOW STRUCTURE AND THE 

ENERGY CONSUMPTION  

 

4.1. FLOW STRUCTURE 

 
The results of Figs. 4 and 5 show that the well-mixed 

region size increases by increasing the number of 

blades. It is the desired purpose, however, it requires 

more power consumption . 

 

Figs. 6 & 7 show the effect of the blade twist. The 

variation of the tangential velocity has been studied 

for different angles (0°, 45°, 135°, 180°). We remark 

that the extremity of the blade is the most active 

region of the flow; this last gradually decreases 

when approaching the vertical walls of the tank 

where the fluid circulation is neglected. We also 

notice that the decrease of the tangential velocity is 

more rapid for an angle of 45°. 
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Fig.6. Tangential velocity for Re=10, d/D=0.5, 

Z*=0.5 
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flat two-blades  α=45° 

  
α=135° α=180° 

Fig.7. Velocity distribution for Re = 10, d/D = 0.5, Z* 

= 0.5 

 

4.2. POWER CONSUMPTION 

 
Table 3 

Power consumption for different bladed with 

differences orientation angle 

d/D = 0.5, Re = 10 

Orientation 

angle [deg] 

45 90 135 180 

Np 22.99 22.23 21.96 21.71 

d/D = 0.82, Re = 10 

Orientation 

angle [deg] 

45 90 135 180 

Np 113.4 112.7 111,90 111.0 

 
Table 3 summarizes the values of the power number 

for all the twist angles studied. Results showed that 

the twist angle is inversely proportional to the power 

consumption. 

 

  
 

d/D = 0.5 d/D = 0.3 

Fig.8. Velocity distribution for different blade 

diameters, at α = 45° 

 

Conclusion 

The present study focused on the effects of the blade 

diameter (d/D), the blade twist (α) and the blade 

number on the flow structure and the power 

consumption. The results found permitted us to 

withdraw the following conclusions: 

The increase of d/D and the number of blades 

enhances quantitatively the mixing, but with a 

dramatically increased power consumption. 

The twist of the blades is an interesting parameter to 

study in the future, its increase permits to partially 

eliminate the dead zones near the tank walls with a 

slight decrease in the power consumption. 

 

KEYWORDS 
ANSYS (CFD), 2-paddle impeller; power Number; 

cavern. 
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ABSTRACT 
This study presents numerical investigation and analysis of carbon dioxide transport (CO2) within an isothermal 

three-dimensional room using impinging jet ventilation (IJV). The IJV is an effective strategy for use in buildings. 

The study is carried out under turbulent and transient flow regime. The URANS equations supplemented with 

energy and concentration equations are solved using the Stream code. We are targeting primarily the efficiency 

of the ventilation ɛC and the index of indoor air quality IIAQ. The ventilation flow rate is 50 m3.h-1. Here, our 

ultimate aim is to analyze the behavior of the flow and repartition of CO2 inside the room. The RNG k−ε model 

was adopted to handle the turbulence. CFD simulations were systematically checked, through available 

experimental and/or numerical results. The obtained results indicated that the IJV ensures a homogeneous 

concentration distribution and a velocity of the ambient air less than 0.25 m.s-1. This is in agreement with the 

recommendations of ASHRAE 55. The comparative results demonstrate that the IJV evacuates sufficiently the 

CO2 and ensures good air quality in an acceptable time. 

KEY WORDS: CFD simulation / impinging jet ventilation / indoor air quality / ventilation efficiency / Turbulence 

 

NOMENCLATURE 
C Chemical species' concentration (ppm) Re Reynolds number (

in h
Re D D /  ) 

Cm Average concentration (ppm) t Time (s) 

C0 Reference concentration (ppm) T Temperature (K) 

Cin Chemical species' concentration at inlet (ppm) T0 Temperature reference (K) 

Cout Chemical species' concentration at outlet (ppm) ui Velocity components (m.s-1) 

Cth Threshold concentration (ppm) Uin Velocity inlet (m.s-1) 

Cp Specific heat (J.Kg-1.K-1) xi Coordinates (m) 

D Diffusion coefficient of chemical species (m2.s-1) Greeks symbols 

IIAQ Index of Indoor air quality α Thermal diffusivity (m2.s-1) 

g Gravity acceleration (m.s-2) 
T  Thermal expansion coefficient ( 1 1

0
,

T
T K   ) 

k Turbulent kinetic energy (m2.s-2) 
C  Concentration expansion coefficient ( 1

0C
C  ) 

L Characteristic length (m) ɛ Turbulent energy dissipation (m2.s-3) 

n Normal direction ɛC Ventilation effectiveness coefficient 

N Buoyancy ratio ( /
c T

N C T    ) 𝛌 Thermal conductivity (W.m-1K-1) 

p Fluid pressure (Pa) µ Dynamic viscosity (kg.m-1s-1) 

Q


 Ventilation rate (m3.h-1)   Density of the mixture (kg.m-3) 

INTRODUCTION 
It is now accepted that ventilation systems, thermal 

comfort, and air quality within the built environment 

are important issues as they are related to both energy 

conservation, occupants' health, and productivity. 

Indeed, today, users spend more time inside the 

premises (homes, schools, offices, transports, stores, 

etc.) [1]. It is obvious that proper distribution of air is 

an important issue for the comfort and air quality of 

indoor spaces. Many pollutants from a variety of 

sources may be present in this environment and 

sometimes at higher concentrations than outside. For a 

question of energy saving, the exchanges between the 

outside and inside buildings were greatly reduced what 

could drive a containment situation thus leading to 

deterioration in air quality. 

To overcome the problems related to the health of 

occupants and to reduce energy consumption, the 
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ventilation has been used. It is the primary mechanism 

for removing contaminants from within buildings. 

Thereby, the ventilation is now considered as a 

promising solutions to ensure a good indoor air quality. 

Its role is to renew sufficiently stale air by fresh air 

unpolluted and evacuate pollutants of the occupation 

zones. However, this technique can result in significant 

energy costs. Indeed, the introduction of fresh air 

causes important temperature gradients that affect the 

thermal comfort of occupants. These temperature 

gradients can be negative or positive depending on the 

climate. For this, different ventilation strategies have 

been adopted to ensure a good quality of indoor air 

firstly, and limit energy losses on the other hand. 

Since many decades, the impinging jet ventilation 

(IJV) is used for ventilated rooms [2,3]. Indeed, this 

system is capable to provide a better distribution of 

flow parameters (velocity, temperature and 

concentration) and as well as its flexibility for both 

cooling and heating purposes. In the IJV system, a high 

momentum air jet is discharged downwards, strikes the 

floor and spreads over it, thus distributing the fresh air 

along the floor in the form of a very thin shear layer 

[4]. This method allows the airflow to overcome 

buoyancy forces due to temperature and concentration 

gradients generated by the sources. Therefore, it 

promotes the evacuation of stale air and ensures better 

ventilation efficiency in the occupied zone [5]. 

However, high velocities can take place in the occupied 

zone. Therefore, the flow of IJV system must be 

properly sized to allow proper design ensuring better 

indoor environment. 

Several studies have been conducted to deepen 

understanding of the behavior of air flow and 

distribution of heat and pollutants inside the ventilated 

rooms using IJV. Below, we briefly describe some 

work on the topic discussed here. Karimipanah and 

Awbi [3] among the first to raise the IJV. They 

performed a numerical and experimental study of 

performance evaluation of this method. They 

considered a three-dimensional room equipped with a 

ventilation system with impingement jet. The authors 

compared its performance with another system 

“displacement ventilation”. The results they presented 

are part of an extensive research program to develop 

alternative and effective ventilation systems. They 

found that the IJV system has slightly higher 

performance than the displacement ventilation system. 

Cao et al. [6] conducted an experimental study of the 

IJV inside a large-scale room upstairs. The air jet is 

introduced perpendicularly to the ceiling. Then, the 

flow is deflected and becomes parallel. They 

considered several Reynolds numbers (Re=1000, 2000 

and 4000) to determine the jet velocity to ensure a 

certain comfort inside the room. The results show that 

the flow behavior is different from earlier studies in a 

relatively small room. Chen and Moshfegh [7] 

performed a numerical study of the IJV in an office 

room. They compared the performance of the Standard 

k−ε [8], the Renormalization Group (RNG) k−ε [9], 

and the Realizable k−ε [10], for the prediction of the 

mean velocity field and the temperature pattern. The 

validation of the model is performed via an 

experimental study inside a room with dimensions of 

4.2×3.6×2.5 m3. The authors found that the three 

models provide favorable predictions of velocities and 

temperature compared to the measurements. Also, the 

RNG k−ε model gave the best performance. Chen et al. 

[11] presented a numerical study of the IJV under 

various heat loads from 17-65 W.m-2 in an office room. 

They performed measurements of velocities and 

temperature to validate the numerical model. They 

tested three turbulence models: RNG k−ε, SST k−ω 

[12] and 2 -v f  [13]. They found that these models give 

good agreement with the measurements. The 2 -v f  

model has provided the best performance, especially 

on the overall temperature prediction. Next, the authors 

used the latter model to study the effect of several 

parameters such as position heat sources, number of 

occupants. In terms of results, the authors found that 

the fields of flow and temperature are greatly 

influenced by the parameters studied here. 

Since the ventilation effectiveness is typically used in 

building, we conducted a numerical study to predict the 

aero-solutal behavior inside a three-dimensional 

ventilated room. To achieve this, the unsteady 

Reynolds averaged Navier-Stokes (URANS) equations 

are solved via the Stream Code. To handle the 

turbulence, the RNG k−ε model is used, due its 

reliability according to references [4,11]. 

The main purpose of this study is to assess the IJV in 

terms of behavior flow, indoor air quality (IAQ), and 

air exchange efficiency for the inside of a room. 

The remainder of this paper is organized as follows. In 

Section 2, the physical model and the governing 

equations supplemented by specific boundary 

conditions are described. In section 3, key parameters 

of this study are presented. After, the Section 4 is 

devoted to a brief description of the numerical 

approach while emphasizing its validation. In Section 

5, results are presented and discussed. Finally, the 

major conclusions are summed up in in Section 6. 
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PROBLEM DESCRIPTION AND 

FORMULATION 
Figure 1 shows a schematic of the physical system with 

inlet and outlet conditions. It is a ventilated chamber of 

dimensions 4×3×2.5 m3 (i.e. length, width and height) 

filled with an air-CO2 mixture. It is provided with two 

openings for the supply of fresh air and the evacuation 

of contaminated air. The ventilation rate was 50 m3.h-1. 

The walls are adiabatic and impermeable. Note that 

inlet and outlet air are positioned in the middle plane 

Y=1.5 m. 

 

Fig. 1. Schematic drawing of the ventilated room. 

Mathematical modeling 
An unsteady state 3D-model is considered to analyze 

the flow in the whole room. The fluid is assumed to be 

Newtonian, incompressible under the Boussinesq 

approximation (and neglecting viscous heating). 

Besides, the airflow is turbulent. Note that the level of 

concentration of CO2 is considered low (the amount of 

CO2 is much lower than air (0.02%)). Based on these 

assumptions, the RANS equations are given by: 
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where ' '

i ju u , ' '

iu T  and ' '

iu C  are the average Reynolds 

stresses, turbulent heat and mass fluxes, respectively, 

which are modeled as follows: 

 ' ' 2 / 3
i j t ij ij

u u S k        (5) 

' '

i t
uT T      (6) 

' '

i t
u C D C     (7) 

where ' ' / 2
i i

k u u  is the turbulent kinetic energy, δij is the 

Kronecker tensor, µt is the eddy viscosity, αt and Dt are 

the turbulent thermal diffusivity and turbulent mass 

diffusivity, respectively. The eddy viscosity µt is 

computed by: 

2 /
t

C k


    (8) 

where ɛ is the turbulent dissipation rate, and Cμ is a 

constant model. 

The RNG k−ε model is employed to close the system 

(1)-(4). The RNG k−ε model is an example of two 

equation models that use the Boussinesq hypothesis. It 

is based on the following equations: 
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with .
s t ij

G S U  ,    / /
t i T t t i C t t

G g Pr T g Sc C       , 

 /
f t t s

R G G G   ,    / /
ij i j j i

S u x u x      , and σk, σɛ, C1, C2, 

C3, Cμ are the model constants whose values are given 

in Table 1. 

Table 1. Model constants of the RNG k−ε model 

σk σɛ C1 C2 C3 Cμ 

0.719 0.719 1C ( )  1.68 0.0 0.085 

with       3

1
1.42 1 / 4.38 / 1 0.012C        , /kS   and 

 
1/2

ij ij
S S S . 

Boundary conditions 
The system of equations (1)-(10) are subjected to the 

following boundary conditions (BCs). U=0 on all solid 

surfaces, U=Uin at the air inlet, / 0U n    at the air 

outlet. As for thermal BCs, the room is supposed 

isotherm at 292 K and its walls are adiabatic. For the 

CO2, we assumed that its concentration is 2000 ppm at 

t=0 s, while the air enters at a concentration of 350 

ppm. At the outlet, we set / 0C n   . Regarding the 

turbulent quantities, their values are those advocated 

by Henkes et al.[14]. 

CHARACTERISTIC PARAMETERS 

Ventilation effectiveness 
The efficiency of a ventilation (ɛC) to remove a 

contaminant element can be defined as [5]: 

out in

C

m in

C C

C C






  (11) 

This quantity allows assessing the ability of a 

ventilation system to remove pollutants in a ventilated 

domain. Note that 1C   translates an effective 

ventilation. 

Index of indoor air quality 
The index of indoor air quality (IIAQ) can be calculated 

from the following relationship: 
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Such expression is used to evaluate the quality of 

indoor air with respect to a pollutant. Note that when 

IIAQ<1, the quality of indoor air is good. 

NUMERICAL MODELING 

Discretization 
The computational analysis is performed using the 

general purpose finite-volume CFD code Stream. A 

quadratic structured mesh is used with a coefficient of 

geometric expansion of 1.05. The terms of advection 

and diffusion are discretized using first-order upwind 

scheme. The SIMPLEC algorithm [15] was used for 

the pressure-velocity coupling. The resolution of the 

resulting algebraic system is achieved using multiple-

iteration constrained conjugate gradient (MICCG). 

Before the targeted simulations, we have checked the 

independence of the mesh with respect to results. For 

this, we built four mesh grids with a time step of 0.01 

s (21×26×31, 41×46×51, 61×66×71 and 81×86×91). 

The obtained results indicated that the last two grids 

provide similar velocity and concentration profiles 

plotted at different points of the area. Therefore, we 

chosen the grid 61×66×71 for all calculations 

implemented here. Similarly, we examined the 

temporal evolution of velocity and concentration 

considering different time steps (0.5, 0.1, 0.05 and 0.01 

s). It was found that a time step less than 0.05 s gives 

satisfactory results. Normalized residuals required for 

convergence has been 10-8 for the energy, and 10-5 for 

the remaining equations that correspond to 1% of the 

default tolerance settings of stream. 

Validation and verification 
To check and validate our approach, different problems 

were considered. For not overload the text, we present 

only the problem addressed by Chung and Hsu [16]. It 

concerns a ventilated three-dimensional room filled 

with an air-CO2 mixture. At t=0 s, the CO2 

concentration is at 2000 ppm and the mixture 

temperature is at 300 K. Fresh air is introduced at a 

temperature of 300 K and at a concentration of 350 

ppm. The ventilation flow rate is 391.7 m3.h-1. The 

comparisons achieved are shown in Figure 2 for the 

temporal evolution of the concentration at the 

occupation zone (2, 2, 1.2). Based on these 

comparisons, it can be concluded that the numerical 

approach, for the case of this study, provides 

satisfactory results. 

 

Fig. 2. Temporary evolution of the concentration at 

point (2, 2, 1.2); comparison with [16]. 

RESULTS AND DUSCUSSIONS 
In the following, we present the results of impinging 

jet ventilation system. We show streamlines, iso-

velocity and temporal evolution of the CO2 

concentration for different measurement points at three 

levels (Z=0.8, 1.2 and 1.7 m). The coordinates of these 

points are gathered in Table 2. 

Figure 3 presents the streamlines plotted when steady 

state is established. We found that the jet air changes 

direction at floor level, it allows the distribution of 

fresh air at the bottom and adjacent side walls. Then, 

the air tends to rise upwards to reach the exit causing 

recirculation zones in the occupation area. Also, we 

note that the flow is symmetrical about the middle 

plane (Y=1.5 m). From these results, we can conclude 

that the air is evenly distributed in the room. 

In order to control the airflow distribution in the room, 

we have plotted the contours of iso-velocity with two 

values 0.25 and 0.15 m.s-1. These contours are showed 

in Figure 4. We found that the jet propagates in an 

equivalent manner in the longitudinal and lateral 

directions. The velocity of the jet decreases as one 

moves away from the air inlet diffuser. The velocity in 

the vicinity of the diffuser is well above 0.5 m.s-1. Note 

that around the exhaust opening, the velocity is higher 

than 0.5 m.s-1. It should be noted that the velocity of 

the airflow in the zone of occupancy is less than 0.25 

m.s-1. This is consistent with the recommendations of 

the ASHRAE 55. 

Figure 5 depicts the temporary evolution of the 

concentration of CO2 of each measuring points. It is 

found that the concentration at the local center is 

almost homogeneous. It decreases with time. This 

indicates that the ventilation removes progressively the 

contaminant (CO2). At t=100 min, the concentration 

level is very low, the CO2 is at 410 ppm only. Also, we 

observe that, for a given time, the concentration is 

almost constant regardless of the level of sampling. 

Table 2. Measurement points 

Points 
Z=0.8 m 

Points 
Z=1.2 m 

Points 
Z=1.7 m 

X (m) Y (m) X (m) Y (m) X (m) Y (m) 

350

625

900

1175

1450

1725

2000

0 200 400 600 800 1000 1200

Chung and Hsu [16] This work
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P01 3.0 1.5 P11 3.0 2.0 P21 3.0 1.5 
P02 2.0 1.5 P12 3.0 1.0 P22 2.0 1.5 
P03 1.0 1.5 P13 2.0 2.0 P23 1.0 1.5 
P04 3.0 2.0 P14 2.0 1.0 P24 3.0 2.0 
P05 3.0 1.0 P15 1.0 2.0 P25 3.0 1.0 
P06 2.0 2.0 P16 1.0 1.0 P26 2.0 2.0 
P07 2.0 1.0 P17 3.0 1.5 P27 1.0 1.0 
P08 1.0 2.0 P18 2.0 1.5 P28 1.0 2.0 
P09 1.0 1.0 P19 1.0 1.5 P29 1.0 1.0 

 

  

Fig. 3. Streamlines: front view (left) and perspective view (right). 

  

Fig. 4. Contour plots of iso-velocity with: 0.25 m.s-1 (left) and 0.15 m.s-1 (right) 

   

Fig. 5. Temporary evolution of the concentration (ppm): Z=0.8 m (left), Z=1.2 m (middle), Z=1.7 m (right). 

Figure 6 shows the time evolution of ɛC and IIAQ. We 

note that the IJV present good efficiency that is close 

to unity. This indicates that the IJV evacuate 

sufficiently the CO2 contaminant. Regarding the index 

of indoor air quality, we get an index IIAQ<1 after only 

33 min. This period corresponds to the time where the 

concentration of CO2 falls below 1000 ppm. This value 

corresponds to the limited risks value fixed by French 

regulations. We conclude that the IJV puts only 33 min 

to avoid dangerous exposure. We believe this time is 

widely appreciated. 

Following these results, it is clear that the IJV provides 

better comfort environment ventilation, i. e. good 

ventilation effectiveness to remove pollutant ( 1
C
  ), 

good air quality (IIAQ<1) in an acceptable time (33 min 

only), and favorable airflow distribution inside the 

room (0.25 ms-1). It should be noted that the IJV 

ensures a perfect homogeneity inside the room
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Fig. 6. Temporary evolution of ɛC (left) and IIAQ (right). 

CONCLUDING REMARKS 
This study deals with the numerical simulation of a 

turbulent contaminated flow in a 3D room. The 

emphasis has been on the influence of ventilation on 

the behavior flow and indoor air quality in a ventilated 

room. Computations have been performed with 

Reynolds number of 5. 103. In URANS framework, the 

RNG k−ε turbulence model is used. The remarks 

summarizing the present study are: 

 According to the results of the behavior of the 

airflow, the IJV ensures good distribution of fresh air 

inside the room. The air is spreading in an equivalent 

manner in the longitudinal and lateral directions. The 

velocity of flow in the zone of occupancy is less than 

0.25 m.s-1. This is in line with recommendations from 

the ASHRAE 55. 

 Regarding the ventilation effectiveness to remove 

CO2, the IJV provides favorable efficiency ( 1
C
  ). 

This indicates that the air-CO2 mixture is greatly 

diluted. The concentration at the outlet air is 

substantially equal to the average concentration of 

the room. This proves that the air-CO2 mixture is 

homogeneous inside the room. 

 Finally, the IJV ensure good air quality after 33 min. 

Such a delay is acceptable to minimize CO2 exposure 

to concentration greater than 1000 ppm. 
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RESUME  
Cette étude examine comment le refroidissement par évaporation intégré de bâtiment peut contribuer à la 

réduction de la température dans de grands espaces vitrés. Le principe de refroidissement est basé sur le 

changement de phase de l'eau; c’est à dire la variation de la phase liquide à la phase vapeur de l'eau. Le 

refroidissement par évaporation des bâtiments est la technique la plus ancienne pour l'amélioration des 

conditions intérieures du confort. Récemment, l'intérêt dans ses perspectives d'application a été fortement 

renouvelé en raison des coûts de l'électricité augmentés pour la climatisation et les problèmes 

environnementaux associés de la combustion de combustibles fossiles. La capacité de refroidissement et la 

température interne de l’air intérieur semblent plus sensibles pour le taux de ventilation naturelle et la résistance 

au transfert de chaleur à la surface interne. 

 

La conception d'un système de refroidissement par évaporation de la construction intégrée en combinaison avec 

le grand espace vitré est un processus complexe. Les solutions résultant de cette méthode de conception 

méthodique sont évalués sur critères concernant le fonctionnement et la réalisation par la méthode Kesselring. 

En conséquence, un procédé est proposé par le maintien d'un film mince d'eau sur les surfaces hydrophiles de 

construction de super-TiO2 revêtu pour réduire les températures de surface de la libération de chaleur latente 

due à l'évaporation de l'eau. Les températures de surface inférieures contribuent à la réduction de la température 

de l'air ambiant depuis l'intensité du transfert de chaleur à travers la surface froide. 

Les variables qui affectent largement ce processus d'évaporation sont les différences de pression de vapeur 

d'eau dans l'air, la taille de la surface de contact et le coefficient de transfert de masse spécifique (renforcée par 

convection).

INTRODUCTION  
Dans la pratique, les grands espaces vitrés sont pour 

la plupart désignés comme désignés comme  des 

zones où les gens restent seulement pour de courtes 

périodes de temps. Le climat dans une telle zone de 

circulation peut être autorisé à varier, ce qui exclut la 

nécessité des mesures importantes.  

Les personnes qui utilisent effectivement cet espace 

dans la pratique ne seront pas conscientes de cela, 

cependant, si la zone est attrayante, les gens seront 

généralement enclins à utiliser de façon plus 

intensive. Les sièges seront installés, éventuellement 

une réception, et peut-être même une salle de cantine 

ou au collège.  

 

Cela laisse le problème de lacunes inévitables en 

termes de climat intérieur. De nombreuses techniques 

de refroidissement passif ont été proposées pour 

diminuer la température l'air ambiant par exemple de 

vitrage de haute réflectance solaire, matériau 

d'isolation thermique, refroidissement par 

évaporation, etc. Entre ces techniques de 

refroidissement passif, le refroidissement par 

évaporation semble le seul qui peut être adopté sans 

compromettre indûment la toiture de verre. Par 

conséquent, cette étude examinera comment le 

refroidissement par évaporation intégré d'une 

construction (directe ou indirecte) peut contribuer à 

la réduction de la température dans les grands 

espaces vitrés. L’objectif principal de cette étude est 

de concevoir et modéliser une solution passive de 

refroidissement par évaporation intégrée en se 

concentrant sur les flux d'énergie et le bilan 

thermique global. 
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Méthodologie : Cette étude comprend plusieurs 

processus parallèles et série. D'abord une analyse sera 

faite du grand espace vitré lui-même, qui est 

principalement axée sur l’application de verre, les 

flux d'énergie et l'équilibre global de la chaleur. 

Deuxièmement une analyse est réalisée selon la 

technique de refroidissement par évaporation avec 

une revue de la littérature récente. La conception d'un 

système de refroidissement par évaporation en 

combinaison avec les grandes espaces recouvertes de 

verre est un processus complexe. Pour appuyer ce 

processus de la conception méthodique est utilisé. La 

méthode de conception méthodique est une 

méthodologie pour la structuration et la 

documentation des étapes du processus de conception 

[1]. Les fonctions à remplir et les fonctionnalités pour 

créer sont répertoriées dans un tableau 

morphologique. Dans un schéma morphologique des 

sous-fonctions de refroidissement par évaporation 

sont répertoriés verticalement. Les solutions possibles 

pour ces sous-fonctions sont énoncées horizontales. 

De cette façon, il devient clair que la solution 

différente est pour chaque sous-fonction. 

Cette vue d'ensemble des fonctions et leurs solutions 

rend en combinant différentes sous solutions à des 

solutions globales plus faciles.  
 

SYSTEME ET MODELISATION  
 

Aujourd'hui, le photo catalyse est devenu un mot 

commun et de nombreux produits utilisant des 

fonctions photo-catalytiques ont été commercialisés. 

Parmi les nombreux candidats à catalyseur de photo, 

TiO2 est presque le seul matériau approprié pour une 

utilisation industrielle à l'heure actuelle et sans doute 

aussi à l'avenir. A titre précision, TiO2 a   l'activité 

plus efficace, et la stabilité la plus élevée et le 

moindre coût. De manière plus significative, il a été 

utilisé depuis les temps anciens, et donc, sa sécurité 

pour l'homme et l'environnement est garantie par 

l'histoire. [1] 

 

Comme mentionné précédemment, le maintien d'une 

fine pellicule d'eau sur les surfaces d'un bâtiment,   

une stratégie de refroidissement efficace pour réduire 

sensiblement les températures de surface. Dans cette 

étude une méthode de fixation est proposée de 

surfaces d'eau par aspersion continue de l'eau sur les 

surfaces de la construction qui seront couverts avec 

un photo catalyseur TiO2.  

Dû à la lumière UV, la surface devient très hydrophile 

et joue un rôle important dans la minimisation de la 

quantité d'aspersion d'eau nécessaire pour former un 

film d'eau. En d'autres termes, l'irradiation de la 

lumière solaire provoque alors l'angle de contact à 

diminuer progressivement, jusqu'à ce que finalement 

l'angle de contact devient 0º. Par conséquent, la 

surface revêtue de TiO2 entière est couverte avec de 

l'eau. [2] 

 
Récemment un scientifique a prouvé qu'une très fine 

couche d'eau d'environ 0,1 mm d’épaisseur peut 

couvrir l'ensemble des substances hautement 

hydrophiles. L'eau peut être alimentée en continu en 

petites quantités pour un bâtiment vertical. Il est très 

important de noter que les bâtiments ne sont pas 

refroidis par l'eau elle-même, mais par le flux de 

chaleur latente lorsque l'eau s’évapore. En fait, il est 

possible que la température de la surface de paroi 

soit inférieure à celle de l'eau d'arrosage. La couche 

d'eau la plus mince, la température de surface plus 

efficace des bâtiments et la diminution de la 

température de l'air ambiant comme la quantité de 

flux de chaleur latente diminue pour refroidir le film 

mince d'eau. Le taux d'évaporation et la chute de 

température associée dépendent de la couleur et / ou 

le matériau de construction de type (coefficient 

d'absorption solaire), la vitesse du vent sur la surface 

du bâtiment, la température ambiante et l'humidité 

relative. Le refroidissement de la surface du 

bâtiment peut conduire à la réduction de la quantité 

d'électricité consommée pour la climatisation. [3] 

 

Sur la figure 1, le principe de l'évaporation de la 

pellicule d'eau sur une paroi externe / construction 

est représentée schématiquement, l’hypothèse est 

que l'ensemble du TiO2 revêtu surface est recouverte 

d'un film mince d'eau. 
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Figure 1 

Vue schématique de la couche d'eau sur la 

construction [4] 

 

 

Les rayonnements solaires direct et diffus augmentent 

à la fois la température de surface de la 

construction selon l'absorption et la réflexion du 

matériau de construction. Pour l'évaporation du film 

mince d'eau, la chaleur absorbée dans la construction 

sera utilisé. Il en résulte une température de surface 

externe décroissant (Ts, e). Le réseau thermique dela 

construction de la couche d'eau est représentée sur la 

figure 2.  
 

 

 

 
 

Figure 2 

Réseau thermique de la pellicule d'eau sur une 

construction  
 

 

𝐶1
𝑑𝑇𝑤

𝑑𝑡
=

𝑇𝑎−𝑇𝑤

𝑅1
−

𝑇𝑤−𝑇𝑠,𝑒

𝑅2
− 𝑄𝑟𝑎𝑑 − 𝑄𝑒𝑣𝑎𝑝                               (1) 

𝐶1
𝑑𝑇𝑤

𝑑𝑡
=

𝑇𝑎−𝑇𝑤

𝑅1
−
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4 ) − 𝐴 ∗

𝑙
𝛼𝑐

𝑐𝑚
(𝑋𝑠,𝑒 − 𝑋𝑎)   [𝑊] 
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𝐶3
𝑑𝑇𝑠𝑖

𝑑𝑡
=

𝑇𝑠,𝑒−𝑇𝑠,𝑖

𝑅3
−

𝑇𝑠,𝑖−𝑇𝑖 

𝑅4
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Les équations de transfert de chaleur 1-

dimensionnelles pour la construction de bâtiments y 

compris le film mince d'eau sont présentés dans les 

équations (1) à (3). 

 

Le second terme de l'équation (1) est le transfert de 

chaleur par convection de l'air ambiant à la pellicule 

d'eau. Le coefficient de transfert de chaleur par 

convection est considéré comme une 

fonction de la vitesse du vent est donnée par 

l'équation (5) : Jurges. [4] 
 

𝑅1 =
1

𝛼𝑐∗𝐴 
  [𝐾/𝑊]                           (4)  

 

𝛼𝑐 = 4.2 ∗ 𝑤 + 6.2  [𝑊/𝑚²𝐾]                           (5)  

 

Le troisième terme de l'équation (1) est le transfert 

de chaleur par convection à partir de la pellicule 

d'eau à la surface du bâtiment de TiO2 revêtu. Le 

coefficient de transfert de chaleur par convection est 

déterminé comme suit, voir l'équation (7). Le 

nombre de Nusselt est calculé suivant l'équation 

Johnson-Rubesin [7]. 
 

𝑅2 =
1

𝛼𝑤∗𝐴 
  [𝐾/𝑊]                                               (6)  

 

𝛼𝑤 =
𝑁𝑢𝜆𝑤

𝑧
  [𝑊/𝑚²𝐾]                                        (7)  

 

𝑁𝑢 = 0.0296 𝑅𝑒
0.8𝑃𝑟

0.6                                       (8) 
 

𝑅𝑒 =
𝑈𝑤𝑧

𝜐
                                                                (9)  

 

𝑃𝑟 =
𝜐

𝑎
                                                                    (10)  

 

𝑎 =
𝜆𝑤

𝜌𝑤∗𝑐𝑤
  [𝑊/𝑚²𝐾]                                        (11)  

 

Le quatrième terme de l'équation (1) est le 

rayonnement net longueur d'onde entre le ciel et 

le film d'eau et le cinquième terme est la chaleur 

latente de l'évaporation. La surface externe du 

bâtiment est refroidie par  le flux de chaleur latent en 

fonction de la différence de pression de vapeur du 

mélange de vapeur d'eau dans la air et la pression de 

vapeur d'eau à la surface, la taille de la zone de 

contact et le coefficient de transfert de masse et non 

pas par un flux de chaleur sensible. 

Convection Rayonnement 

(ondes courtes) 

 

 

Conduction 

Conduction 
Convection 

Convection Rayonnement 

(ondes longues) 

 

 

Evaporation  
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Pour déterminer l'humidité absolue de l'air ambiant 

(Xa) et de l'humidité absolue de la pellicule d'eau sur 

la surface du bâtiment (Xs, e) la pression de vapeur 

des mélanges sont nécessaire. Le calcul de la pression 

de vapeur saturante est selon Künzel. Il convient de 

noter que les températures T dans la formule (12) 

sont en degrés Celsius.  
 

𝑃𝑠𝑎𝑡 = 611 ∗ 𝑒(
17.08∗𝑇

234.18+𝑇
)     [𝑃𝑎]                          (12) 

 

𝑃𝑣 = 𝑅𝐻 ∗ 𝑃𝑠𝑎𝑡       [𝑃𝑎]                                        (13) 

 

𝑥 = 𝑓 ∗
𝑃𝑣

𝑃𝑇−𝑃𝑣
= 𝑓 ∗

(𝑅𝑉∗𝑃𝑠𝑎𝑡)

𝑃𝑇−(𝑅𝑉∗𝑃𝑠𝑎𝑡)
     [

𝑘𝑔

𝑘𝑔
]   𝑤𝑖𝑡ℎ 𝑓 = 0.622      

                    (14) 

 

L'humidité absolue de l'air ambiant et l'humidité 

absolue des surfaces de l'immeuble peuvent être 

déterminés selon la formule (14). 
 

𝑥𝑎 = 0.622 ∗
(𝑅𝑉∗𝑃𝑠𝑎𝑡@𝑇𝑎)

𝑃𝑇−(𝑅𝑉∗𝑃𝑠𝑎𝑡@𝑇𝑎)
     [

𝑘𝑔

𝑘𝑔
]                         (14𝑎) 

 

𝑥𝑠,𝑒 = 0.622 ∗
(𝑅𝑉∗𝑃𝑠𝑎𝑡@𝑇𝑠,𝑒)

𝑃𝑇−(𝑅𝑉∗𝑃𝑠𝑎𝑡@𝑇𝑠,𝑒)
     [

𝑘𝑔

𝑘𝑔
]      

                    (14𝑏) 

 

Le flux de chaleur entrant dans l'enceinte du bâtiment 

peut être déterminé par la formule (15). Dans le cas 

du refroidissement, le flux de chaleur sera négatif dû 

au fait que la température de surface interne est 

inférieure à la température de l'air intérieur. 

 

𝑞̇ =
𝑇𝑠,𝑖−𝑇𝑖 

𝑅4
   [𝑊]                         (15) 

 

Le flux de chaleur entrant dans l'enceinte du bâtiment 

par le revêtement de verre n’est pas seulement par 

conduction, mais surtout par le rayonnement solaire à 

travers la feuille de verre semi-transparent. Un 

mécanisme lié à l'absorption du verre, contribue à la 

charge thermique en dessous. En effet, le 

rayonnement solaire absorbé par la feuille de verre 

est ensuite libéré à la fois par rayonnement et par 

convection thermique à l'environnement, tant à 

l'intérieur qu'à l'extérieur. (Voir figure 3) 

 

 
 

Figure 3 

Rayonnement solaire sur un système de vitrage 

semi-transparent 

 

 

 

 

 

 

 

Le rayonnement solaire à la fois diffuse et directe est 

généralement limitée à 0,25 <λ <3 

gamme de longueurs d'onde pm. Pour chaque 

longueur d'onde, la somme des fractions de la 

somme d’énergie réfléchie, transmise et absorbée 

par le verre est égale à un. C’est l’une des lois 

fondamentales de la conservation de l'énergie: α (λ) 

+ ρ (λ) + τ (λ) = 1. 

Le coefficient d'absorption (α) est divisé en deux 

fractions, l'une pour la vitre extérieure (α1) et l'autre 

pour le panneau de verre intérieur (α2). Le 

rayonnement solaire qui entre directement dans 

l'espace sous-jacent est définie comme la 

combinaison des transmittances τ1 et τ2. 
 

𝜏 = 𝜏1𝜏2 𝐴 𝑅𝑠       [𝑊]                          (16) 

 

Les résistances au transfert de chaleur entre les 

plaques de verre dans la cavité sont données par les 

résistances RR et Rc pour respectivement 

rayonnement et par convection. Ces résistances 

individuelles sont remplacées par une résistance 

totale de la cavité, appelé Rcav (R4). Le coefficient de 

transmission thermique totale (valeur U) pour le 

double vitrage (sans film d'eau) peut être calculé 

comme suit: 
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𝑈𝑔𝑙 = (2 (
𝑑𝑔𝑙

𝜆𝑔𝑙
) + 𝑅𝑖 + 𝑅𝑐𝑎𝑣 + 𝑅𝑒)

−1

      [𝑊/𝑚²𝐾]      

                    (17) 
Dans le cas d'un film d'eau sur le double vitrage, la 

résistance Re externe sera remplacée par des 

résistances de transfert de chaleur de l'air extérieur 

(R1) et le film d'eau (R2). Dans la figure 4, le réseau 

thermique du film mince d'eau sur double vitrage est 

montré. 
 

 
 

Figure 4 

 Réseau thermique du film d'eau sur double vitrage  

 
 

Les équations différentielles pour ce réseau thermique 

peuvent être écrites comme suit : 

 

𝐶1
𝑑𝑇𝑤

𝑑𝑡
=

𝑇𝑎−𝑇𝑤

𝑅1
−

𝑇𝑤−𝑇𝑠,𝑒

𝑅2
− 𝐴 ∗ 𝜀𝜎(𝑇𝑤

4 − 𝑇𝑠𝑘𝑦
4 ) − 𝐴 ∗

𝑙
𝛼𝑐

𝑐𝑚
(𝑋𝑠,𝑒 − 𝑋𝑎)   [𝑊]      (18) 

 

𝐶2
𝑑𝑇𝑠,𝑒

𝑑𝑡
=

𝑇𝑤−𝑇𝑠,𝑒

𝑅2
+ 𝐴(𝛼1𝑅𝑠) −

𝑇𝑠,𝑒−𝑇𝑠,𝑖

𝑅3
   [𝑊]       (19)   

 

𝐶3
𝑑𝑇𝑠𝑖

𝑑𝑡
=

𝑇𝑠,𝑒−𝑇𝑠,𝑖

𝑅3
−

𝑇𝑠,𝑖−𝑇𝑖 

𝑅4
   [𝑊]     (20)  

 

𝐶4
𝑑𝑇𝑠,𝑖

𝑑𝑡
=

𝑇𝑠,𝑒2−𝑇𝑠,𝑖𝑥

𝑅4
+ 𝐴𝜏1(𝛼2𝑅𝑠) −

𝑇𝑠,𝑖𝑥−𝑇𝑠,𝑖

𝑅5
   [𝑊]    (21) 

 

𝐶5
𝑑𝑇𝑠𝑖

𝑑𝑡
=

𝑇𝑠,𝑖𝑥−𝑇𝑠,𝑖

𝑅5
−

𝑇𝑠,𝑖−𝑇𝑖 

𝑅6
   [𝑊]      (22) 

 

Le flux de chaleur entrant dans l'espace peut être 

déterminé par l'équation (23). 

 

𝑞̇ = (
𝑇𝑠,𝑖−𝑇𝑖 

𝑅6
+ 𝜏)   [𝑊]                       (23) 

 

 
Comme mentionné précédemment est le gain de 

chaleur solaire Coefficient (CGS) la fraction de 

éclairement incident (de rayonnement solaire incident 

sur le vitrage) qui pénètre dans le bâtiment et devient 

une chaleur dans l'espace. Il comprend à la fois la 

partie directement transmis (τ) et la partie absorbée 

et réémise du rayonnement solaire.  

Lorsque la valeur U du système de vitrage est 

connue, la résistance thermique combinée de la 

cavité pour à la fois le rayonnement et la convection 

peut être calculée comme suit: 
 

𝑅𝑐𝑎𝑣 = 𝑅4 = (
1

𝑈𝑔𝑙
− 2 (

𝑑𝑔𝑙

𝜆𝑔𝑙
) − 𝑅1 − 𝑅2 − 𝑅6)      [𝑊/

𝑚²𝐾]                          (24) 

 

HABITAT DE REFERENCE 
 

 
 

Figure 5 
Habitat de référence 

 

Ce grand espace vitré est conçu comme «espace de 

circulation»: une zone où les gens ne restent que 

pour de courtes périodes de temps. En pratique, cette 

oreillette est utilisée plus intensivement, car un 

grand nombre d'activités, comme des «Jeux-de-

boulles», sont organisées (voir figure5). Cela laisse 

le problème de lacunes inévitables en termes de 

climat intérieur.  
 
Par conséquent, la paroi extérieure orientée au sud 

(A) et le toit vitré (F) sont équipé d'un revêtement de 

TiO2. Le système de refroidissement est une 

application de la super hydrophile de ce revêtement 

de TiO2. Par conséquent, un film mince d'eau peut 

être formé en continu par aspersion d'eau sur la 

surface et l'évaporation de l'eau à travers la surface 

peut ainsi être réalisée. 

Les propriétés spécifiques du projet sont présentées 

dans le tableau 1. Les parois internes (B à D) 

seront modélisées comme des murs de température 

constants dus à des espaces adjacents climatisées. 

Pour la surface de la terre adjacente à la construction 



International Conference On Materials and Energy 

1008   Kaddour et al. 

de plancher une température constante de 10 ° C sera 

supposée. 

Tableau 1 

Propriétés de l'édifice de l'atrium de référence 

 

 
Paramètre  Composition Symb

ole  

Surface 

[m²] 

Orientatio

n  

Mur 

extérieur 

Béton (30%) 

Verre (70%) 

A 317.2 [90.0, 

30.0] 

Mur 

intérieur 

Béton léger B 

C 

D 

329.4 

317.2 

329.4 

[90.0, 

120.0] 

[90.0, 

210.0] 

[90.0, -

60.0] 

Etage  Béton (isolé) E 702 [0.0, 30.0] 

Toit  Béton (30%) 

Verre (70%) 

F 702 [0.0, 30.0] 

Autres  Calendrier 

d’utilisation 

Taux de 

ventilation  

Gains de 

chaleur interne  

8h -18 

h 

 

1[1/hr] 

1000 

[W] 

 

  

 

 

Au cours des simulations de l'écoulement d'air de 

ventilation à travers l'atrium et la chaleur interne 

gains seront maintenues constantes pendant les 

heures de fonctionnement de 8-18h. De ce fait l'effet 

de refroidissement par évaporation de l'eau est mieux 

prévisible et indépendant de ces variables. 
 

 

RESULTAS ET DISCUSSION 
 

Le modèle d’air et l’humidité d’air  est capable de 

simuler la température intérieure, l'humidité de l'air et 

la consommation d'énergie intérieure pour le 

chauffage et le refroidissement d'un bâtiment multi-

zone. Pour résoudre les équations 1 dimensions de 

transfert de chaleur, des données climatiques 

détaillées, en tant que en fonction du temps est 

nécessaire. La température ambiante (Ta), par 

l’humidité relative (Rhe), la vitesse du vent (w) et le 

rayonnement solaire à la fois diffus (Qsol-dif) et (Qsol-

dir) directe sont des paramètres d'entrée importants. 
 

L'azimut (0-360º) et l'inclinaison (0-90º) des 

différentes surfaces de construction seront 

entré dans le modèle. Après avoir défini les propriétés 

des différents matériaux de construction  

(épaisseur, la conductivité thermique, d'absorption 

solaire, la capacité, etc.) et le film d’eau  

(épaisseur, la vitesse de l'eau, etc.) les 

unidimensionnels équations de bilan de chaleur sont 

résolues pour toutes les surfaces de construction. Le 

transfert de chaleur à une dimension correspond aux 

formules (1-3) et (18 à 22) respectivement pour les 

pièces de construction et des systèmes de vitrage. 

Les flux de chaleur (formules 15 et 23) à travers la 

façade du bâtiment et le toit sont additionnés et 

serviront comme paramètre d'entrée pour l'ensemble 

du bâtiment dans le modèle de HAMBase. La 

température de l'air ambiant de sortie résultant du 

modèle de HAMBase est réinjecté à l'entrée des 1D 

équations de transfert de chaleur. Sur la base des 

flux thermiques avec ou sans évaporation de la 

capacité de refroidissement peut être calculée: 
 

𝑞𝑐𝑜𝑜𝑙𝑖𝑛𝑔 = 𝑞𝑖𝑛 − (𝑞𝑖𝑛)∗   [𝑊]                       (25) 

 

* : sans évaporation 

Tout d'abord un aperçu a été créé de paramètres 

d'entrée qui sont nécessaires pour spécifier un 

modèle de HAMBase dans l'environnement 

MATLAB. D'autre part, les paramètres d'entrée qui 

sont susceptibles d'avoir un impact sur l'effet de 

refroidissement de l'ensemble du système ont été 

sélectionnés et énumérés dans le Tableau 2. 

Tableau 2 

Vue d'ensemble des valeurs maximales et minimales 

des paramètres sélectionnés 

 
Paramètre Symbole Unité Valeur 

Conditions 

externes 
 Minimal Maximal 

Vitesse du 

vent 

w [m/s] 2 10 

Humidité 

relative 

RH [%] 40 90 

Film mince 

d’eau 

 Minimal Maximal 

Vitesse 

d’écoulement 

d’eau 

Uw [m/s] 0.1 0.5 

Epaisseur du 

film mince 

d’eau 

dw [m] 0.0001 0.001 

Couche de 

construction 

 Minimal Maximal 

Epaisseur de 

couche 

d [m] 0.05 0.30 

Facteur 

d’absorption  

α [-] 0.40 0.90 

Couche de 

verre 

  Minimal Maximal 

absorption 

solaire de la 

vitre 

extérieure 

αglass [-] 0.05 0.4 

Valeurs de U 

du verre 

Uglass [W/m²K] 1 4 
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Le système d'équations d'énergie (1) à (25) a été 

résolu pour la semaine d'été typique du 1 au 7 juin 

2014. Les températures des surfaces de toit (TS) à la 

fois pour la construction et le système de vitrage sont 

représentées sur les figures 6 et 7 respectivement. 

 

 
Figure 6 

Les températures de surface (avec ou sans 

évaporation) de la construction en fonction du temps 

 

 

 
 

Figure 7 

 Les températures de surface (avec ou sans 

évaporation) de l'enveloppe de verre (α = 0,35) en 

fonction du temps 
 

 
Sur la figure 7, les températures de surface du 

revêtement de verre (avec ou sans évaporation en 

surface) sont montrées pour un coefficient 

d'absorption solaire constante de α = 0,35. 

La capacité de refroidissement et les effets sur la 

température de l'air intérieur du système de 

refroidissement proposé sur le toit de TiO2-couché et 

façade sud sont présentés dans les  figures 8 et 9. 

 
 

Figure 8 

Capacité de refroidissement du système en fonction 

du temps 

 

 
 

 

Figure 9 

Températures de l'air intérieur en fonction du temps 

 

 
Les réductions de température simulées dans le 

grand espace vitré en raison de l’effet de 

l'évaporation du film mince d'eau sont entre 1K pour 

moins de jours ensoleillés et 3K pour les beaux jours 

 (pour U = 1.5W / m2K). Le nombre de jours 3, 

l'humidité relative est diminuée jusqu'à 45% et le 

rayonnement solaire est maximal. Pour cette raison 

de la différence de pression de vapeur du mélange de 

vapeur d'eau dans l'air et la pression de vapeur d'eau 

à la surface du bâtiment est maximale. Cela permet 

plus d'eau pour évaporer, ce qui entraîne une 

augmentation du flux de chaleur latente et une 

capacité de refroidissement plus élevée. Ainsi, le 

système fonctionne de refroidissement optimal sur la 

partie la plus chaude de la journée, lorsque le 

refroidissement est souhaitable. 

 
En prenant en compte l'énergie totale qui est 

nécessaire pour maintenir la température intérieure 

inférieure à 24 ° C, la réduction de la charge de 



International Conference On Materials and Energy 

1010   Kaddour et al. 

renforcement de refroidissement peut être 

déterminée. Les économies d'énergie d'environ 15% 

sont possibles pour le simulée grand verre couverte 

espace avec l'air conditionné. 

 

CONCLUSIONS 
Le refroidissement par évaporation est considéré 

comme un moyen approprié pour atténuer l'extrême 

environnement thermique des grands espaces vitrés. 

Utilisation de la conception méthodique méthode, les 

concepts issus comme matériaux poreux et TiO2- 

super-hydrophile pour les surfaces de bâtiments 

revêtus montrent le plus grand potentiel pour les 

grands espaces vitrés. 

Les variables qui affectent largement le processus 

d'évaporation de ces concepts: 

 
 -La Taille de la surface de contact; 

- Le coefficient de transfert de masse spécifique. 

 

Les résultats des simulations montrent que le taux 

d'évaporation dépend fortement de la extérieure la 

température de la toiture ou de façade surface. En 

raison du taux élevé d'absorption solaire du verre, le 

rayonnement solaire direct transmis dans l'espace 

vitré est réduite. Cet effet est opposé de ce qui se 

passe sur les murs et les toits opaques, où le faible 

rayonnement solaire absorbé est souhaitable de 

réduire le flux de chaleur par conduction vers 

l'enceinte. 

Les températures de surface externe de la toiture de 

verre sont réduites par 3-9K due à la libération de la 

chaleur latente de l'évaporation de l'eau. Les 

réductions de température simulées dans le grand 

espace vitré sont entre 1K et 3.5K pour les jours 

respectivement moins ensoleillées et ensoleillées. 

 

Enfin, on peut conclure que le renforcement de 

catalyseur revêtu super-hydrophile photo 

surfaces avec film mince d'eau sont en mesure de 

contribuer de manière significative à l'air intérieur 

la réduction de la température. Aussi, l'augmentation 

d'absorption du rayonnement solaire en verre  

(α = 0,3) est nécessaire, parce que l'efficacité du 

processus de refroidissement par évaporation est 

basée sur sa capacité à évacuer la chaleur absorbée à 

partir du toit ou de façade, avant son entrée dans 

l'espace situé derrière. 

MOTS-CLES: modèle de La chaleur  et de 

l'humidité d'air (HAM), Modélisation, 

refroidissement, températures des surfaces, 

ventilation 
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ABSTRACT 
In order To mitigate the adverse consequences of an earthquake, determining the vulnerability of buildings 

is imperative and crucial for saving human lives and buildings. 

So far,  a good review / assessment of the RISK-EU method appears , as opposite to the other methods 

(more than a dozen)  vulnerability assessment methods, to be by far the most suitable  and applicable to the 

Context and seismographic configuration of Algeria,  

This tentative case study will review and evaluate, in particular, the RISK-EU method for Arzew city with 

due consideration to the following parameters: 

-Geographical position: North West of Algeria 

-Classified in Zone II, average seismicity area, in accordance with the Algerian seismic Rule - RPA99 

version 2003-   

-She suffered several earthquakes, the most recent one happened last 21 Mars 2014 (Ms=4.3 ; equivalent to 

VI ≈ VII as per EMS 98), 

-The whole town is sitting on the rim between two tectonic plates and next to the Mediterranean Sea grand 

rifts 

This study is based on the results of a survey assessing the exposure of the Arzew city buildings with a 

cross check and comparison with results obtained through the use of another method, widely used in 

Algeria, named « CTC ». This latter method is based on the assessment of the extent of the damages. 

For clarity sake and better understanding of our results, we have included in this study a « seismic risk map 

» Such map has been developed using a « SIG method » (Geographical information system) 

This study contains proposals to enhance the protection of the Arzew city buildings and reduce the overall 

risk and exposure to the frequent seismic activity in the Mediterranean area. 

Keywords RISK EU; CTC; ARZEW; vulnerability; GIS 

INTRODUCTION 
Arzew city situated in Algeria’s North West, has 

been shaken by many earthquakes, the most 

recent one are those of March 21th 2014 (M=4.3) 

and February 2nd 2014 (M=2.9). Last ones listed 

were from July the 24th to august the 4th “25 

shakes”. The entire city is prone to earthquakes 

because of the collision between the two tectonic 

plates and existence of many breaks at the north 

of the city (Mediterranean Sea). 

Buildings are more exposed to earthquake’s 

danger than citizens, this influence directly on its 

longevity. It’s difficult to master this risk because 

of its amplification and lack of maintenance. In 

order to mitigate the harmful consequences of a 

possible earthquake, it’s imperative to 

determinate the vulnerability of buildings to 

preserve human lives, buildings and hydrocarbon 

complexes. 

There are two different methods to evaluate 

buildings vulnerability, these methods exist since 

the 70’s “GNDT, AFPS2005, ATC 13, Vulniralp 1 

and 2, RISK-EU”, these methods are not used in 

Algeria for many reasons (typological and no 

qualifications). The methods used  are 

derived from the Italian method GNDT, based on 

vulnerability index. 

Our presentation will be about practicing the 

European method “RISK-EU” and the CTC one 

“Control Technique Center – constructions 

diagnosis” for Arzew’s city, also about 

rapprochement between the two methods. 

To perform and display the impact of seismic 

vulnerability on Arzew’s city, a risk map has been 

created with a geographic information system 

(GIS) as a support to help taking decisions by 

elected assemblies administrators, civil 

protection, police and other public services taking 

care of citizen protection and welfare. 
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METHODS APPROACH (RISK-EU AND 

CTC) 
 

RISK-EU method 

 

Developed by University Gènes (UNIGE) from 

vulnerability model exposed in EMS 98 and 

guides GNDT (Gruppo Nazionale Difesadai 

Terremoti). 

It includes two levels: 

 Level 01: Based on vulnerability index 

evaluation, vulnerability and fragility curve 

for a certain type of buildings. 

 Level 02: Mechanic method based on 

dynamic modeling. 

Our study will be about the first level, depending 

on the building typology and the factors that can 

alter its behavior. 

Vulnerability index V1 varies from 0 to 1, the 

maximal value represents extreme vulnerability; 

it’s obtained by adding these 4 indexes: 

𝑉1
∗      : Based in typology. 

∆𝑉𝑚 : Factors aggravating vulnerability 

                    ∆𝑉𝑚 = ∑ 𝑉𝑚 . 

∆𝑉𝑟 : Expert judgment. (Value which takes into 

properties of specific typologies at a regional 

level). 

 ∆𝑉𝑓: Uncertainty of typology reading and 

vulnerability factors. 
 

𝑽𝟏 =  𝑽𝟏
∗ + ∆𝑽𝒎 + ∆𝑽𝒓 + ∆𝑽𝒇 

 

The method expressing vulnerability is obtained 

with the damages probability matrix (DPM), this 

is the result of statistical correlation between 

intensity EMS 98 and caused damages degree. 

Average damage estimation  𝑢𝑑 

   

𝝁𝒅 = 𝟐. 𝟓 𝒙 (𝟏 + 𝐭𝐚𝐧𝐡 ((
(𝑰 + 𝟔. 𝟐𝟓 𝑽𝟏 − 𝟏𝟑. 𝟏)

𝟐. 𝟑
))) 

 

CTC Method 

 

It’s a technical investigate record about 

construction diagnosis, a method used by 

Technical Control Center « CTC » which 

determines the habitability by ranking the 

following buildings on a five levels scale 

(1,2,3,4,5) corresponding to the colors (green 1, 

green 2, orange 1, orange 2 and finally red).   

Analysis sheet of the CTC method contains: 

 General identification in formations, use and 

number of levels. 

 Observation of soil problems, foundation and 

infrastructures. 

 Damage evaluations of structural and 

secondary elements. 

 Comments on probable causes of damages. 

 Global evaluation of the general level of 

damages. 

 Emergency measures recommendation. 

After these steps, the engineers rank the 

following buildings following the damages to 

assign. 

 

Table 1: classification of buildings following the 

damage (method CTC) 

Level Color 
Damages 

severity 
Description 

1 
Green 

1 

No 

damages 

Except furniture and 

broken windows 

2 
Green 

2 

Light 

weight 

damages 

Cracked interior 

partitions, ceilings, piping 

damages and isolated non 

structural damages 

3 
Orange 

1 

modest 

damages 

Important damages for 

non structural parts and 

small damages for 

structural ones 

4 
Orange 

2 

Important 

damages 

Very important non 

structural damages, and 

important structural 

damages. X cracks in the 

bracing sails, bursting 

nodes « P/P ». 

5 Red  

Very 

important 

damages 

Fallen buildings or to 

condemn 

 

CREATING A GEOGRAPHIC 

INFORMATION SYSTEM 
 

To achieve a geographic information system 

(SIG), a combination of data related to different 

buildings must be extracted from the database 

(already designed) destined for taking decisions 

for specific interventions. 

 

Database creation 

 

A mission field has allowed us to assess the 

actual condition of the buildings. 

Throughout our field research, field forms were 

indicated for each building. (According to both 

methods). 

The survey form has four main components of 

the two methods: 

• Description sheet of the book, 

• Environmental evaluation sheet,  
• Structural evaluation sheet. 

• Functional evaluation sheet. 

The main data collected are shown in Table 1. 
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Note that all the appraised buildings are 

reinforced concrete. 

 

Thematic analysis 

 

Thematic analysis is the principal step of a SIG. 

It translates the meaning of a representation. Our 

analysis will be done based on  𝑢𝑑 (RISK EU) 

and N (CTC). 

Table 2: Estimation of buildings proportions 

analyzed by districts. 

District 

studied 

Number 

of 

studied 

buildings 

Construction 

years 

Damage 

degree 

RISK –

EU 

Damage 

degree 

CTC 

chevrier 4 1956 -1980 D2 N2 

Ahmed 

ZABANA 
10 1988 D1@D2 

N2 @ 

N3 

Amir 

Abdelkader 

6 1982 D2 N3 

3 1988 D3  
N3 @ 
N4 

8 1988 D1 N2 

Tour ville  8 Before 1962 D0 N1 

Cité Ben 

Boulaid 
22 1978 

D1 @ 

D3 

N1 @ 

N4 

Cité 

Complexe 
6 1982 

D2 @ 

D3 
N3 

 

RESULTS ANS INTERPRÉTATIONS 
 

According to the analysis made on the basis of 

the CLC method, ≈ 50% of the analyzed 

buildings are green class 1 and 2. This shows a 

good seismic resistance. Furthermore, 40% of 

buildings are orange 1 (N3) and 13% orange 2 

(N4) 

This is explained by the influence of social 

settings (construction of a railway station with 

"Ben-Boulaid City "), lack of maintenance for the 

neighborhoods '' City Complexe '' and '' Amir 

Abdelkader city '', the apartments in these 

neighborhoods built in the 80's since they 

received no planning and are devoid of any 

maintenance system, even worse, they are rent 

rent. 

According to the EU RISK-method analysis, it 

shows that 45% of the analyzed buildings are D0 

and D1 it means they incur no risk. The classified 

buildings D2 represent 40% (Slight damage) and 

18% with moderate damage or D3. 

Table 3: Comparison of Arzew’s results in %  

 

RISK EU CTC 

D0 17% N1 17% 

D1 28% N2 30% 

D2 40% N3 40% 

D3 18% N4 13% 

D4 0% N5 0% 

D5 0%   

 

 

Figure 1: Thematic analysis of the methods RISK-

EU (Ben-Boulaid district) 

 

Figure 2: thematic analysis of the methods CTC 

(Ben-Boulaid district) 

If we compare the results of the two methods, 

there is an almost perfect similarity between the 

levels N1, N2 and N3 degrees compared to D0, 

D1 and D2, with the exception of a few buildings 

N4 and D3 where the basis of the similarity no 

longer applies. 

This difference may be justified by the accuracy 

of the damage estimation formula   comparing 

with the CTC method mainly based on visual 

observation. 

This difference in the two levels (N4 and D3), 

guided us to design a new method RISK-DZ, 

which takes into account the existing parameters 

in a method and not the other (vice-versa), all that 

to get similar and convincing results. 

 

PROPOSALS 

Due to the structural complexity of Arzew’s 

buildings, vulnerability estimation became 

difficult, to moderate this problem, works and 

discussions were done to promote the new 
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method (quick and easy) not yet experienced 

(ongoing research), a fusion of two RISK-EU 

CTC methods to generate the new method RISK-

DZ. 

We will use the same settings as the two proposed 

methods, with perfect adaptation, adjustments 

and removal of certain items. 

Example: hardening the vulnerability index (Bad 

maintenance, RPA code level (PS54, RPA81, 

RPA88, RPA99, and RPA2003 following year of 

construction) consideration of delimited 

constructions soil nature (soil morphology: 

sagging, flick, slip, uniform compaction) and the 

supporting and bracing elements, influence of 

adjacent buildings, sealing ... .etc. 

 

CONCLUSION 
 

This study has shown that the exposure of Arzew 

City to Seismic risk is not insignificant, because 

of its peculiarity. The testing of assessment 

methods about the vulnerability that are 

developed on the basis of a post-seismic 

examination informed us that intervention in 

advance will be more judicious. 

Despite the historical seismicity in Algeria, the 

seismic risk is always a detrimental frequent 

phenomenon, for a better assessment of the 

buildings, it was essential to create a new method 

(RISK-DZ) adapted to the Algerian context, that 

will allow us a more realistic and plausible 

estimate. 

The use of risk map (SIG) with the method, 

provides information on the attention to be given 

to buildings, is still a powerful support to 

managers, decision makers and local officials for 

a deeper insight on eventual rehabilitation. 

Also, it would be interesting to amend this 

method from now, by the assessment of some 

important buildings in order to estimate the cost 

of a probable rehabilitation and estimate the 

eventual human losses. All decisions taken by 

governments for any possible rehabilitation 

project, will allow the reduction of seismic risk in 

the city of Arzew 
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ABSTRACT  
The growing need for building material resources, and the requirements to preserve the environment, in a 

vision of sustainable development, has become necessary to study reinforcement techniques, using 

composite materials. Using local organic or inorganic materials in construction fields and public works is 

particularly important. Polymer-Mortar Composites (PMCs) are usually employed in the building industry 

as finishing materials, tile adhesive (mortar-adhesive) or façade coating. In repair applications, the addition 

of soluble polymer (latex) allows improving the adhesion properties of the materials used as coating. The 

use of mineral additives as partial substitutes for cement, in construction sites as well as in ready-to-use 

mortars, is an unknown practice in our country. For this reason, we thought it is crucial to study and assess 

the influence of these additions on the properties of cured composite. The mineral additives used in this 

study are silica fume and natural pozzolan, which necessarily need to be valorized.  

The present research work aims to use a specific experimental methodology that is able to identify the 

relationship between the degree of substitution by the mineral additives, the polymer and the modifications 

to the properties of fresh and hardened cement mixtures. Therefore, five PMC combinations were 

formulated from different percentages of additions, i.e. natural pozzolan (NP: 25%w), silica fume (Sf: 5%w) 

and polymer latex (P: 0, 5, 7.5, 10, 12.5 and 15%w). Their durability factors, such as the porosity accessible 

to water and capillary absorption rate (sorptivity), were characterized, at different maturities. The results 

obtained were compared with those of the reference mortars, made with Portland cement (CEMI). They 

showed that the decrease in porosity and sorptivity depends on the pair “mineral addition/polymer'. But 

overall, the addition of polymer latex and pozzolanic additions have a beneficial effect on the durability of 

the composite materials (PMCs). 

 

KEYWORDS 
Durability; Composite Materials PMC; Mineral/Polymer additions; Porosity; Sorptivity 

INTRODUCTION 
Mortars are certainly used to assemble materials, but 

also to equalize or confer a consistent finish to walls 

and floors as well. They can be used for insulation, 

repair and renovation. For decades, formulators of 

concrete have developed ever more effective mortars 

in order to meet the market requirements. For this 

reason, the building materials industry manufactures 

nowadays polymer-mortar composites (PMCs) [1]. 

The cement industry uses a lot of raw material, and 

this has a harmful effect on the environment. From 

there, several techniques have emerged and still 

continue to develop in order to partially replace 

cement by local mineral additions [2-5].  

This work presents an experimental study, 

performed in the laboratory, on composite materials 

(PMC) containing different concentration levels of 

polymers, and based on mineral additions, such as 

natural pozzolan and silica fume. This paper aims to 

find the optimal percentage of these additions as 

well as that of polymer latex, while investigating the 

impact of these additions on the physical 

characteristics of mortars, such as the porosity 

accessible to water and the evaluation of the rate of 

capillary absorption (sorptivity), at different 

maturities. The results obtained are compared with 

mailto:amre20022000@yahoo.fr
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those of unmodified mortars; they indicate that the 

reduction in sorptivity and porosity depends on the 

mineral additions and polymer used. Thus, adding the 

polymer latex and pozzolanic additions have a 

beneficial effect on the durability of modified 

composite materials. Moreover, promising outcomes 

have been revealed, and this requires particular 

attention which should open up new prospects for 

sustainable development in the future.  

 

MATERIALS USED 

 

Cement: The cement used in all tests is a CEM I 

32.5N cement, from the cement plant of Beni-Saf, 

which comes in 50 kg bags. It is characterized by a 

number of conventionally measured criteria, which 

conform to the Algerian standard NA 442. The Blaine 

specific surface area was measured at the plant, 

according to standard EN 196-6 [6]. This cement has 

a fineness equal to 3139 cm2/g and an absolute 

density of 3.09. The initial and final setting times of 

cement are 1h 50 min and 3 hours 25 minutes, 

respectively, according to standard EN 196-3 [7]. The 

chemical composition of cement and the 

mineralogical one of clinker are given in Tables 1 and 

2. 

 

Natural pozzolan (Pz): This is a natural volcanic 

pozzolan, extracted from the deposit of Bouhamidi in 

the region of Beni-Saf (North West of Algeria). The 

natural pozzolan used in all tests is in the form of  

powder, resulting from crushed pozzolanic slag, 

previously steamed for 24 hours at a temperature of 

50 °C, to remove moisture; they were then ground 

until the resulting powder can pass through a sieve 

with an 80-micron mesh [8]. The chemical 

composition of ground natural pozzolan is shown in 

Table 1. 

 

Silica fume (Sf): The silica fume used in our study 

is a Ferro-silicon type additive for concrete in 

aggressive environments, from TECKNACHEM 

Company (Sidi Bel-Abbes). Its chemical composition 

is given in Table 1. 

 

 

 

 

 

 

 

Table 1  

Elementary Chemical Composition of CEM I 32.5 

Cement 

 

Elements Cement Pz Sf 

SiO2 21.35 44.85 79.0 

Al2O3 4.59 16.32 - 

Fe2O3 5.52 9.49 - 

CaO 63.89 10.1 20.0 

MgO 1.37 4.2 - 

K2O 0.41 - - 

SO3 2.72 1.05 - 

L.O.I 2.47 4.1 - 

I.R 0.22 - - 

Cl - - - 

Na2O3 - 3.0 - 

 

Table 2  

Mineralogical composition of clinker 

 

C3S C2S C3A C4AF CaO libre 

47.15 25.69 2.84 16.78 2.32 

 

Polymer (P): The polymer used, known as 

TEKWELD from TECKNACHEM Company, is a 

synthetic resin (Latex) in the form of a high density 

aqueous solution, stable in an alkaline medium, and 

especially designed to be added to the mixing water 

of cement mortars or plaster. The main 

characteristics of the polymer used are summarized 

in Table 3. 

 

Table 3  

Characteristics of the polymer used 

 

Characteristics Shape Color Density pH 

Polymer Liquid 
White 

(Milk) 
1.050.01 6 

 

Sand: In this experimental study, the silica sand 

used was of fraction 0/5, and came from the quarry 

of Nedroma, 60km northwest of Tlemcen. Before 

use, a granular correction of this sand was 

conducted by sea sand in order to have a continuous 

granulometry, according to the granulometric 

analysis of standardized sand (Fig. 1). 
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Figure 1 

Particle size distributions of Sand 

 

EXPERIMENTAL CONDITIONS 

 
It was decided to produce composites based on 

mineral additives (PMC) with different polymer 

contents, i.e. P/C = 0.5, 7.5, 10, 12.5 & 15%, where P 

is the soluble polymer P and C the cement. The 

mineral additives used are silica fume and natural 

pozzolan which must necessarily be realized with 

percentages of 25% natural pozzolan and 5% silica 

fume. The mortar used in the present study, consists 

of the following proportions by mass: 1 cement and 3 

sand, with a constant water to cement ratio W/C = 

0.5, superplasticizer/cement = 1.3% and 

antifoam/polymer = 1% for all composites mortars 

(Table 4). 

 

Table 4 

Summary of experimental program 

 

CM: Control Mortar; Pz: pozzolan; Sf: Silica fume; P: Tekweld; 

SP: Superplasticizer; AM: antifoam. 

 

Mortars and/or composites were cast and compacted 

mechanically with a shock table (NF EN 196.1 [9]). 

The molds containing the specimens were covered 

with a plastic film and stored in the laboratory 

environment. After the cure period of one day in 

water saturated with lime, the specimens were 

removed and they were kept in an environment with 

a temperature of 20±2°C and a relative humidity of 

60 ± 5% up to 28 days and to 56 days. 

 

TEST METHODS 

 
The actual study consists in the characterization of 

the durability factors, such as the sorptivity and the 

porosity accessible to water, at different maturities, 

of unmodified mortars (control mortars) and 

polymer-mortar composites (PMCs). This is done 

for the sake of comparison only. 

 

The capillary absorption (sorptivity): The 

capillary absorption measures the rate of water 

absorption by capillary suctions of unsaturated 

mortar specimens, brought into contact with water 

without hydraulic pressure (Fig. 2). In this study, the 

test is performed according to the procedure AFPC- 

AFREM [10]. The increase in the mass of the 

specimen is then measured as a function of time at 

1, 4, 9, 16, 25, 36 and 49 minutes. The capillary 

absorption test is carried out after 28 and 56 days of 

curing of the specimens in order to examine the 

effect of the pozzolanic reaction, which is a slow 

reaction, and also to see the possibility of forming 

the latex polymer film. 

 
Figure 2 

 Measurement of composite sorptivity 

 

Porosity accessible to water: The porosity 

accessible to water measures the percentage of voids 

connected with the surface, within the mass of 

mortar. The test is performed according to standard 

NF EN 18-459 [11], also at 28 and 56 days of 

curing. 

Code 
C 

(%) 

SCMs 

(%) 
P 

(%) 
E/C 

SP 

(%) 

AM 

(%) 
Pz Sf 

CM 

(0,0,0) 
100 - - - 0.5 1.3 1 

Pz25Sf5P5 

(25,5,5) 
70 25 5 5 0.5 1.3 1 

Pz25Sf 5P7.5
 

(25,5,7.5) 
70 25 5 7.5 0.5 1.3 1 

Pz25Sf5P10
 

(25,5,10) 
70 25 5 10 0.5 1.3 1 

Pz25Sf5P12.5 

( 25,5,12.5) 
70 25 5 12.5 0.5 1.3 1 

Pz25Sf5P15
 

(25,5,15) 
70 25 5 15 0.5 1.3 1 
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RESULTS AND DISCUSSION 

 

Capillary absorption: Figure 3 presents the 

influence of polymer latex and mineral additives on 

capillary absorption of mortars, containing ternary 

cements, at the age of 28 and 56 days. 
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Figure 3 

Capillary absorption of polymer-mortar composites, 

at 28 and 56 days. 

 

Figure 3 exhibits the influence of polymer latex 

addition on the absorptivity of mortar specimens, 

containing (25% Pz / 5% Sf). The sorptivity 

coefficient decreases proportionally with the rate of 

polymer additions, at 28 days. A decrease in the 

absorption rate, of 40% at 28 days and 26% at 56 

days, relative to control mortar, is noted for the 

composite (Pz25 Sf5 P5). 

From these results, it can be stated that the pores in 

the hardened paste and the interfaces between 

hardened cement paste and aggregates are filled with 

these inorganic and organic additions. Therefore, the 

capillary pores are reduced compared to the 

unmodified mortar (CEMI). According to Ghrici et 

al. [12], the capillary pores are reduced by the 

formation of secondary C-S-H gel due to the 

pozzolanic reaction. In addition, Siad et al. [13] 

reported that the significantly lower sorptivity of the 

SCC mixtures with Pozzolan from a natural source in 

Algeria or fly ash may be attributed to their less 

porous interfacial zone, and also the refined pore 

structure of the paste matrix. 

The absorption is further reduced, at 56 days, due to 

the activation of the pozzolanic reaction of mineral 

additions, natural pozzolan and silica fume, over 

time (formation of 2nd generation C-S-H gel), with 

a moderate percentage (5% - 12.5%) of the polymer. 

When the mortar containing latex is mixed with 

water, cement hydration and the formation of a pure 

polymer occur simultaneously, which corresponds to 

the coalescence of polymer particles, while the 

cement matrix is losing water. A polymer-cement co-

matrix is also formed, hence giving a network where 

the two phases (cement and polymer) overlap and 

thus bind to aggregates [14]. 

 

Porosity accessible to water: Figure 4 presents 

the ratio of the total volume of open pores within the 

composites to their total apparent volume, at 28 and 

56 days. 
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Porosity accessible to water of polymer- mortar 

composites, at 28 and 56 days. 

 

It can be seen, on Figure 4, that polymer-mortar 

composites have lower porosity compared to the 

control mortar, especially for the composites 

(Pz25Sf5P5) and (Pz25Sf5P7.5) that generally show the 

lowest porosity accessible to water. The low 

porosity of these two composites, at 28 and 56 days, 

is certainly due to the combination of the two 

positive effects of mineral admixtures as well as the 

addition of the polymer latex. Therefore, a 2nd 

generation C-S-H gel is produced through the 

pozzolanic reaction and a polymer latex film is 

formed as well. 

 

CONCLUSIONS 
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This work aimed to investigate the influence of two 

mineral additions, i.e. natural pozzolan and silica 

fume, and the polymer latex of organic origin, on the 

physical characteristics of mortar composites. These 

characteristics are the capillary absorption (the 

sorptivity coefficient) and the porosity accessible to 

water of composites, at different maturities. The 

results obtained clearly showed that the polymer 

additions and mineral admixtures (25%NP+ 5%Sf) 

can contribute to the reduction of the capillary 

absorption and porosity of composites, as compared 

to the unmodified mortar (control mortar). The 

beneficial effect of adding natural pozzolan, silica 

fume and the polymer to the ternary cement, on the 

physical characteristics, is mainly due to the 

combination of two positive effects which are the 2nd 

generation C-S-H gel generated through pozzolanic 

reaction and also the formation of a cement-polymer 

co-matrix.  

One of the major advantages of polymer-based 

composite materials is the ability to valorize a large 

amount of natural pozzolan in order to enhance the 

sustainability of buildings in an aggressive 

environment [15]. 

 

ACKNOWLEDGMENTS 
We would like to express our gratitude for the 

financial support of the Algerian CNEPRU project 

CNEPRU E01820120116. We are also grateful to Mr 

M.T. Gouasmi and Mr O. Hasnaoui General Director 

of HASNAOUI Companies Group, The 

TEKNACHEM Algeria. 

 

REFERENCES 
1. Ohama, Y., 1995, Hand Book of Polymer-Modified 

Concrete and Mortars, Properties and Process 

Technology. Noyes Publications: USA, pp.236. 

2. Shannag, M.J., 2000, High strength concrete 

containing natural pozzolan and silica fume, Cem. 

Concr. Compos. 22, pp. 399-406. 

3. Turanli, L., Uzal, B. and Bektas, F., 2005, Effect of 

large amounts of natural pozzolan addition on 

properties of blended cements, Cem. Concr. Res. 

35, pp. 1106-1111. 

4. Latroch, N., Belbachir, B., Benosman, A.S., 

Bouhamou, N., Taïbi, H., and Mouli, M., 2015, In 

Proceedings of 2nd International Symposium on 

Materials and Sustainable Development 

CIMDD’2015, University M’hamed 

Bougara Boumerdes, Algeria, 9-10 November, pp. 

157-161, (ISBN: 978-9931-9090-6-2). 

5. Belbachir, B., Benosman, A.S., Taïbi, H., Mouli, 

M., Senhadji, Y. and Belbachir, M., 2016, 

Behavior of composite mortars based on SCMs in 

acidic media. J. Mater. Environ. Sci. 7 (2), 

pp .187-195.  

6. NF EN 196-6, 2012, in: Méthodes d'essai des 

ciments - Partie 6: détermination de la finesse, 

(CEN), AFNOR, Paris, France.  

7. NF EN 196-3, 2006, Méthodes d’essais des 

ciments – Partie 3: Détermination du temps de 

prise et de la stabilité, European Committee for 

Standardization, AFNOR, CEN.  

8. Ghrici, M., 2006, Etude des propriétés physico 

Mécaniques et de la durabilité des ciments à base 

de pouzzolane naturelle, Thèse de Doctorat 

d’état, USTMB d’Oran, Algérie. 

9. EN 196-1, 2005, Methods of testing cement - Part 

1: determination of strength. European 

Committee for Standardization, CEN.  

10. AFPC-AFREM, 1997, Méthodes recommandées 

pour la mesure des grandeurs associées à la 

durabilité, Compte rendu des Journées 

Techniques AFPC-AFREM «Durabilité des 

Bétons», 11-12 décembre, Toulouse, France, pp. 

283. 

11. Norme, NF EN 18-459, 2010 : Béton - Essai 

pour béton durci - Essai de porosité et de masse 

volumique. 

12. Ghrici, M., Kenai, S. and Said-Mansour, M., 

2007, Mechanical properties and durability of 

mortar and concrete containing natural pozzolana 

and limestone blended cements. Cem. Concr. 

Compos. 29, pp. 542-549.  

13. Siad, H., Mesbah, H.A., Mouli, M., Escadeillas, 

G. and Khelafi, H., 2014, Influence of Mineral 

Admixtures on the Permeation Properties of Self-

Compacting Concrete at Different Ages. Arab. J. 

Sci. Eng. 39, pp. 3641-3649. 

14. Ohama, Y., 1998, Polymer based admixtures. 

Cem. Concr. Compos. 20, pp. 189-212. 

15. Benosman, A.S., Latroch, N., Belbachir, B., 

Taibi, H., Ayed, K. and Mouli, M., 2015, 

Matériaux Composites Mortier-Polymère à 

Bases des Additions Minérales : Durabilité dans 

un Environnement à Tendance Acide. Rencontres 

Universitaires de Génie Civil AUGC’15, 27-29 

May, Bayonne, France. <hal-01167753>. 

https://hal.archives-ouvertes.fr/hal-01167753


International Conference On Materials and Energy – ICOME 16 

Bajja et al;, 1021 

EXPERIMENTAL AND COMPUTER MODELING STUDY OF THE DIFFUSIVITY IN 

CEMENT-SILICA FUME BASED MATERIALS  

Z. Bajja1, 2,*, W. Dridi1, A. Darquennes2, R. Bennacer2 

1 CEA, DEN, DPC, SECR, Laboratoire d’Etude du Comportement des Bétons et des Argiles, F-91191 Gif-

sur-Yvette, France 
2 LMT-Cachan/ENS-Cachan/CNRS/Université Paris Saclay, 61, Avenue du Président Wilson, 94235 

Cachan, France 

 
*Corresponding author:   phone: +33 65 207 0343 Email:  bajjazineb@gmail.com  

 

 

ABSTRACT 
Concrete durability continues to be a subject of considerable interest since the use of cementitious materials in 

the construction of several structures. In particular, cement based materials are largely used in the nuclear 

industry for the building of nuclear power plants and the infrastructures dedicated to the storage of the 

radioactive waste. Concrete durability is mainly explained by the resistance of concrete to the penetration of 

aggressive agents principally by diffusion. The latter is closely related to the mineral composition and the 

porosity of the material. Therefore, the knowledge of the relationship between microstructure and transport 

properties is a point of major importance. This work proposes a combination of computer models able to 

estimate the diffusion coefficients of SFC pastes and mortars, from a single investigation of the microstructure 

by nitrogen adsorption. The approach used consists firstly in manufacturing SFC mortars by varying sand 

volume fraction from 30 to 65% while silica fume replacement and water to binder ratio were respectively set 

at 10% and 0.4.  Nitrogen adsorption tests were then performed and collected data on C-S-H nature are 

introduced into a SFC pastes hydration model. The latter provides the mineral composition which is an input 

parameter in the multilayer transport model that estimates the effective diffusion coefficient (De) of cement 

pastes. For mortars, a 3D biphasic model (sand and cement matrix) was used to compute the (De) of mortars at 

different inclusion volume fractions. The numerical results were approved by comparison to experimental data 

obtained from tritiated water (HTO) diffusion tests performed on manufactured mortars.  

Keywords: Modeling; Diffusion; cement paste; Mortars; Silica fume; Microstructure

INTRODUCTION 
Cementitious materials are omnipresent in civil and 

infrastructure constructions, from small components 

to huge buildings. Besides their classical use in 

construction, these materials are also envisaged for 

use both as encapsulation of radioactive waste and as 

engineered barriers for disposal of radioactive waste. 

In particular, silica fume cement based materials are 

mainly used in surface repositories for low-level and 

intermediate-level waste management. For these 

applications, the effective diffusion coefficient (De) 

is a key parameter for characterizing the resistance of 

such materials to the penetration of aggressive ions 

or radionuclides release [1] [2]. Tritium is one of the 

radionuclides often encountered in the nuclear 

industry, especially under the form of tritiated water 

(HTO) [3] and [4]. It is also the tracer chosen to 

assess the confinement ability of matrices for nuclear 

waste storage [5] [6]. 

HTO Diffusion coefficients are determined in steady 

state by means of through-out diffusion cells. 

However, these tests are usually very long and 

require several months to many years especially for 

concretes.   

The objective of this paper is to estimate the 

effective diffusion coefficients of silica fume 

cement pastes, mortars and concrete using numerical 

models.  

 

MODELING APPROACH  
 

To estimate the diffusion coefficient of mortars and 

concretes, several steps must be followed. Indeed, 

the modeling approach is a combination of three 

different models summarized in Figure 1. Each 

model has input and output parameters.  

mailto:bajjazineb@gmail.com
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Figure 1  

Calculation steps to estimate the diffusivity of 

mortars and concretes. 

 

Hydration model: hydration model used for SFC 

pastes is the Tennis and Jennings model [7], in which 

the addition of silica fume (SF) was considered. The 

basic model which assumes stoichiometric reactions 

for the hydration of the four dominant compounds in 

Portland cement, C3S, C2S, C3A, and C4AF, has 

been modified taking into account the pozzolanic 

reaction of SF given by the following equation:   

S + 1.1CH + 2.8H + C-S-H (P)                    (1) 

 

With S, CH, H and C-S-H (P) represent respectively 

silica (SiO2), portlandite (Ca(OH)2), water (H2O) 

and pozzolanic C-S-H. This latter type of C-S-H is 

added to the two other types of C-S-H existing in a 

Portland cement matrix: the C-S-H (HD) for High 

Density and C-S-H (LD) for Low Density.  The C-S-

H (LD) has a low dry density of 1440 kg/m3[7] 

unlike the C-S-H (HD) and C-S-H (P) have two close 

dried density of respectively 1750 [7] and 1805 

kg/m3 [8] and then probably a quite similar 

nanostructure. Hereafter, we choose not to make any 

distinction between C-S-H (HD) and C-S-H (P), and 

assume that they have comparable nanostructure, 

intrinsic porosity and an identical intrinsic diffusion 

coefficient. The assembly of these C-S-H will be 

called C-S-H (HD&P). Concerning hydration 

degrees, the reaction rates chosen for the Portland 

cement components are approximations based on 

Avrami equations [7], while the pozzolanic reaction 

degree was calculated based on Jander’s equation [9].   

To estimate the mineral compositions of SFC pastes, 

this model requires as input data: the mass 

composition of the Portland cement used, the SF 

content, the water to binder ratio w/b and finally Mr, 

the ratio of the mass of C-S-H (LD) to the total mass 

of C-S-H, used to calibrate the model. This ratio is 

determined by assuming that the C-S-H (LD) is the 

only component of the microstructure that 

contributes appreciably to the surface area as 

measured by nitrogen. It is defined as [7]: 

tLD

DN

r
MS

MS
M 2

      (2) 

 

Where SN2 is the specific surface area of the 

dried paste (determined from nitrogen sorption 

isotherms), MD is the mass of dried paste, SLD is the 

surface area per gram of D-dried C-S-H LD, and Mt 

is the total mass of C-S-H.  

The model outputs an estimation of the phases’ 

volume fractions ie. C-S-H (LD), C-S-H(HD), C-S-

H(P), capillary porosity, anhydrous products and 

other hydrates (AFm, AFt and CH).  

 

Multilayers transport model: This model is 

inspired by those developed by Bejaoui & Bary in 

[10], and Dridi in [11]. It is based on the concept 

that in cement pastes, the phases which contribute to 

the diffusive transport of dissolved species in pore 

water are the capillary porosity and the C-S-H 

(because of their intrinsic porosities) [l0]. It is 

proposed here to distinguish the two types of C-S-H: 

C-S-H (LD) and C-S-H (HD&P). Three diffusive 

phases have thus to be considered to apply the 

composite model to SFC pastes: capillary porosity, 

LD and HD&P C-S-H. The self-diffusion coefficient 

(for a given diffusing species) of capillary porosity 

is higher than the one of C–S–H phases, and 

because of their higher porosity, the self-diffusion 

coefficient of C–S–H (LD) is supposed to be greater 

than the one of C–S–H (HD&P). The cement paste 

is represented by an assemblage of multilayers 

spheres and its diffusion coefficient is calculated by 

homogenization. Three configurations can be 

represented depending on which diffusive phase or 

mixed components are percolating in the system 

(see [10]). The percolation threshold of the diffusive 

phases is set at 15%.  

To summarize, by providing as input data, the 

phases' volume fractions as well as the values of 

self-diffusion coefficients of each specie (Dcp for 

capillary porosity, DLD and DHD+P respectively for 

LD and HD&P C-S-H), the model estimates the 

equivalent diffusivity of the whole system (SFC 

paste). 

3D model for mortars: This model is a 

computation chain composed of several steps. Its 

objective is to calculate the equivalent diffusivity of 

mortars and concretes. The first step is to generate a 

representative geometry of a mortar or a concrete 

using a numerical platform called SALOMÉ [19]. In 
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fact, mortar or concrete is considered as a 

cementitious matrix in which are embedded 

inclusions of aggregates surrounded by an ITZ layer 

(Interface Transition Zone). For materials with SF 

addition, The ITZ is non-existent or negligible [13, 

14]. The mortar’s volume contains then, in the 

context of this study, only two phases (sand and 

cement matrix). The number and size of grain sand 

are determined from the sand size distribution (the 

sand used here is a standardized sand CEN EN 196-1 

0.08 /2 mm) and the sand volume fraction in each 

mortar. Inclusion rates can be varied from 0 to 65%, 

the maximum level reached by the model. Figure 2 

shows an example of a representative volume for 

SFC mortar (a scale of 1500 μm3). 

 
 

Figure 2 

 Volume of SFC mortar with 50% inclusions rate 

(Standardized sand size distribution) 

 

The created volume of mortar is then meshed and 

finite element simulations with mixed boundary 

conditions -applying a temperature gradient- were 

performed on the 3D structures of mortar. The 

resolution of this problem provides an estimation of 

the equivalent diffusion coefficient of mortars and 

concrete, starting from the value of the diffusion 

coefficient of the cement matrix. The siliceous sand 

is considered as non-diffusive. 

 

EXPERIMENTAL TESTS  

In this work, four SFC mortars were manufactured by 

varying sand volume fraction from 30 to 65% while 

silica fume replacement and water to binder ratio 

were respectively set at 10% and 0.4. Raw materials 

used were: ordinary Portland cement  (European 

grade CEM I 52, 5 N CE PM-ES-CP2 NF) , siliceous 

standardized sand (EN 196-9) with a particle size 

distribution ranging from 0.08 to 2mm labeled SN, 

water and slurried silica-fume (SF). 24h after their 

manufacture, the mortars were demolded and 

immersed in a saturated lime solution for 6-month 

period at 20±1°C. Then samples were sectioned from 

the center to produce 6 mm thick discs. One disc 

was used for diffusion tests and the other for 

nitrogen adsorption test necessary to determine Mr, 

the ratio of the mass of C-S-H (LD) to the total mass 

of C-S-H, previously defined by Eq. 2. Samples 

were tested by the through-out diffusion method 

[15; 16]. It consists on putting a sample disc 

between two compartments. The downstream 

compartment is filled with an alkaline solution 

(NaOH = 0.1 mol/L; KOH = 0.1 mol/L; CaO = 2 

mmol/L) in order to prevent cement pore solution 

from leaching. The same alkaline solution doped 

with radioactive tritium water (HTO) was 

incorporated in the upstream compartment. The 

concentration of tritiated water in the downstream 

compartment was followed over time until the 

steady state has been reached. By adjusting 

experimental and analytical curves based on the 

resolution of fick’s laws, the effective diffusion 

coefficient De can be obtained.  

 

RESULTS AND DISCUSSION 

The four mortars manufactured were crushed and 

sieved to extract the powder corresponding to the 

SFC paste contained in mortars. This powder was 

tested by Nitrogen sorption apparatus (called also 

BET) in the dry and ignited state. The average value 

obtained for the ratio Mr is 0.24±0.03.  In addition 

to the value of Mr, have been introduced into the 

hydration model, the chemical composition of 

cement, a water/binder ratio of 0.4 and a silica fume 

content of 10% by weight of cement. This model 

estimates the mineral compositions of the SFC paste 

contained in the tested mortars as shown in Table 1. 

  

Table 1: 

Estimation of phases’ volume fractions in the SFC 

paste contained in tested mortars 

Capillary porosity 11.03% 

C-S-H (LD) 14.73% 

C-S-H (HD&P) 42.43% 

Other hydrates (CH, 

Aft, Afm..) 

24.34% 

Anhydrous 7.46% 

Knowing the mineral composition and the intrinsic 

diffusivity of each phase, the multilayers 

homogenization model calculates the diffusion 

coefficient of the paste. For capillary porosity, the 

intrinsic diffusivity is described -as a first 

approximation- by that of the tritium in an aqueous 



17 – 20 May 2016, La Rochelle, France 

1024 Bajja et al., 

solution at 25°C (2.27 10-9 m2 /s) [17]. Hydrates such 

as CH, AFm or others, are considered as non-

diffusive and there intrinsic diffusivities almost zero. 

However at this stage, the diffusivity of C-S-H (LD) 

and (HD&P) remains unknown.  

These two unknowns’ factors can be determined by 

reverse analysis using experimental values of HTO 

diffusion coefficients and the mineral compositions 

of some cement pastes.  

A previous study [18] found experimental values of 

HTO diffusion coefficients of 1.44 10-12; 2.56 10-12 

and 5.36 10-12 m2/s, respectively for Portland cement 

pastes with a water/binder ratio of 0.3, 0.4 and 0.5.  

Here also, the mineral composition estimation of 

these pastes was given using the same hydration 

model and by varying the w/b ratio between 0.3; 0.4 

and 0.5, by filling out the chemical composition of 

Portland cement used (the same cement as that used 

for SFC mortars) [18] and finally by considering a Mr 

ratio for Portland cement based materials expressed 

as follows (Eq. 3) [7]: 

538.0347.1)/(017.3  cwM r                 (3) 

Where w/c is the water to cement ratio and α is the 

degree of hydration. 

Table 2 shows the volume percentages of each phase 

contained in Portland cement pastes (SF content of 

0%). 

 

Table 2:  

Estimation of phases’ volume fractions in Portland 

cement pastes tested in [18] 

w/c 0.3 0.4 0.5 

Capillary 

porosity 
7.08% 12.72% 19.21% 

C-S-H (LD) 11.95% 22.6% 34.84% 

C-S-H (HD&P) 37.39% 28.32% 14.60% 

Other hydrates 

(CH, Aft, Afm..) 
14.68% 14.49% 13.94% 

Anhydrous 
13.74% 6.36% 2.99% 

HTO intrinsic diffusivities of LD and HD C-S-H are 

adjusted on experimental diffusion coefficients and 

the mineral composition given by Table 2. Here we 

find intrinsic diffusivities of 3.6 10-12 and 6.510-13 

m2/s respectively for LD and HD C-S-H. Table 3 

compares experimental diffusion coefficients De with 

numerical De estimated by the multilayers 

homogenization model when LD and HD C-S-H 

were assigned their relative diffusivities.  

 

Table 3: 

Data for tritiated water diffusion in Portland cement 

pastes 

w/c 
Experimental De 

x10-12(m2/s) 

Model De x 

10-12(m2/s) 

0.3 1.44 1.25 

0.4 2.56 2.32 

0.5 5.36 5.15 

 

As can be seen in Table 3, a good agreement was 

observed between the experimental and computer 

model values for Portland cement paste (the error 

doesn’t exceed 15%). 

Coming back to SFC paste contained in mortars 

tested, and since the relative diffusivities of all 

phases are now known, it is possible to estimate a 

computer modeling diffusion coefficient of 6.90 10-

13 m2/s for the silica fume cement matrix contained 

in mortars with 10% SF. 

With 10% SF addition, the diffusion coefficient of 

SFC paste has been estimated at 6.90 10-13 m2/s, 

almost four times less than the effective diffusion 

coefficient obtained without SF addition of 2.56 10-

12m2/s. This gap seems in agreement with data 

available in literature [5].  

 

The final step of the calculation chain is to evaluate 

the diffusion coefficients of mortars with different 

sand volume fractions. Sand content was varied 

from 0 to 65%. The numerical De were compared to 

the effective diffusion coefficient obtained 

experimentally at steady-state of diffusion tests. 

Figure 3 shows the values obtained from computer 

modeling and through-out diffusion tests.  

 As can be seen in Figure 3, an excellent agreement 

is observed between the experimental and computer 

model values of HTO diffusion coefficients for SFC 

mortars with 10% SF addition. The maximum error 

obtained is around 15%.  

The modeling approach suggested in this work is 

therefore efficient to estimate diffusion coefficients 

of silica fume cement pastes, mortars and concretes 

from a simple characterization of the cementitious 

matrix microstructure by nitrogen sorption and 

using a succession of computation steps. 
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Figure 3 

Comparison of experimental and numerical diffusion 

coefficients. 

 

 

CONCLUSION  

A numerical model approved by experimental results 

is presented in this paper. It aims first to assess the 

volume fractions of dissolved chemical species 

diffusing in saturated SFC paste by introducing the 

water and silica fume content, the cement 

composition, and a ratio Mr obtained from a simple 

characterization using nitrogen sorption. Then, the 

model considers the system at the scale of the 

mineralogical assemblage. Its purpose is to estimate 

the equivalent diffusivity of the paste by accounting 

for the self-diffusion coefficients (for a given 

species) of the various components of the 

microstructure and the way in which the latter are 

arranged in the space. Finally, a three-dimensional 

modeling is applied to up-scale diffusive properties 

from the scale of cement paste and aggregates to the 

one of mortar and concretes. 
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ABSTRACT  
The present study deals with the seismic vulnerability of buried pipelines.  

First the vulnerability index of water supply network is assessed using the vulnerability index method “VI”. 

This method is a reliable tool allowing diagnosis and localized intervention to reduce losses of a water supply 

network after an earthquake. A Geographical Information System (GIS) is used also in this study. 

Then using seismic scenarios and vulnerability curves which describe the seismic behavior of the buried pipes 

the water network of Tipaza city is studied and the rates of damage of the network are calculated 

 

KEYWORDS 
 

 

 

NOMENCLATURE 
VI: vulnerability index 

GIS: Geographical Information system (GIS) 

N: number of pipe breaks and joint failure 

L: extended length of pipeline (km).  

Rfm (x) : damage rate (breaks/km) 

X: ground motion parameter such as PGA, PGV, or SI 

(spectral intensity) 

Rf(x): standard damage rate (breaks/km) as a function 

of ground motion parameter x 

C: correction factors 

PGV: Peak Ground Velocity 

MMI: Modified Mercaly Intensity  

 

INTRODUCTION  
 

In large cities, several thousand kilometer of water 

supply network spread over expanded urban areas. 

Because of the huge stock, the majority of these 

pipes are highly vulnerable to strong ground motions 

and large ground deformations. In major events, 

repair works of a number of pipe breaks and joint 

failures are time-consuming. From the point of view 

of seismic risk management, it is of great importance 

to evaluate seismic vulnerability of existing 

pipelines. 

Several methods of vulnerability assessment do 

exist. The first one was elaborated by the ATC 

(Applied Technology Council) in the ATC-25 report 

in 1991. It gives the damage risk (number of breaks 

per kilometer) under the form of damage probability 

matrices (DPM) in which the earthquake intensity is 

characterized by the Modified Mercaly Intensity 

(MMI). An addenda, the ATC-25-1[1] report, is 

dedicated to water supply. The FEMA (Federal 

Emergency Management Agency)[4] and the NIBS 

(National Institute of Building Sciences) financed a 

project to develop a tool for estimating the damage 

under earthquake hazard. The methodology was 

implemented in the software HAZUS[5] using a 

geographic information system (GIS). The European 

project RISK-UE[14] had the objective to propose a 

methodological manual, adapted to the European 

context, for the realization of seismic risk scenarios.  

 

The RADIUS (Risk Assessment Tools for Diagnosis 

of Urban Areas against Seismic Disaster)[13] 

method was initiated by the UN Secretariat and 

aimed to provide developing countries by an 

efficient tool to assess the vulnerability of their 

cities.  

Other vulnerability assessment methods were 

developed, all aims to reduce the seismic effect 



 

1028  Halfaya et. al 

17-18 May 2016, La Rochelle, France 

on pipelines. For instance, Ueno et al.[15] and 

Nojiima [12], introduce a vulnerability factor (V-

factor) for the evaluation of seismic vulnerability 

of lifeline network facilities. 
 

STATISTICAL MODEL FOR 

ESTIMATION OF PIPELINE DAMAGE 
 

The main elements that have an influence on the 

seismic vulnerability of buried pipelines[9][12] are: 

Ground Shaking, Landslides, Liquefaction, 

Settlement, Fault Crossings, Material pipe, Pipes 

diameters and Soil conditions. Based on this factors,  

statistical method is widely used for estimation of 

damage to pipes subjected to strong ground shaking 

and ground deformations.  

Typical method for estimating number of pipe breaks 

and joint failure is to multiply extended length of 

pipeline by damage rate representing the average 

number of pipe breaks and joint failure per unit 

length. 

N = L . Rfm (x)                               (1) 

Where N: number of pipe breaks and joint failure,  

L: extended length of pipeline (km), x: ground 

motion parameter such as PGA, PGV, or SI (spectral 

intensity), and Rfm (x) : damage rate (breaks/km).  

Damage rate Rfm (x) is given by the following 

equation: 

Rfm (x)   = Cd .Cp .Cg . R f  (x)                 (2) 

Where R f (x): is the standard damage rate 

(breaks/km) as a function of ground motion 

parameter x , Cd is the correction factor for pipe 

diameter, Cp : is the correction factor for pipe 

material/joint type, Cg : is the correction factor for 

ground and liquefaction. Standard damage R f (x) 

(breaks/km) is defined for a combination of a 

particular type of pipe material, joint, and pipe 

diameter on the basis of damage statistics from past 

earthquakes. 

 Although the framework of Eqns. (1) and (2) are 

common to various models of statistical estimation 

methods, different models have different sets of 

correction factors and standard damage rate function. 

 

VULNERABILITY INDEX OF PIPELINES 
 

A simple method termed “Vulnerability Index (VI) 

method” to quantify relative vulnerability of buried 

pipeline is proposed (Table 1). As equation (3) 

shows, the VI is evaluated by considering number of 

parameters influencing the behavior of the pipe with 

weighting factor derived from past Algerian 

earthquakes (Ain Temouchent 1999 and Zemouri 

2003), note that some correction factors may be 

unreliable due to statistical insufficiency: 

VI   = Cm .Cd .Cp .Cf .Cs .Cg .Ci .Cl                          (3) 

 

Cm: is the correction factor for pipe material 

Cd:  is the correction factor for pipe diameter  

Cf:  is the correction factor for fault crossings  

Cs: is the correction factor for settlement and 

landslide  

Cg: is the correction factor for ground type  

Ci: is the correction factor for the seismic intensity  

Cl: is the correction factor for liquefaction  

 

Table 1 

Weighting factors 

 

Parameter Category Weighting   

Factor 

Materials Ductile cast iron 0.30 

Cast iron  1.00 

PVC  1.00 

Steel  0.30 

Galvanized steel 1.75 

Asbestos cement 2.50 

PEHD  0.10 

Diameter φ  < 75  1.6 

(mm) 75 <  φ  <150  1.0 

 150 < φ <250  0.9 

 250 <  φ  <450  0.7 

 450 < φ <1000  0.5 

 φ > 1000  0.4 

Fault 

Crossing 

No Intersection 1.0 

 One Intersection 2.0 

 Several Intersections 2.4 

Settlement/ 

Landslide 

No risk 1.0 

 Average risk 2.0 

 Important risk 2.4 

Ground Type Deposit Soil : 

Alluvium: very soft 

4.7 

 Deposit Soil : 

Diluvium: soft 

2.9 

 Weathered Rock: 

Medium 

2.0 

 Moderate Weathered 

Rock: Medium 

1.0 

 Slightly / No 

Weathered Rock: 

Stiff / Hard 

0.5 

Liquefaction 0≤PL<5 1.0 

 5≤PL<15 2.0 
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 15≤PL 2.4 

Ground 

Shaking 

MMI<8 1.0 

 8≤MMI<9 2.1 

 9≤MMI<10 2.4 

 10≤MMI<11 3.0 

 11≤MMI 3.5 

In this method, the pipe diameters are those 

commonly used in Algeria. The fault crossings pipe is 

considered with no crossings, one crossing and more 

than one crossing. Settlement and/or landslide are 

considered also through a geological conclusion (if 

there is no risk, an average risk or an important risk) 

on the soil movement. The ground conditions are 

considered with respect to the soil type. The seismic 

intensity is considered using the MMI scale. Finally 

the liquefaction is considered through the calculation 

of a potential of liquefaction (PL) (In this work, the 

method of Iwasaki is used). Based on previous study,  

Halfaya and al, and on past Algerian earthquakes 

(Ain Temouchent 1999 and Zemouri 2003) a 

classification for pipeline according the VI is 

proposed in Table 2. 

Table 2 

Pipe Classification 

 

Range VI Evaluation    Colour   

0 < VI < 5 Low vulnerability Green 

5 ≤ VI < 12 Medium vulnerability Orange 

12 ≤ VI High vulnerability Red 

 

In this classification when the vulnerability index 

ranges between zero and five the vulnerability of the 

pipe is low and the green color is associated. When it 

is more than twelve it means a critical situation and 

the pipe is vulnerable so the red color is associated. 

Then for intermediate situation (VI ranges between 

five and twelve) the orange color is associated. These 

values are for Algerian case; despite the fact they 

need more statistical data to be checked, they will be 

used here. 

 

VULNERABILITY CURVES 
Isoyama et al.[16]  proposed the following equation 

to assess the number of damages per kilometer in 

water pipeline. 

Rm(v) = Cp .  Cd  . Cg  . Cl .  R(v)                         (4) 

 

With v the PGV (peak ground velocity) and R(v) 

expressed by Isoyama et al. after Kobe earthquake as: 

R(v) = 2.24x10-3(v-20)1.51                            (5) 

 

In this work an expression to assess vulnerability 

curves for Algerian case is proposed in equation 6. 

Rm(v) = VI’  .  R(v)                  (6) 

 

With VI’ = VI/ Ci in order to do not consider the 

seismic effect twice.  

 

APPLICATION 

 

Study area: 
The area under study is Tipaza which is an 

agglomeration located west Algiers (Algeria). The 

growth of the population of the city is represented 

on Table 3. 

 

Table 3 

Evolution of the population of 1998 to 2026 

 

 Population (inhabitant) 

Years 1998 2004 2011 2026 

Population 21915 25080 31210 43690 

 

Tipaza is an area prone to seismicity. It is classified 

zone 3 according to the seismic code in use (RPA, 

1999, version 2003). 

 

 
Figure 1 

Seismic fault of Chenoua (in red) and Tipaza water 

supply network (in black) 

 

The fault of Chenoua (figure 1) is loceted at 3.8 Km 

to the North-West of the city, it does not cut the 

network in any point. The soil is considered as a 

Rock.   

 

Water supply network: 
The water system network of Tipaza is represented 

by its diameters, from diameter 40mm to diameter 

400mm. The total length of the network is 

approximately 19 km. Table 4 shows the length of 

the network according to materials and diameters. 
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Table 4 

Length according material and diameter 
Diame

-ter 

(mm) 

Abesto

s 

Cemen

t (m) 

 

Cast 

Iron 

(m)  

 

PVC 

(m) 

Galvan

ezed 

Steel(m

) 

PEHD 

(m) 

Steel 

(m)  

Total 

(m) 

40  92  327   419 

50    138   138 

63   1032  138  1170 

80    76   76 

90     424  424 

100  1429     1429 

125 188      188 

150      466 466 

200 615 2643     3258 

250 445 1294     1739 

300 675      675 

400 8349      8349 

Total 

(m) 

10271 5459 1032 541 562 466 18331 

 

Vulnerability index:  
A program was developed to give the classification of 

the different section pipe of Tipaza network. The 

result of the present study is given in Table 5. A 

representation of this result on a GIS (Geographic 

Information System) is given in figure 2. 

 

Table 5 

Pipes classification  

 

Range Length (m) Percentage   % Color 

[0-5] 2322.3 12.67% Green 

[5-12] 14343.4 78.24% Orange 

[12 >] 1665.5 9.09% Red 

 

 
Figure 2 

Tipaza pipe classification represented on a GIS 
 

As it can be seen, the majority of the network is 

vulnerable, more than 80% of the network is 

classified orange and red, which means in case of a 

strong earthquake, the population will be thirsty, 

inducing health problems.  Table 6 shows that pipes 

with galvanized steel have strong vulnerability while 

PEHD pipes have low vulnerability.  

Table 6 

Classification of pipes according materials 

 
Materia

ls 

(ml) 

Abestos 

cement 

% 

Cast 

iron  

% 

 PVC 

 

%  

Galvan

ized 

steel  

PEH

D  

% 

Steel 

 

%  

Green 0 3 0 0 100 100 

Orange 35 97 100 0 0 0 

Red 65 0 0 100 0 0 

 

Vulnerability curves: 
 

Vulnerability curves according different materials 

are developed and given here after. 

 

 
Figure 3 

Cast iron and PVC vulnerability curves. 

 

Figure 4  

Abestos cement Vulnerability curves  

0 – 5 

    5 – 12 

     12   > 
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Figure 5 

Galvanized steel vulnerability curves 

 
Figure 6 

PEHD vulnerability curves 

 

Figure 7 

Steel vulnerability curves 

 

The vulnerability curves show that small diameter 

pipelines suffer more important damages than large 

diameter pipes, they are more vulnerable than great 

ones.   

Pipelines with lower Cp coefficient have better 

seismic behavior than those with a high Cp 

coefficient. This is due to material ductility which 

allows important displacements without any breaks 

or failures. As it can be seen, the best material is 

PEHD and the worst is Abestos ciment. 

 

LOSS ASSESSMENT 

 
The main hypothesis is that pipes classified orange 

must be repaired and those classified red must be 

replaced so in the lost assessment study, these two 

categories will be considered. Table 7 gives the 

length of pipes classified orange and red according 

the material. 

 

Table 7 

Length of buried pipes to repair and replace 

Materia 

ls 

Abestos 

cement 

(ml) 

Cast 

iron 

(ml) 

 PVC 

 

(ml)  

Galvanized 

steel 

(ml) 

Orange 3595  5295  1032  0 

Red 6676  0 0 541  

 

The estimate of the cost of repair and replacement 

of the pipes of this network after an earthquake is 

given in the table 8: 

 

Table 8 

Cost of repair and replacement 

Works  Length (ml) Cost/ml/ DA 

Repair 9922 7000 

Replacement 

steel pipe 

    6676 

      541 

30000  

60000 

  

In Table 9 the cost assessment for the Tipaza water 

supply network is given. As it can be seen, the total 

cost is more than 2.5 Million euro which is very huge. 

 

Table 9 

Cost assessment 

 

CONCLUSION 
 

Vulnerability assessment for the water supply 

network of Tipaza under seismic motion was treated 

through the use of a vulnerability index method. 

This one allows the diagnosis of the different 

section pipe according a proposed classification. 

Based on this index, vulnerability curves were 

Works Cost in DA Cost in Euro 

Repair 69 454 000  578 783   

Replacement   232 740 000   1 939 500   

 TOTAL COST  302 194 000  2 518 283  
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derived. These ones allow performing seismic 

scenarios in order to establish priority setting. Coast 

assessment for the water network of Tipaza city was 

derived also. It highlights the vulnerability of the 

network since this coast is huge. The priority setting 

was also derived in order to help decision maker city. 
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ABSTRACT  

Transport of chloride in unsaturated concrete media is largely controlled by various phenomena occurring    

during the kinetics of the penetration of the ions chlorides within this media. This article studies the influence 

of the hydric rate of cementitious material on the penetration of chlorides. This transfer test was performed 

which insures an optimal contact of the material with a chloride solution without perturbing the hydric state of 

the material during these tests and by taking into account the fixation of chlorides on the matrix materiel. The 

results showed the important effect of the rate of saturation on the chlorides transfer and fixation.

NOMENCLATURE: 

WS: water saturation 

Mh: mass at natural water contents 

Md: mass after oven dry (at 65 °C) 

Ms: mass in water saturation  

W: water 

C: cement 

CB: bound chloride 

CF: Free chloride 

A,B: constants 

 

INTRODUCTION 
Reinforced concrete structures in seaboard are 

exposed to aggressive environments, chloride transfer 

within concrete is often responsible on corrosion of 

structural steel [1]. This parameter, was frequently 

studied in saturated cementitious media in this case 

the movement of chloride ions occur by diffusion 

under a concentration gradient, but in reality the 

construction is not always saturated; e.g. of a 

structure subjected   de-icing agent or a construction 

in marine  

environment which can have various rate of 

saturation (tidal zone), inside this media the transport 

of chlorides arises by other mechanisms. Few 

experimental approaches are used in this purpose. [2] 

Use an innovative method which consists to insure a 

limited rate of chloride in the form of gas on the 

surface of the sample the chloride of hydrogen HCl 

gaz obtained by the combustion of the PVC. [3] 

Studied the effect of drying and moistening on the 

transfer of chlorides in a concrete partially saturated 

by means of a device which feigns the cycles of 

drying / moistening automatically. [4] test samples 

already immersing in a salt solution after that 

conditioned in 65 and 85 % humidity a duration of 2 

hours follow-up by a drying to take back the same 

initial conditions. In the works [5,6] to avoid 

perturbing the state of saturation, the sample is 

submitted to chlorides under a solid state. All the 

experimental approaches used in the works quoted 

previously showed the strong dependence between 

the state of saturation of the material and the transfer 

of chlorides in spite of the difficulty controlling the 

hydric state of the material during the test.   

In this present work, we proceeded to the study of 

the effect of the hydric state on the transfer of 

chlorides within a disk of the ordinary concrete 

(W/C=0. 5) conditioned in various hydric states. The 

evolution of the concentration of chlorides within 

the material was presented by chlorides 

concentration profiles. 

 

MATERIALS AND METHODS 

 

Materials 

A CEMII 42.5 cement is used, and calcareous sand 

0/4 fraction. Three fractions of calcareous gravel are 

used 3/8, 8/16 and 16/20. 

 

Concrete mixtures 

The composition of concrete and the mechanical 

characteristics obtained cylindrical specimens 

(22*11) cm are presented in the table 1. The 

specimens were exposed 24 hours in the ambient air 

then they are immersed in the water during 3 months 

mailto:hayet.cha@hotmail.com
http://www.steelconstruction.info/Corrosion_of_structural_steel
http://www.steelconstruction.info/Corrosion_of_structural_steel
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in an ambient temperature to assure a complete 

hydration of cement. 

 

Table 1 

Concrete mixtures and properties 

 

Concrete mixtures (Kg/m3) 

Gravel     16-20 mm 533 

Gravel     8-16 mm 432 

Gravel     3-8 mm 144 

Sand 660 

Cement 350 

Water 175 

W/C 0.5 

Concrete properties 

28 Day water porosity (%) 11.3 

90 Day water porosity (%) 10.90 

28 Day compressive strength   (MPa) 39.14 

90 Day compressive strength  (MPa) 44 

 

A disk of 5 cm height is sliced in the middle of the 

specimen, this thickness often used as coatings 

applied Reinforced concrete structures in marine 

environment. Two layers of epoxy resin covered the 

surface sample for to assure a unidirectional transfer. 

In this present study, the hydric rate of the material is 

defined by four degrees of saturation 30, 45, 70 and 

90 %. 

The degree of water saturations for concrete sample 

was measured by weighing representative samples 

with their naturel water contents Mh, after water 

saturation ( AFCR AFREM modify) Ms and after 

oven drying at 65° C, Md. 

 

WS (%) =
𝑀ℎ−𝑀𝑑

𝑀𝑠−𝑀𝑑
 𝑥 10       (1) 

 

Chloride test Transfer 

The transfer of chlorides is assured by the 

optimal contact of the base of the sample with 

the salt solution 30 g/l concentration of NaCl. 

This contact is assured by glass supports. The 

samples are placed in a closed desiccator. The 

renewal of the solution is regularly made to 

assure a constant concentration must in all the 

duration of the experiment. 

 

Dosage of ions chlorides 
The content of chloride for all samples is determined 

after 15 days of exposure, the specimen tank to be 

ground every 3 mm thick layers by means of grinding 

instrument, which allows us to get back a very fine 

powder from the centre of the sample. The collected 

powder spends by a step of extraction of chlorides 

by the nitric acid diluted with 20 % for the total 

chlorides and without acid for the free chlorides. 

After a step of filtration, the content of chloride is 

determined by potentiometric titration [7]. 

 

Chloride sorption isotherms 
Chlorides in the concrete are in two forms: fixed 

physically or chemically in the cementitious matrix 

and freed in the interstitial solution of the concrete, 

the free are is responsible on corrosion of structural 

steel. The sorption isotherm can be obtained by 

several experimental methods. In this work, we 

proceeded to measure of the sorption isotherms by 

profiles method. 

 

RESULT AND DISCUSSION 

 
The figures 01-04 illustrates the evolution of the 

content in chlorides total, free and fixed according to 

the depth of penetration for an exposure time of 15 

days and for various degrees of saturation. The first 

remark which can we do that in spite of the short 

duration of the experiment de the porous network is 

important. We also note that for a degree of 45 % 

saturation the content in chloride is important and 

that the increase of degree of saturation from 45 % 

to 90 %   increase of the content in chlorines and 

also the decrease 45 % to 30 % causes a decrease of 

the content in chloride consequently. 

The figure 05 shows the diagram of the evolution of 

the content in total chlorides, on one hand we 

noticed that all the depths present a peak of 

concentration of the chlorides which corresponds to 

the degree of saturation 45 %. On the other hand, we 

notice that the depth of penetration of chlorides is 

important in samples its degree of low saturation. 
 

Seen the importance of the fixation of chlorides on 

the transfer, we presented the total, free and fixed 

chlorides.  The fixation of chlorides is more 

important for higher degrees of saturation (90 and 70 

%). 

 

The results obtained shows that in concrete who 

present high degree of saturation the penetration rate 

of chlorides is lesser comparing it with the other 

materials which present an important gaseous phase. 

For that purpose, we can say that transfer of 

chlorides occur by other mechanisms in the porous 

media in parallel with the diffusion of chlorides. The 

convection under the gradient of the capillary 

http://www.steelconstruction.info/Corrosion_of_structural_steel
http://www.steelconstruction.info/Corrosion_of_structural_steel
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pressure [8] and also the transfer of the humidity [9] 

quoted by [10]. The peak, which presents the graph, 

is generally defined in the literature by percolation 

threshold [1] where the porous media becomes not 

interconnected and the transfer becomes unimportant 

in case with water saturation is low than the 

saturation threshold, but always there is a possibility 

of the transfer by the effect of the transfer of the 

humidity [6]. 

In the media not saturated the speed of convective 

flow bothers the fixation of chlorides consequently 

the chloride migrates preferentially towards the 

biggest pore [11]. 

The figure 06 shows the experimentally derived 

isotherm corresponding to test with WS of 70 %, 

were plotted and fitted to the Langmuir isotherm: 

 

𝐶𝐵 = 𝐴
𝐵𝐶𝐹

1+𝐵𝐶𝐹
  

 

Data fitting to this equation yielded the constants 

A=125.87 et B=0.0061 with a R2=0.96. 

Langmuir isotherm was found at low free 

chloride concentrations  

 

CONCLUSIONS 
In the unsaturated media, the transport of the ions and 

the hydric transfer interact, the flow of the water 

accelerates widely the transport of the ions because 

the convective transport governed by the gradient of 

pressure of the liquid is much faster than the diffusive 

transport of in the gradient of the concentration. 

Nevertheless, the transfer of chlorides also requires 

high one degree of saturation of a threshold of 

saturation to formulate continuous paths allow the 

chlorides to migrate within the porous middle. 

The penetration of chlorides is the result of the 

transport of chlorides and its fixation, the binding of 

chlorides depends several parameters bound to the 

composition and the microstructure of the material 

cementitious but not only, it also depends the 

saturation of the material. 

 

KEYWORDS: Diffusion, Transport, Convection, 

Chloride, Humidity and Degree of saturation. 
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Figure 1 

Experimental total, free and bound chloride profiles 

WS=90% (15 days) 
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Figure 2 

 Experimental total, free and bound chloride profiles 

WS=70 % (15 days) 
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Figure 3 

Experimental total, free and bound chloride profiles 

WS=45% (15 days) 
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Figure 4 

Experimental total, free and bound chloride profiles 

WS=30% (15 days) 
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Figure 5 

Total chloride profile measured at 15 days 
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Figure 6 
 Isotherm derived from experimental data of WS 

70% line shows the fitted Langmuir isotherm 
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ABSTRACT  
The rehabilitation of damaged buildings is a domain which remains a challenge after each earthquake. From 

there, several studies have been launched in this domain in order to develop solutions that can prolong the 

durability, improve the seismic resistance of constructions and reduce the cost of their maintenance. The 

objective of this work is to achieve a rehabilitation study of an administrative building built in a low seismicity 

zone according to the old Algerian earthquake rules (RPA83). Moreover, after the earthquake of Boumerdes in 

2003, modifications have been made to this regulation, and this zone was changed into a high seismicity zone. 

However, after diagnosis and various investigations, it is always hard to make a radical choice about the 

preferred method of rehabilitation, and to facilitate the approval of such method to future designers, a 

comparative study of the rehabilitation of an old building in seismic zone in Algeria will be performed by 

proposing two models of bracing members, knowing that the first model concerns the strengthening by adding 

new reinforced concrete shear walls and the second is about the integration of new steel braced frames. Finally, 

we will highlight the performance of the proposed solutions for the strengthening by nonlinear static analysis 

of push-over type. The results obtained in terms of capacity curve and performance point showed a large 

performance of the structure by the two proposed reinforcing models. 

KEYWORDS 
 

Rehabilitation, Vulnerability, Strengthening, Shear wall, Braced frame, Pushover analysis. 

 

NOMENCLATURE 
V: Shear force. 

: Top displacement. 

Sa : Spectral acceleration. 

Sd : Spectral displacement. 

RC: Reinforced concrete. 

INTRODUCTION  
Many existing buildings in Algeria, built according to 

the old codes, do not possess the necessary seismic 

resistance, and can seriously compromise occupant 

safety during a moderate seismic event. These 

buildings are characterized by the following 

nonconforming works: little shear resistance 

columns, inadequate recovery bars for longitudinal 

reinforcement, structural systems of strong beams 

and weak columns and little shear resistance in beam-

column junctions. Losses due to earthquakes are 

usually significant, but they can become gravest due 

to ignorance or the lack in the application of an 

efficient and integrated rehabilitation. In fact, 

precipitated or incorrect conception as well as poor 

execution of the repair works can lead to greater 

damages and even to loss of human life in case 

future quakes [1]. Numerous studies have been 

conducted on the rehabilitation of vulnerable 

structures. Hassaballah and al. [2] conducted a 

strengthening of weak columns of an existing 

hospital in Sudan by inserting reinforced concrete 

shear walls and the proposed solution has 

completely solved the problem and all columns were 

secured, And, this same technique was adopted by 

Davidovici [3, 4] on the rehabilitation of existing 

hospitals and schools reinforced concrete. On the 

other hand, several configurations of bracing 

systems may be installed within the bays of a 

reinforced concrete frame aiming to provide a 

mailto:djh-im@hotmail.fr
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significant increase of the horizontal capacity of the 

structure, as have demonstrated Farmisano and al. 

[5,6], who have validated this reinforcement 

technique on an existing structure in Italy. In Algeria, 

several practical studies have been conducted on the 

rehabilitation of structures after El Asnam earthquake 

in 1980 and Boumerdes earthquake in 2003.  We 

mention KASSOUL and al. [7] who conducted a 

study on the performance and strengthening of a 

construction of seven floors with resisting frame 

systems designed according to the old Algerian 

earthquake rules, whose shear wall system proposed 

for strengthening of the structure has largely 

improved its performance. Moreover, despite the 

existence of recommendations [8] and a technical 

guide of repair or strengthening methods for 

structures [9], there is a lack of regulatory support for 

the study of rehabilitation. The purpose of this study 

concerns the rehabilitation of an administrative 

building dimensioned according to the version of 

Algerian earthquake rules RPA81/v1983, which the 

bracing system is provided by the resisting frame 

systems, in a transitory period where the seismic 

code has not known its true application in low 

seismicity zones. Currently, this zone was changed to 

a high seismicity zone (zone IIb) in the present 

version of the Algerian earthquake rules 

(RPA99/v2003) [10]. First, a summary of the 

rehabilitation method of Eurocode 8-3 [11] is 

presented. Then two rehabilitation models are 

proposed for reinforcement. Finally, the paper 

highlights the performance of the proposed solutions 

for the reinforcement using the capacity spectrum 

method (CSM) applied according to the ATC40 code, 

which is a non-linear static analysis. 

2. METHOD OF REHABILITATION 

ACCORDING TO THE EUROCODE 8-3 
 

2.1 Information for structural assessment: 
According to the steps described by Eurocode 8-3 

[10], the first step governing the structural 

rehabilitation begins with the collection of the 

general and historical information of the building, 

especially the required input data to begin the 

rehabilitation methodology. 

2.1.1 General and Historcal Information: In order 

to assess the earthquake resistance of existing 

structures, the input data shall be collected from a 

variety of sources, including: 

- Specific available documentation to the building in 

question,  

- Relevant sources of generic data (e.g. 

contemporary codes and standards),  

- Field investigations and, in most cases, in-situ 

and/or laboratory measurements and tests, as 

described in the following steps. 

It should be checked between the data collected 

from different sources to minimize uncertainties. 

2.1.2 Required Input data: The minimum input 

data required for the evaluation of the structure 

according to Eurocode 8-3 [10] are summarized as 

follows: 

a. Classification and identification of the structural 

system and its compliance with the regularity 

criteria in EC8-1 [11].  

b. Identification of the type of building foundations. 

c. Identification of the ground conditions as 

categorized in EC8-1 [11]. 

d. Information about the overall dimensions and 

cross-sectional properties of the building 

elements and the mechanical properties and 

condition of constituent materials. 

e. Information about identifiable material defects 

and inadequate detailing. 

f. Information on the seismic design criteria used 

for the initial design, including the value of the 

force reduction factor (q). 

g. Description of the present and/or the planned use 

of the building (with identification of its 

importance category, as described in EC8-1) 

[11]. 

h. Re-assessment of imposed actions on the 

building, considering its use. 

i. Information about the type and extent of previous 

and present structural damage, if any, including 

earlier repair measures. 

The different types of analysis and different values 

of the confidence coefficients must be adopted 

according to the volume and quality of the gathered 

information. 

2.2 Definition and identification of 

knowledge levels: The type of allowable analysis 

and the appropriate confidence factor values, 

according to EC8-3 [10] is based on three  

knowledge levels, namely limited knowledge (KL1), 

normal (KL2) and full (KL3). The factors 

determining the appropriate knowledge level are: 

the geometry of the structural system and non-

structural elements, detailing of reinforcement in 

reinforced concrete and the mechanical properties of 
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the constituent materials. The identification of the 

knowledge level of these factors is necessary to 

examine the following aspects: 

i. Physical condition of reinforced concrete elements 

and presence of any degradation, due to 

carbonation, steel corrosion, etc. 

ii. Continuity of loads downhill between lateral 

resisting elements. 

 

2.3 Confidence factors: To determine the properties of 

existing materials used in the calculation of capacity, 

and when this one must be compared with demand 

for safety verification, the average values obtained 

from in-situ tests and the additional sources of 

information shall be divided by the coefficient of 

confidence, CF, given by the EC8-3 [10], which is 

the appropriate knowledge level that complies with 

the requirements. However, in order to compute the 

force capacity in terms of the ductile components, 

intended to be used in the safety checks, the mean 

value properties of existing materials shall be 

multiplied by the confidence factor CF for the 

appropriate knowledge level. 

2.4 Vulnerability assessment: Assessment is a 

quantitative procedure for checking whether an 

existing undamaged or damaged building will satisfy 

the required limit state appropriate to the seismic 

action under consideration, as specified in EC8-1 

[11]. 

3. DESCRIPTION OF THE BUILDING 
The existing building selected for reinforcement is an 

administrative structure of high importance of five 

floors braced by resisting frame systems with a 

concrete compression stress measured about fck =15 

MPa, and a yield strength of steel  fcy= 400 MPa. This 

building was built in 1984 in a low seismicity zone 

(zone I), according to Algerian earthquake rules 

(RPA81/v1983).  After the earthquake of Boumerdes 

in 2003, the zoning of the site has been changed to a 

high seismicity zone (zone IIb) according to Algerian 

earthquake rules (RPA99/v2003) [10]. The plan view 

of the building containing the different quotations is 

illustrated in Figure 1. The dimensions and quantity 

of reinforcement of beams and columns are shown in 

Table 1 and Figure 2.  

 

Table 1  

Dimensions of beams and columns. 

 

Elements 
Directions  

and stories 

Dimension 

(cm x cm) 

Columns 
Ground floor &1st floor 40x40 

2nd, 3rd & 4th floors 35x35 

Beams All levels 30x40 

 

 

 
Figure 1  

Scheme of the initial plan building 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

Figure 2 

 Detailing of structural elements. 

 

Accordingly, after vulnerability assessment of the 

Eurocode8-3 rehabilitation method [11] on one 

hand, and by the linear dynamic analysis using the 

Sap2000v15 software [14] on the other, the building 

showed a flagrant inadequacy in the period, the base 

seismic force and the relative inter-story drift, which 

Columns (35x35) cm² Columns (40x40) cm² 

At end Beams At mid-span Beams 
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requires the strengthening of the structure in order to 

increase its resistance. 

4. REHABILITATION OF THE BUILDING  
For durability and an increase of the resistance 

capacity and the ductility of the structure, by 

applying the diagnosis study according to Eurocode 

8-3 [11, 15], we propose a comparative study 

between two reinforcing models, which the 

disposition of bracing systems destined for 

rehabilitation is positioned on the spans illustrated in 

Figure 3, knowing that the first model consists on 

adding new reinforced concrete shear walls 

associated with existing columns by reinforced 

concrete jacketing method (Figure 4) and the second 

model is about the integration of new steel braced 

frames by double UPN type hot laminated (Figure 5), 

except that the configuration in elevation is taken X-

shaped installed within the bays of a reinforced 

concrete frame, this technique consists to integrate 

bracing on the outside of the building, in such a way 

to respect first the integrity of the interior and 

rational regularity in plan and elevation of the 

construction. It is also necessary to ensure a correct 

assembly with the existing elements in order to allow 

the efficient transmission (continuous) of horizontal 

forces of the existing structure to the new structure. 

 

 
Figure 3 

Final design of the reinforced building 

 

 
Figure 4 

 RC shear wall detailing. 

 
Figure 5 

Steel braced frames detailing 

 

5. PERFORMANCE OF 

STRENGTHENING OF THE STUDIED 

BUILDING  
The results obtained by Pushover analysis using 

SAP2000/v15 software [14], which are in the form 

of capacity curves with base shear force in function 

to the roof displacement, allow a comparison 

between the nonlinear behavior of the strengthening 

proposed solutions and the initial structure. 

5.1 Capacity curves: The comparison of capacity 

curves in Figure 6 clearly shows the importance of 

the adopted reinforcement, in terms of shear force at 

the base and roof displacement. From this figure, we 

observe that the capacity curve of the initial 

structure remains below the minimum value of the 

regulatory seismic resulting in the base (VRPA= 

3690,72 KN), determined by the equivalent static 

method required by the Algerian earthquake rules 

[10], meaning that the structure is vulnerable from 

earthquakes. Otherwise, the capacity curves of both 

reinforcing models greatly exceed this regulatory 

seismic resulting, which indicates that the two 

rehabilitation methods proposed provide good safety 

for similar lateral loads. The value of the ultimate 

base shear force of the original building, found by 

the nonlinear static method of V = 3354,17 KN 

increases at 7594,03 KN for the rehabilitated 

structure with a metallic braced frame, so twice 
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more, till it reaches a value of 10342,17 KN for the 

structure reinforcing by RC shear walls, so three 

times more than the force before strengthening. 

Concerning the roof displacement, from Figure 6, the 

capacity curve of the initial structure shows that the 

corresponding ultimate displacement reached values 

of 14, 42 cm which is decreased at 10, 87 cm for the 

structure reinforced by RC shear walls, until 9.36 cm 

for the structure with the metal braced frames, which 

represent a decrease of about 32% and 54% 

respectively. Consequently, it can be deduced that 

strengthening by adding reinforced concrete shear 

walls increases the capacity of shear strength three 

more than times. Furthermore, the rehabilitation by 

integrating metal braced frames provides a 

remarkable improvement in terms of deformation. 
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Figure 6 

 Capacity Curves (pushover) 

5.2 Fragility curves: The performance point 

allows the making of several considerations on the 

behavior of the structure to the earthquake from the 

integration of a regulatory response spectrum, 

corresponding to the current seismic zone (IIb), on 

the capacity curve of the structure. In our case, the 

crossing is practically at the limit of the elastic 

behavior of the initial structure and for both 

rehabilitation models, this performance point is 

located in the middle of the elastic domain as shown 

in Figure 7. From this Figure and Table 2, it is also 

clear that the reinforcement models adopted in this 

study improve the behavior of the structure, because 

for 3062,65KN of shear force for strengthening by 

shear walls, the roof displacement reaches 2.1 cm. 

However, for the force obtained of rehabilitation by 

metal braced frames which represents 85% of the 

latter, the roof displacement is of 1.8 cm which 

represents an improvement of 17% compared to the 

RC shear walls. Consequently, for a similar seismic 

spectrum (IIb zone), the reinforced structure by 

adding reinforced concrete shear walls and 

integrating steel braced frames, shows a 

significantly improved performance in terms of 

shear in the base and displacement at the roof 

respectively. 

Table 2  

Comparison of performance point coordinates of 

structures 

 
Initial 

Structure 

Strengthening 

structure by RC 

shear walls 

Strengthening 

structure by steel 

braced frames 

V (KN)  2171,41 3062,65 2596,12 

  (m) 0,072 0,021 0,018 
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Figure 7 

 Fragility curves and performance point. 



 

1044   DJAFAR HENNI  et KASSOUL 

17-18 May 2016, La Rochelle, France 

6. CONCLUSION  
The rehabilitation study adopted in this work, 

consists on evaluating comparative seismic 

vulnerability between two reinforcement models 

applied to a vulnerable structure, dimensioned 

according to the old Algerian earthquake rules, by the 

SAP2000/v15 software, knowing that the first model 

concerns the strengthening by adding new reinforced 

concrete shear walls and that the second is about the 

integration of new steel braced frames. The 

capability study of the building's performance by 

push-over analysis shows that: 

- The two rehabilitation models chosen in this 

study show a greatly improved performance in 

terms of shear force at the base and roof 

displacement. 

- The strengthening by adding reinforced concrete 

shear walls increases a shear capacity from a rate 

of 36% compared to the other model. 

- The rehabilitation by integration of steel braced 

frames ensures an improvement of 16% in terms 

of deformation compared to that obtained by the 

addition of shear walls. 
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ABSTRACT  
Low and mid-rise unreinforced masonry (URM) buildings are the most common structures types in Algerian 

historical urban nuclei. Past earthquake reconnaissance reports showed that such structures have high seismic 

vulnerability. In order to avoid heavy damages in URM structures, the seismic performance level should be 

quantitatively measured through risk assessment of such structures. Fragility functions are an effective tool for 

risk assessment of structural systems as it can be used for probabilistic estimation of seismic losses. Within this 

paper fragility curves are derived for Algerian URM buildings using a log-normal probability distribution and 

vulnerability curves obtained by performing the vulnerability index method. Seismic scenarios of different 

intensities (VII to X) were performed for the district of Belouizdad of Algiers. The obtained results were 

integrated into a Geographical Information System (GIS) tool and the damage distributions of URM buildings 

for the district are given.  

Key words: 

NOMENCLATURE 
   VI    =  vulnerability index 

   D     =  damage 

   Ln    = natural Logarithm 

   ki         =  weighting factor 

   Ci      = vulnerability classes 

   ln D  = log-normal mean 

   ln D  = standard deviation 

   standard normal cumulative distribution 

               function 

   sum 

   I        =  intensity 

    MDR  = mean damage ratio 

    MMI   = Mercalli Modified Intensity 

    CDF   = cumulative density function 

 

INTRODUCTION  
Several seismic events stroke many regions in 

Algeria causing heavy damages such as Ain-

Temouchent (1999) and Boumerdes (2003) 

earthquakes. Post-seismic investigations have shown 

extensive damages to unreinforced masonry 

structures (URM). Knowing that such structures are 

commonly found in Algerian urban nuclei, seismic 

risk assessments must be carried out on this 

population of buildings to identify the buildings most 

likely to undergo losses during an earthquake. The 

results of such studies are important in the 

mitigation of losses under future seismic events as 

they allow strengthening intervention and disaster 

management plans to be drawn up [1, 2, 3]. 

Vulnerability and fragility curves [4, 5] are derived 

to assess the damage distribution of all buildings 

with similar characteristics in relation to the event 

intensity. Then, seismic scenarios can be performed 

[6-18]. It means that, vulnerability curves are used 

to obtain synthetic results of the mean damage to 

buildings in a selected territory [19-24] and fragility 

curves are an effective tool for risk assessment of 

structural systems as it can be used for probabilistic 

estimation of seismic losses [25-30].  
Within this paper, fragility curves for Algerian low 

and mid-rise URM buildings are derived based on 

vulnerability functions developed in a previous 

study [24]. Seismic scenarios of different intensities 

(VII to X) are performed for masonry buildings of 

Belouizdad district. 

 

BASIC ASSUMPTIONS 
The vulnerability curves express the average 

damage rate which a stock of buildings belonging to 

various vulnerability classes with respect to various 

seismic intensities could undergo. These curves are 
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a function of the constructive system, of the site on 

which the city is built as well as certain numbers of 

local parameters. So each city has its own 

vulnerability curves. Algerian vulnerability curves 

for URM buildings were developed in [23, 24]. 

These curves were built based on the vulnerability 

index method and serve here as a basis to derive 

fragility curves. 

 

Vulnerability index method: The method consist 

in attributing a numerical value to each studied 

building, representing its "seismic quality". This 

number is called "Vulnerability Index (VI)", it is 

obtained by a sum of weighting value expressing the 

"seismic quality" of the structural and non-structural 

parameters which are deemed to play a significant 

role in the seismic response of the considered 

building. Twelve (12) parameters were identified. For 

each parameter, the numerical value may be ranged 

in four classes. Class C1 refers to situation 

considered conform to Algerian seismic code in use. 

C2 and C3 refer to situation considered conform to 

ancient Algerian code and C4 refers to unsafe 

configurations. The obtained values are given in 

Table 1. 

 

Table 1 

Weighting parameters values [23, 24] 

 

 

The weighting values are obtained by a statistical 

survey, based on Algerian past earthquake data.  The 

vulnerability index is expressed as: 





12

1i

ikVI                        (1) 

Vulnerability function: The methodology 

defined in [19] allows the translation of the 

buildings vulnerability functions from region to 

region by systematically considering the differences 

in buildings design codes. So, Algerian vulnerability 

functions of URM buildings were deduced from 

those obtained after Friuli (Italy) earthquake, an area 

which has same kind of masonry structures. These 

vulnerability curves are given on Figure 1 [23, 24]. 

They are function on the Mercally Modified 

Intensity (MMI) versus the Mean Damage Ratio 

(MDR) in percentage. These curves depend on the 

vulnerability index of the considered building. This 

vulnerability index (VI) is set varying from zero (no 

damage) to one (collapse). A step of 0.1 is taken in 

order to represent this vulnerability finely (Figure 1) 

[23, 24]. 

 

Figure 1 

Algerian vulnerability curves 

for URM buildings [24] 

 

To link the MDR given by the developed 

vulnerability curves to the damage level, the 

definitions given by Park and Ang  in [31 ] are used. 

These definitions are summarized in Table 2 and 

will be used to build fragility functions. 

 

FRAGILITY CURVES ASSESSMENT  
Fragility curves provide the probability of reaching 

or exceeding a given damage state as a function of 

the intensity of the natural event, and they are 

usually modelled by lognormal functions. A very 

important point is that fragility curves clearly take 

into account that not all buildings of the same type 

Parameter Coefficient ki 

C1 C2 C3 C4 

1. Total  shear 

resistance of walls 

0 0.05 0.12 0.21 

2.Plan regularity 0 0.01 0.04 0.07 

3.Elevation 

regularity 

0 0.01 0.04 0.07 

4.Walls connection 0 0.03 0.07 0.10 

5. Walls type 0 0.01 0.03 0.05 

6. Floor 0 0.01 0.03 0.05 

7. Roof 0 0.01 0.03 0.05 

8.Soil conditions 0 0.02 0.06 0.10 

9.Pounding effect 0 0.01 0.04 0.07 

10. Modifications 0 0.01 0.04 0.07 

11. Details 0 0.00 0.02 0.03 

12.General 

maintenance 

conditions 

0 0.03 0.08 0.13 

VI=0.1 

VI=1 
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will suffer the same level of damage for a given event 

intensity [22]. 

 

Table 2 

Limit states damages 

 

Damage 

categories 

 Damage Level 

Negligible   Non structural  =    0.01  – 0.1 

Minor   Light structural damage = 0.1  – 0.2 

Moderate   Moderate structural damage = 0.2 – 0.5 

Severe   Severe structural damage = 0.5  – 0.85 

Collapse   Collapse = 0.85 -1. 

 

Damage measure and performance levels: 
Defining a measure for quantifying the buildings 

seismic damage is the first important step of fragility 

analysis. In the case of URM buildings, three 

performance levels are defined in FEMA 356. In 

HAZUS [21] four limit states - Slight damage, 

moderate damage, extensive damage and collapse 

damage- are defined. In this study the limit states 

defined by Park and Ang. are adopted and the 

fragility curves are developed accordingly. Figure 2 

shows the mean damage ratio (MDR) distribution for 

URM structures for different earthquake intensity 

levels.  According to Park et al. [28], a log-normal 

distribution for the statistical description of the 

building response is a reasonable assumption. The 

log-normal mean (ln D) and the standard deviation 

(ln D), necessary to describe the log-normal 

distribution, can be estimated from the log-normal 

probability plot of the data points (Figure 2).  

 

Figure 2 

Log-normal fitting of fragility 

The log-normal mean and the standard deviation is 

estimated from the y-intercept and the slope of the 

fitted line respectively. The Log-normal parameters 

for description of fragility curves are given in Table 

3. 

Table 3 

Log-normal parameters 

 

MMI ln D ln D 

7  -2,444 1,886 

8 -1,537 1,335 

9 -1,062 1,182 

10 -0,764 0,881 

 

The variance of MMI 7 is higher than that of MMI 

10 for instance, as the slope of MMI 7 is steeper 

than that of MMI 10. 

The probability of exceedance different limit states 

damage (None Damage = 0.01, Light Damage = 0.1, 

Moderate Damage = 0.2, Sever Damage = 0.5, 

Collapse = 0.85) of the structure can then be 

calculated using the obtained log-normal 

parameters.  

 

Construction of fragility curves: The probability 

of exceedance corresponding to a given limit state is 

calculated according following equation: 

 










 


D

Dstate
state

D
IDDP

ln

lnlim
lim

)ln(
1)/(




     (2) 

           

where (.) denotes standard normal cumulative 

distribution function (CDF).  

For example, the log-normal mean and standard 

deviation of the mean damage ratio (MDR) 

corresponding to the seismic intensity MMI = 8 are -

1,537 and 1,335, respectively. 

The fragility curves of URM structures 

corresponding to different limit states can then be 

generated by plotting the seismic level in term of 

MMI intensity and the probability of exceeding limit 

state (Figure 3).  
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Figure 3 

Fitted fragility curves for Algerian  

URM masonry buildings 

 

Figure 3 shows, for instance, for an earthquake of 

intensity 10, the probability of exceeding a damage 

state “collapse” is 25%, it is 50% for the damage 

state “severe” and it is 100% for the state no damage. 

 

Discussion: It appears that, the probability of 

exceeding a given limit state increase with the 

seismic intensity. 

According to seismic code, the inelastic behavior of 

URM buildings starts at about MMI = 7 and several 

structural damage at about MMI = 10 [19]. So, the 

analysed buildings have more than 30% probability 

of exceeding the modarate damage state and arround 

18% probability of exceeding the severe damage 

state for MMI=7. 

For MMI=10, these buildings have more than 80% 

probability of exceeding the modarate damage state 

and more than 40% probability of exceeding the 

severe damage state. 

Even for low seismic intensity (between 7 and 8), the 

damage state "collapse", has a significante 

probability of exceedance (more than 10%).  

So, it can be derived, that Algerian URM structures 

have low seismic performance, this is due to the fact 

that most of the such structures are designed without 

consideration of seismic loadings. 

 

SEISMIC SCENARIOS 
Seismic scenarios of different intensities (VII to X) 

are performed for the district of Belouizdad of 

Algiers using fragility curves developed above. The 

obtained results for 645 buildings are integrated into 

a Geographical Information System (GIS) tool and 

the damage distributions of URM buildings for the 

district are given in Figure 4. 

 

 
 

 
 

 
 

 
 

Figure 4 

Seismic scenarios for intensities (VII to X)   

 

Regarding the seismic scenarios for intensity VII,  

57% of the buildings stocks present a light damage  

state with 0.47 probability of exceedance. Only 

9.4% of the buildings expected a moderate damage 

state. 33% of buildings have no damage with 0.87 
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probability of exceeding this damage state. For the 

seismic scenario of the intensity I = VIII, the 

probability of exceeding moderate damage state is 

0.52 with a rate of 72.62%. Moreover, rates of 

masonry buildings of 23.68% are expected to suffer a 

light damage with 0.72 probability of exceedance. 

Only 1.7% of buildings stocks suffer a severe damage 

with 0.26 probability of exceedance. The results 

shows that for seismic scenario I = IX, the majority 

of masonry buildings (90.11%) expected a moderate 

damage state with the probability of exceedance of 

0.68. Only 9.89% suffer severe damage. Regarding 

the last seismic scenario of intensity X, the 

probability of exceeding severe damage state is 0.47 

representing 37.8% of the analyzed buildings. The 

probability of exceeding moderate damage state is of 

0.83 for 62.8% of URM masonry constructions of the 

Belouizdad district. Therefore, the obtained results 

correlate with the vulnerability of the URM buildings 

of the Belouizdad district of Algiers.  

 

CONCLUSIONS 
Fragility curves are derived for unreinforced low and 

mid-rise masonry buildings in Algeria based on 

vulnerability index method and developed 

vulnerability functions. Vulnerability curves are used 

to obtain a synthetic result of mean damage to 

buildings in a given region, however fragility curves 

may be used to assess the damage distribution of all 

buildings in the study area. Fragility curves give the 

probability of exceeding a damage limit state for a 

given seismic intensity. The obtained functions show 

the vulnerability of Algerian URM buildings to 

seismic action, this is due to several parameters such 

as the lack of mantenance, the intensive use of such 

buildings due to grow of population and the no 

compliance design with seismic code. These facts 

emphasize the importance of developing such 

functions for accurate seismic risk analysis to 

perform seismic plans mitigation. 
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ABSTRACT  
Bridges play an important role in transportation network. After an earthquake, bridges must remain functional. 

To reach this goal, vulnerability study must be conducted. 

The aim of this study is to develop a vulnerability index method for bridges. The most important parameters 

influencing the seismic behavior of bridges are identified, and a seismic vulnerability assessment model is 

developed using the analytical hierarchy process (AHP) to quantify the contribution of each parameter. 

Using the developed model, several bridges are treated and the obtained results show a good adequacy with in 

situ observations.

 

 

INTRODUCTION  
Natural disasters such as earthquakes can cause 

severe damage to transportation network, which 

affect rescue and emergency operations. Therefore, 

the seismic vulnerability assessment of critical 

infrastructure in transportation network must be 

investigated. 

In last decade, different empirical, analytical and 

hybrid approaches are developed to estimate the 

seismic vulnerability of bridges and help project 

managers and decision makers to intervene before 

and after an earthquake. 

The available current procedures in United States are 

developed by the Applied Technology Council (ATC) 

[1], the Federal Highway Administration (FHWA) [2, 

3], The California Department of Transportation 

(CALTRANS)[4, 5], for the others States of America, 

there are Nevada and Missouri [6], Washington [7, 8],  

Illinois [9], New York [10], Tennessee [11], and 

Oregon [12], procedures. 

In Japan, three methods are used, "JHPC" (Japan 

Highway Public Corporation), "MOC"(Japanese 

Ministry of Construction) [13, 14], and KUBO - 

KATAYAMA method [15]. Many other approaches 

do exist, among them, the "FEDRO" (Federal Roads 

Office) method applied in Switzerland [16], 

"SISMOA" method applied in France, [17, 18], and 

"QMT" (Quebec Ministry of Transportation) method 

applied in Canada (Quebec) [19]. 

In the present study, a seismic vulnerability 

assessment for bridges is performed using the 

vulnerability index (VI) method. In this method, the 

most important parameters that play a role in the 

seismic behavior of bridges are identified, and then 

weighting coefficients for each parameter are 

determined using the Analytical Hierarchy Process 

(AHP). A classification based on the obtained "VI" 

is also proposed. 

 

DEVELOPED APPROACH 
The developed method is based on the vulnerability 

index method, which combines several parameters 

that have an influence on the seismic behavior of 

bridges. It allows calculating the seismic 

vulnerability index "VI".  

Identification of the parameters: Various 

parameters are defined from post-seismic 

observations and seismic experience feedbacks, [20 - 

22]. 

The parameters selected for this model are 

configured on two groups, structural and hazard 

parameters. The structural parameters describe 

structural aspects that make systems more or less 

vulnerable. The aim of hazard parameters is to 

consider the influence of seismicity. 

mailto:djmai.medcherif@gmail.com
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Selected parameters of the evaluation model are 

declined in items; each item is divided to a number of 

factors; these factors are also composed of several 

categories (Table 1). 

Each parameter, item and factor has a related weight 

Wi, Wij,Wijk respectively, which reflect its relative 

importance. The aim is to determine the weighting 

coefficients value. 

Table 1  

Hierarchy of Parameters, Items, Factors and Score of 

each Category. 

 

Parameter Item Factor Category Scores 

Structural 

S
u
p

er
st

ru
ct

u
re

 

Girder type 

Arch or rigid 

frame 
10 

Continuous 

Girder 
30 

Simple Girder 50 

Number 

of spans 

1 Span 20 

2 Spans or more 40 

Skew 

Straight deck 

(No skewed) 
10 

Low 20 

Medium 30 

High 40 

Curvature 

Straight deck 

(No curvature) 
10 

Low 20 

Medium 30 

High 40 

B
ea

ri
n
g

s 

Min. bridge 

seat width 

Wide 

70cm or wider 
10 

Narrow 

less than 70cm 
40 

No seat: 0cm 20 

Bearing 

type 

With specific 

device 
10 

  

Bearing (with 

clear design 

concept) 

20 

    

  

Movable bearing 40 

Others 

(no bearing, etc) 
20 

 

G
ro

u
n
d

 a
n
d

 F
o
u

n
d

at
io

n
 

Ground 

type 

Stiff/Hard 0 

Medium 10 

Soft 40 

Very soft 50 

Foundation 

type 

Pile Bent 40 

Others Pile 20 

Expanded 30 

P
ie

rs
 a

n
d
 

A
b

u
tm

en
ts

 

Max. height 

of Abutment 

/ Pier  (m) 

Less than 5m 10 

Between 5 to10m 30 

More than 10m 50 

 

 

 

Construction 

Materiel of 

Abutment / 

Pier 

Reinforced 

Concrete 
40 

Masonry 30 

Others 20 

Pier type 

No piers for 

masonry 

structure 

10 

No piers for 

other than 

masonry 

structure 

40 

Columns piers 20 

Massive piers 10 

Abutment 

type 

Backfilled 

abutment 
40 

Buried abutment 30 

Abutment 

Superficially 

Founded 

20 

Hazard 

S
ei

sm
ic

 i
n

te
n
si

ty
 

- 

MMI < VIII 10 

VIII ≤MMI< IX 20 

IX ≤MMI< X 30 

X ≤MMI< XI 40 

XI ≤MMI 50 

L
iq

u
ef

ac
ti

o
n

 

p
o

te
n

ti
al

 

- 

No liquef. 10 

Low 

0 <PL ≤ 5 
20 

Medium 

5<PL ≤15 
30 

High 

15  < PL 
50 

 

Quantification of the identified parameters: 
To derive the weighting coefficients, the Analytical 

Hierarchy Process (AHP) method is applied. The 

AHP was developed by Thomas L. Saaty [23] in 

the1970s and has been extensively studied and 

refined since then. It is a robust and flexible multi-

criteria decision analysis methodology. 

It is a modelling technique which reduces a system 

to a sequence of pair-wise comparisons of identified 

components [24]. 

Several application models for assessing seismic 

vulnerability of infrastructures was developed using 

AHP process [25 - 27]. 

The model based on AHP allowed determining the 

relative contribution of each parameter. The pairwise 

comparisons are entered in a reciprocal comparison 

matrix for each level of the hierarchy. The obtained 
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weights for each level (parameters, items and factors 

are summarized in Table 2. 

 

 

Table 2  

Weighting Factors, Items and Parameters. 

 

Parameter W* Item W* Factors W* 

Structural 0.250 

Superstructure 0.512 

Girder type 0.574 

Number  

of spans 
0.232 

Skew 0.097 

Curvature 0.097 

Bearings 0.120 

Min. bridge 

seat width 
0.667 

Bearing type 0.333 

Ground and 

Foundation 
0.281 

Ground type 0.750 

Foundation 

type 
0.250 

Piers and 

Abutments 
0.086 

Max. height  

of Abutment / 

Pier  (m) 

0.491 

Construction 

Materiel of 

Abutment / 

Pier 

0.268 

Pier type 0.160 

Abutment 

type 
0.081 

Hazard 0.750 

Seismic 

intensity 
0.800 - - 

Liquefaction 

potential 
0.200 - - 

*Weight. 

 
A numeric worth score Sijkl from 0 to 50 is assigned 

to every category. This reflects the one-dimensional 

value of the performance level of each category. The 

last column of Table 1 shows the score values of all 

categories. 

Determination of vulnerability index: the 

vulnerability index "VI" is defined as: 
 

𝑉𝐼 =∑𝑊𝑖 ∑ 𝑊𝑖𝑗 ∑ 𝑊𝑖𝑗𝑘

2𝑜𝑟4

𝑘=1

2𝑜𝑟4

𝑗=1

2

𝑖=1

𝑆𝑖𝑗𝑘𝑙  

 

Where:  

Wi: The weighting coefficient of structural or hazard 

parameters. 

Wij: The weighting coefficient of items. 

Wijk: The weighting coefficient of factors. 

Sijkl: the score. 

 

According to the values obtained for the 

vulnerability index, three classes are proposed to 

classify bridges. The three risk levels, low, medium 

and high and their range are summarized in Table 3. 

 

Table 3 

 Risk Levels of Bridges. 

 

Risk Level VI 

Low Risk 0 <VI<35 

Medium Risk 35 ≤ VI<50 

High Risk VI ≥ 50 

 

CASE STUDIES 

Validation of the proposed approach: To 

investigate the sensitivity of the proposed 

methodology, seven bridges are considered. 

First, The Damous Bridge is situated in the western 

boundary of the Tipaza province, in the national road 

N°11.It was built in 1987, and it having a total 

length of 280.0m and a total width of 13.5mwith 

nine spans. 

Second, the highway bridge named Mazafran 

Bridgeis the longest one in Tipaza region, 420m 

length and 27,5m width. The bridge is situated in the 

eastern boundary and crosses Mazafran River, it has 

eleven spans.  

Fadjana, Boukadir and Bouyaghsane Bridges are 

situated respectively in the national road N°65, N°66 

and N°67.   

Finally, El Harrach and Sabdou Bridges are located 

in Algiers and Boumerdes provinces, respectively.  

The obtained results are compared to those provided 

by Kubo Katayama method [15] Table 4. As it can 

be seen the obtained results are in good agreement. 

 

Table4 

Comparison between the results obtained  

by Kubo-Katayama and Developed Methods. 

 

Bridges 
Developed 

Method 

Kubo-Katayama 

Method 

Damous Bridge 

(Tipaza) 
High Risk 

High Probability  

of Damage 

Mazafran 

Bridge (Tipaza) 
High Risk 

High Probability  

of Damage 

Fadjana Bridge 

(Tipaza) 
Medium Risk 

Medium Probability 

of Damage 

Boukadir Bridge 

(Tipaza) 
Low Risk 

Low Probability  

of Damage 

Bouyaghsane 

Bridge (Tipaza) 
Medium Risk 

Medium Probability  

of Damage 
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El Harrach 

Bridge (Algiers) 
Medium Risk 

Medium Probability 

of Damage 

Sabdou Bridge 

(Boumerdes) 
High Risk 

High Probability  

of Damage 

Applications of the proposed approach: In 

order to apply the proposed method, a number of 

bridges located in Tipaza region have been chosen. 

Tipaza is situated in the north of Algeria, West of 

Algiers (capital of Algeria). The road network in this 

wilaya contains ninety two (92) bridges; Fifty seven 

(57) of them are studied.  

The study area illustrated in Figure 1 is located south 

of the seismogenic basin of Mitidja, beside several 

active faults. The seismic movements caused by those 

faults can be felt with different intensities. The 

strongest events are the Chenoua (Tipaza) and 

Zemmouri (Boumerdes) earthquakes. They were 

occurred on October 29th, 1989 (6.0) and on May 

21st, 2003 (M 6.8) respectively.  

 

 
 

Figure 1 

Tipaza bridges locations. 

 

The seismic risk assessment was performed for three 

different scenarios; the seismic intensities of those 

scenarios are VIII, IX and X on MMI scale (Modified 

Mercalli Intensity Scale).The distribution of expected 

risk for the three hazard levels is shown in Figure 2. 

 

 
 

Figure 2 

 Distribution of Expected Risk as a function  

of Seismic Scenarios. 

Discussion of results: It can be noticed that the 

most of studied bridges have a medium risk level. 

No high risk level was observed for the first and 

second scenarios. Whereas nearly 40% of studied 

bridges have a high risk for the third scenario 

(MMI=X). 

The bridges that have a medium risk level need 

detailed investigations to be reinforced or rebuilt. 

According to above results, it can be drawn that in 

addition to structural parameters, the seismic 

intensity plays an important role in bridge 

vulnerability. This role is more or less important 

depending on the epicenter location of the seismic 

event. 

At least, the results of this study are in good 

adequacy with in situ observations. 

 

CONCLUSION 
To evaluate the seismic vulnerability and risk levels 

of existing bridges, a new developed method is 

presented in this paper. This approach is used to 

calculate a vulnerability index for bridges and 

classify them.   

The proposed model was carrying out using AHP 

method through identifying and quantifying the most 

important parameters and factors affecting the 

seismic vulnerability of bridges. 

The provided results can be used to prioritize 

retrofitting intervention on bridges. Also a 

preparedness plan can be given to local authorities in 

order to reduce the impact of a future earthquake. 
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ABSTRACT  
The objective of this experimental research is to study the combined effect of temperature and sulfate attack 

effect on the durability of dune –alluvial sand mortar. 4x4x16mm Specimens of this mortar were exposed to 

sulfate solutions MgSo4 and solutions NaSo4 then exposed to 50 °C temperature in oven for three months and 

were tested. Results showed that the mechanical strengths of the dune –alluvial sand mortars, either in 

compression or in tensile, decrease with time.  Dune alluvial sand mortar with Superplasticizer exhibits the 

best behavior under sulfate attack.  

Keywords: Dune-Alluvial Sand Mortar, Durability, Magnesium Sulfate attack, Sodium Sulfate attack, 

temperature effect, Superplasticizer effect.  

INTRODUCTION  
The possibility of using dune sand, existing in 

abundance in the Algerian Sahara, as a building 

material was the subject of many researches.  This 

interest finds its justification in economic and 

environmental considerations. The results obtained 

by different authors agree on the possibility to use 

dune sand in mortars or concretes [1]. However, 

certain aspects related to the durability of such types 

of mortars or concrete require more studies. One of 

these aspects relates to durability with respect to 

frequent sulfates subsisting in Saharan soil. Our 

contribution consists to investigate the durability of 

dune and alluvial sand mortars subjected to the 

combined effect of temperature and sulfate attacks.  

We present in this investigation characteristics of the 

two studied mortars namely:  MSDA4 (Dune and 

alluvial sand mortar), MSDA4P (Dune and alluvial 

sand mortar with super-plasticizer). The both 

formulated mortars were studied in previous works 

[2]. Then, we exhibit the results obtained from the 

durability tests carried out on 4x4x16mm mortar 

specimens immersed in sulfate solutions under 

temperature of 50 °C. The concentration of sulfate 

solutions used was 10% Magnesium sulfate (MgS04) 

and 10%of Sodium sulfate (Na2S04). The results 

obtained show the reduction of mechanical 

properties, in terms of compressive and flexural 

strengths of dune and alluvial sand mortars subjected  

 

to the combined effect of temperature and sulfate 

solutions attacks. 

DUNE-ALLUVIAL SAND MORTARS 

PROPERTIES    

Procedures followed to formulate the repair mortar 

MSDA4 which is constituted of dune sand, stream 

sand, and cement and also to formulate the repair 

mortar MSDA4P which is similar to MSDA4 but 

with Super-plasticizer were published in previous 

work [3]. 

 

Material used:    
 

 Alluvial and dune sands:  
Two types of sands were used in this study:  

- A sand of dune extracted from the northern area of 

the town of Laghouat (South of Algeria) named SD.  

- A sand of stream (alluvial sand) named SA 

extracted from Wad M’Zi situated at Laghouat city. 
 

Cement: 

Cement used is the type CPJ CEM II 42.5. 

Standards tests were conducted to determine 

physical, chemical and mechanical properties of 

the cement used  

 

Mixing water: 
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Water used in this experimental study is the 

laboratory tap water of Laghouat University 

(Algeria). 

 

Mortars description 
Both Mortars MSDA4 and MSDA4P had ratios of 

water/Cement W/C = 0.6 and 0.55, respectively, and 

a ratio of Cement/Sand C/S equal to 1/3. It is noted 

that the cement content is about 350kg/m3. 

Percentages values of dune sand (SD) and alluvial 

sand (SA) used in this study were equal to 60% and 

40%, respectively. The additive used in the MSDA4P 

mortar is the type of Super-plasticizer SP40 with a 

percentage of 1.9% of the cement content. 

 

Experimental results of dune- alluvial sand 

mortars mechanical properties: 
Results of the compressive and flexural strength as a 

function of the age for dune-alluvial sand mortar 

specimens (MSDA4 and MSDA4P) stored at the free 

air inside the laboratory are presented in figures 1 

and 2. These figures show the additive effect on the 

mortar strength. It is noted that compressive strengths 

of MSDA4 and MSDA4P mortars have been found 

equal to 30 MPa and 40 MPa, respectively. Mortars 

with Superplasticizer exhibit stronger strength than 

mortars without Superplasticizer. This fact is in 

accordance with results reported by Prince et al. 

(2002) [4] and can be explained by the acceleration 

effect of the Superplasticizer on the development rate 

of Hydrated Calcium Silicate in the cement paste. 

 
 

Figure 1 

 Compressive strength of Mortars 

 

 

In Flexural, figure 2 shows that MSDA4P mortar 

reaches a strength value of 7.5 MPa due to effect of 

Superplasticiser. While, for MSDA4 mortar the 

flexural strength is about 6.0 MPa. 

 
 

Figure 2 

 Flexural strength of Mortars 

 

 

DURABILITY OF DUNE-ALLUVIAL 

SAND MORTARS IN AGGRESSIVE 

ENVIRONMENT 

 

Test procedures: 
The mortar specimens are kept in free air inside the 

laboratory until 28 days and then they are immersed 

in two different environments (attack solutions): 

 

- Attack solutions 1: Immersion in sulfate (Mg S04) 

10% at 50 °C. The solution sulfate attack used is the 

Magnesium sulfate (MgSO4) with a concentration of 

10% (accelerated attack).  

 

- Attack solutions 2: Immersion in sulfate (Na S04) 

10% at 50 °C. The solution sulfate attack used is the 

Sodium sulfate (NaSO4) with a concentration of 

10% (accelerated attack). 

 

Results and discussion 

 

Compressive strength 

 
a) Magnesium Sulfate attack:  

Figure 3 shows the combined effect of temperature 

and magnesium sulfate attack on the compressive 

strength. 

It can be observed that the compressive strength 

decreases for all mortars immersed in sulfate 

solutions, particularly, for MSDA4 in which the 

strength show a reduction from 30 MPa to 14.5 MPa 

after 45 days immersion in magnesium sulfate with 

a reduction rate more greater than 50%. This result 

is in good accordance with that obtained by Amin et 

al. (2008) [5], which is due to the substitution of 
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Ca2+existing in C-S-H by Mg2+ ions of MgSO4. For 

MSDA4P mortar, the effect of the additive seems to 

reduce the damage of attack effects with reduction 

rate of compressive strength to 30%, this value is 

more moderate than the MSDA4 one. Prince et al. 

(2003) [6] and Kim et al. (2000) [7] reported that 

molecules of Superplasticizer were adsorbed in the 

non hydrated phase of the cement. This inhibits the 

germination and the growth of ettringite crystals. 

This result shows that the additive could improve the 

durability of the mortar in the Saharan environment 

characterized by high temperature and high MgS04 

content. 
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Figure 3 

Compressive strength of mortars in magnesium 

sulfate solution (MgSO4) 

 

b) Sodium Sulfate attack: 

In Sodium Sulfate attack the decrease of compressive 

strength is about 30% and 20% for MSDA4 mortar 

and MSDA4P mortar, respectively, as shown in 

figure 4.  
Figure 5 shows that the reduction rate of compressive 

strength is very low in sodium sulfate solution 

compared to that of specimens immersed in 

magnesium sulfate solution. It can be concluded that 

the magnesium sulfate attack has more influence on 

the compressive strength of mortars than the sodium 

sulfate for alluvial-dune sand mortars under 

combined effect of temperatures and sulfate attacks. 
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Figure 4 

Compressive strength of mortars in sodium sulfate 

solution (NaSO4)  
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Figure 5 

Effect of sulfate type on compressive strength of 

mortars without super-plasticizer  

 

Flexural strength: 
 

a) Magnesium Sulfate attack: 

Figure 6 shows that the flexural strength of 
MSDA4P mortar exhibits a notable fall in the 

sulfate solution. This strength decreases from its 

maximum value of 6.4 MPa to a minimum value less 

than 3.4 MPa with a reduction rate of 50% for the 

first 30 days immersion. In the case of MSDA4 the 

figure shows a gradual reduction during attacks. At 

the end of 45 days, the strength values are similar 

for both mortars. 
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Figure 6 

 Flexural strength of Mortars in magnesium sulfate 

solution (MgSO4) 

 

 

b) Sodium Sulfate attack:  

In Sodium Sulfate attack, as shown in figure 7, the 

flexural strength decreases with reduction rates of 

42% and 39% for MSDA4 and MSDA4P mortars, 

respectively. As noted in the compressive strength 

section, the degradation of the flexural strength in the 

Magnesium Sulfate solution is more important 

compared to that in the Sodium Sulfate solution, as 

shown in figure 8. The decrease of strength is due, as 

explained by Wee et al. (2000) [8], to the reaction 

carried out between Sulfate Ions provided by the 

Sodium Sulfate and the Portlandite to form the 

Gypsum.  
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Figure 7 

 Flexural strength of Mortars in sodium sulfate 

solution (NaSO4) 
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Figure8 

Effect of sulfate type on flexural strength of mortars 

with super-plasticizer 

 

 

CONCLUSIONS 
From analysis of experimental results on the 

durability of dune-alluvial sand mortars subjected to 

the combined effect of high temperature and Sulfate 

attacks, the following conclusions can be drawn: 
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-The reduction in compressive and flexural strengths 

of mortars without Super-plasticizer is more than 

50% for dune-alluvial sand mortars immersed in both 

sulfate solutions (MgS04 and NaS04) under high 

temperature of 50 °C during 45 days. 

 

- The Magnesium sulfate attack has a big influence 

on the strength degradation of dune-alluvial sand 

mortars with respect to the Sodium sulfate attack 

under high temperature of 50 °C. 

 

-The Super-plasticizer added to dune-alluvial sand 

mortars could enhance the durability of mortars in 

the Saharan environments characterized by high 

temperature of 50 °C and high sulfate content. 
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ABSTRACT  
Deterioration of concrete and mortars in natural environments is more often the result of degradation of the 

cementitious matrix, as aggregates are considered inert and durable materials. However, there are several 

important cases where the aggregates themselves directly contribute to the deterioration of concrete or are 

sensitive to severe external environments. This paper is concerned experimental investigations to study the 

durability of mortars-based natural pozzolana using two different types of sand (river limestone and siliceous 

crushed sands). This property was evaluated for mortar samples stored in different curing conditions (distilled 

water and a sulfate solution with 5% MgSO4) and for different curing periods. The various properties studied 

consist of compressive and flexural strengths, mass variation and X-ray diffractometer analysis. The results 

obtained indicated that the sulfate of magnesium adversely affect the durability of pozzolanic mortars. Besides 

mortars made with limestone sand slow or delay the attack of magnesium sulfates and mortars made with 

siliceous sand accelerates the attack.  

 

INTRODUCTION 
Aggregates have a significant influence on the 

rheological and mechanical properties of mortars and 

concrete. It was reported that density, distribution of 

the particle sizes, form and texture of surface clearly 

influence the properties of these mixtures in terms of 

water requirements and workability [1;2]. It was also 

stated that mineralogical composition, hardness, 

elastic modulus and degree of aggregate variation can 

affect the properties of mortars and concretes in the 

hardened state, in general, and angular form and 

texture of the rough surface may improve the bending 

strength [3] with respect to compression strength. 

Aggregates are more resistant to an external 

aggressive attack and generally less permeable than 

the cimentitious matrix. However, some aggregates 

may present properties which make them vulnerable 

to deterioration and therefore compromise the 

durability of concrete. In some cases, aggregates can 

be sensitive to attacks of external agents. Studies 

conducted by Skarapoulou et al. [4;5] showed that 

concrete containing limestone sand are likely 

sensitive to thaumasite formation at low temperatures 

(5°C).   

Incorporation of mineral additions such as natural 

pozzolana, as a mineral addition in cement, is one of  

 

the solutions to increase durability of concrete to 

sulfate attacks [6]. Attack of sulfates is one of the 

environmental deteriorations most aggressive which 

affects the durability of concrete structures. Sulfates 

can very significantly deteriorate concrete in a 

relatively short period of time (10 to 15 years) [14]. 

Concrete deterioration in sulfatic environment is 

generally a consequence of degradation of the 

cementitious matrix, since aggregates are regarded 

as inert and more durable materials. The question 

which then arises is twofold: (i) Are aggregates 

really inert or (ii) do they not affect the durability of 

concrete in sulfatic environments? 

In Algeria, natural pozzolana constitutes the raw 

materials in several branches of industries. The 

pozzolana used is a natural rock of siliceous 

volcanic origin and extracted from the plants of 

Bouhamidi (Beni-Saf). Abundance of this material 

continue to constitute an opening towards use of 

alternative mortars that are less pollutant as 

construction industry is still significant and mortars 

are still used worldwide. Although it has been 

previously considered in various research studies [7-

13] and knowledge of its use and studies of its 

properties exist in literature review, this pozzolana, 

like those materials used in mortars and concretes, 
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still has potential technological benefits to promote 

mortars as far as environmental impact, sustainability 

and economic valorization are concerned.  

The main objective of this research work is to report 

results of an experimental survey relating on the 

influence of two different natural sands on the 

physical and mechanical properties and durability of 

pozzolanic mortars when high magnesium sulfates 

environment (MgSO4) is used. 

 

MATERIALS USED AND TEST METHODS 
 

In this section, materials used in the preparation of 

mortars and test procedures are outlined. The 

chemical, mineralogical as well as compressive and 

flexural strengths of samples were examined to study 

the durability of mortars-based natural pozzolana 

using two different types of sand (river limestone and 

siliceous crushed sands) and the samples of which 

were stored in different curing conditions (distilled 

water and sulfate solution with 5% MgSO4) and for 

different curing periods. 

 

Sand: two natural sands obtained from two different 

deposits: river sand from Oued El Sobha, Chlef (LS) 

and crushed sand of the quarry from Djebbala (SS) 

were used. Both sands were prepared in accordance 

with EN 196-1 [15] and provided in bags of 1350 ± 

5g. The physical and mechanical properties and 

mineralogical composition of the two sands are 

shown in Table 1.  

 

Cement: CEM I/42.5 of the Lafarge manufacture 

was used. This cement was characterized in terms of 

Blaine’s specific surface using a Blaine device. This 

analysis revealed a specific surface area of 3384 

cm2/g and a real density of 3.11 g/cm3. The 

mineralogical properties of this cement are reported 

in Table 2.  
 

Natural pozzolana (NP): the absolute density of 

the used pozzolana is 2.85 g/cm3. The chemical and 

mineralogical properties of the used pozzolana are 

reported in Table 2. 

 

Test methods: preparation of mortars was carried 

out according to EN 196-1 [15], using Portland 

cement CEM I and three binder combinations 

obtained by partial replacement of cement in terms of 

weight with different proportions of natural 

pozzolana (10%, 20% and 30%). Samples were 

stored in a moist environment for 24 hours. After this 

period, samples were immersed in saturated lime 

water for 27 days. After this duration of cure, some 

samples were stored in distilled water and the left 

samples were stored in sulfate solution (5% 

MgSO4).  

 

Four types of mortars, reflecting various 

compositions, were considered. These mortars are 

named according to the nature of sand. The 

percentage of natural pozzolana and its composition 

are given in Table 3.  

 

Table 1 

Physical and mechanical properties of sands. 

Tests Value 

 LS SS 

Fineness modulus (FM) 2.78 

Apparent density (g/cm3) 1.540 1.320 

Absolute density (g/cm3) 2.780 2.950 

Absorption coefficient Ab (%) 0.335 0.930 

Value of blue (VB) 0.913 0.833 

Equivalent sands (Piston) 92.263 89.897 

Friability coefficient FS (%) 38.040 48.200 

 

Table 2 

Chemical composition of pozzolana and cement. 

Composition Pozzolana Cement 

SiO2 46.8 21.75 

CaO 9.2 62.86 

Fe2O3 10.5 4.60 

MgO 3.8 1.25 

Al2O3 18.8 3.94 

SO3 0.2 1.85 

K2O 0.5 - 

Na2O 0.8 - 

Insoluble Residues - 0.48 

P.F 6.5 3 

C3S - 57.5 

C2S - 19 

C3A - 2.65 

C4AF - 14 

 

Table 3 

Mortars composition. 

 
C (g) NP (g) 

Sand (g) 
W/C 

 LS SS 

MLS0 450 0 1350 - 0.56 

MLS10 405 45 1350 - 0.56 

MLS20 360 90 1350 - 0.57 

MLS30 315 135 1350 - 0.57 

MSS0 450 0 - 1350 0.70 

MSS10 405 45 - 1350 0.71 

MSS20 360 90 - 1350 0.72 

MSS30 315 135 - 1350 0.72 
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Sulfate solutions were prepared according to ASTM 

1012 [16] and NF P 18-837 [17]. The pH of the 

solution was maintained at 7±2 by the addition of a 

sulfuric acid solution H2SO4 and a concentration of 

0.01 mol/l [18].The durability of the mortars was 

evaluated by visual analysis, variation of mass, 

variation of bending strength, compression strength 

and by XRD analysis, after 28, 60, 90, 180 and 270 

days of conservation, in distilled water (Dw) and 

solution of magnesium sulfate (Ms). 

 

RESULTS AND DISCUSSIONS 
 

In this study, emphasis was put on compressive and 

flexural strengths, mass variation and X-ray 

diffractometer analysis. To start with, compressive 

and flexural strength tests were undertaken to provide 

the basic mechanical properties of the formulated 

mortars and give a first insight into their applicability. 

With this intension in mind, all samples, using 

limestone sand (LS) and silica sand (SS), were 

submitted to compressive and flexural strength tests 

and testing was performed at the ages of 28, 60, 90, 

180 and 270 days.    

  

Compressive strength: Based on these results, the 

compression strength of all the mortars, stored in 

distilled water (Dw) and shown in Figs. 1a & 1b, was 

achieved by the continuity of both formation and 

activity of hydrates such as CSH, which play 

important role in the improvement of compression 

strength of mortars. These results confirm those 

reported by Said et al. [14]. Mortars using limestone 

sand (LS) have higher compressive strength in 

comparison to results obtained for mortars using 

silica sand (SS). In (SS) mortars the water/cement 

(W/C) ratios may have been responsible for the low 

strength as they adversely affect the compressive 

strength and the duration of hydration [19]. The 

compressive strength of the control mortar (no 

additives) was higher than the compressive strength 

of pozzolanic mortars. The decrease in the strength 

of pozzolanic mortars may also be due to the higher 

W/C ratios and for which we believe that they 

require increased demand of water, as previously 

reported [7]. 

Further tests were also carried out to determine 

compressive strength for mortars stored in 

magnesium sulfate solution, at the ages of 28, 60, 

90, 180 and 270 days. Considering these results, a 

clear tendency for increase in compression strength 

at different ages was visible (Figs. 1c and 1d) for all 

the samples. The achievement of higher compressive 

strength may be due to the formation of expansive 

products such as gypsum, ettringite and brucite. 

Generally, these mortars are accompanied by a 

decrease in the compression strength which may be 

the result of micro-fissuring engendered by the long 

 

 

Figure 1 

Evolution of the compressive strength of the mortars, (a): MLS conserved in Dw,(b): MSS conserved in Dw, (c):MLS 

conserved in Ms, (d): MSS conserved in Ms, during 270 days. 
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term expansive products. Once again, control mortars 

showed higher compression strength in comparison to 

mortars with natural pozzolana and limestone sand 

(LS) and (SS) mortars. However, the low strength of 

these mortars was proportional to the percentages of 

additions and because of the less quantity in 

portlandite consumed by reaction of the pozzolana. In 

this context, both Lee et al. [20;21] and Ganjian et al. 

[22] reported that the presence of portlandite was 

beneficial as long as it decreases the sulfate action of 

magnesium allowing its retention in the brucite. 

Therefore the residual quantity of magnesium, suited 

to the attack of the CSH, was inversely proportional 

to the quantity of portlandite in the cement paste. 

However, this enabled the authors to conclude that 

natural pozzolana has a fatal effect against sulfate of 

magnesium attacks.  

The decrease in the compression strength of (LS) and 

(SS) mortars, stored in the sulfate solution (5% 

MgSO4), was observed after 90 days (Fig. 1c) and 60 

days, respectively. This confirmed the results reported 

by Skarapoulou et al. [5-6] and the reason was 

twofold. This may be due (i) to the difference in 

(W/C)  ratios used for the two mortars and because 

the mortar with limestone sand slows or delays the 

attack of magnesium sulfate at room temperature and 

(ii) to the reaction of limestone (LS) with the 

cementitious matrix which produces additional 

portlandite. Unlikely, the (SS) mortars can accelerate 

the attack of magnesium sulfate, because of the less 

quantity of hydrated paste in portlandite and which 

was prevented by the reaction of silica in (SS) 

mortars. 

Flexural strength: Similarly, (LS) mortars (Figs 

2a and 2c) have higher flexural strength in 

comparison to (SS) mortars (Figs. 2b and 2d) for 

both curing conditions (distilled water and solution 

of magnesium sulfate), respectively. The low 

strengths may probably due to the variation of w/c 

ratios for (SS) mortars. Improvement of the flexural 

strength for mortars in sulfatic conditions, which 

also confirmed by Çavdar et al. [23], may be due to 

the filling of the pores by products formed during 

the reaction of the cement hydrates with the solution 

of magnesium sulfate (gypsum, brucite and 

ettringite).  

The decrease in flexural strength for (LS) mortars 

(Fig. 2c) was noticed after 80 days of conservation 

in the solution of magnesium sulfate (Ms) and 

flexural  strength drop of (SS) mortars (Fig. 2d) was 

visible after 90 days. In this case, the attack of 

magnesium sulfates on (LS) mortars was delayed by 

the reaction of the cementitious matrix with 

limestone (LS) to produce additional portlandite. 

These findings complied with those reported by 

Skarapoulou et al. [4;5]. In addition, reaction of 

 

 

Figure 1 

Evolution of the flexural strength of the mortars, (a): MLS conserved in Dw,(b): MSS conserved in Dw, (c):MLS 

conserved in Ms, (d): MSS conserved in Ms, during 270 days. 
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portlandite with silica may have been responsible for 

the accelerated attack of magnesium sulfate on (SS) 

mortars and the achievement of deterioration of the 

mortars in short terms. 
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Mass variations: A further study was conducted to 

determine the evolution of the mass of (LS) and (SS) 

mortars, stored in distilled water (Dw) and the 

solution of magnesium sulfate (Ms), as shown in 

Figs. 3a to 3d. The evolution of the mass for the two 

mortars stored in the distilled water solution (Figs. 

 

 

Figure 3 

Variation of the mass of the mortars (a): MSL conserved in Dw, (b): MSS conserved in Dw, (c): MSL conserved in Ms, 

(d): Mss conserved in Ms, during 270 days. 
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E : Etringite, G : Gypsum, P : Portlandite, C: Calcite, L: Larnite 

Figure 4 

XRD of mortar  (a) : MLS10 conserved in Dw, (b) : MSS10 conserved in Dw, (c) :MSC10 conserved in Ms, (d) : MSS10 

conserved in Ms, during 270 days. 
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3a and 3b) was caused by hydrate formation. This is 

explained by the swelling caused by the formation of 

expansive products such as brucite, gypsum and 

ettringite in the solution of sulfate magnesium (Figs. 

3c and 3d). One can notice that there was higher 

improvement in mass for (LS) mortars than recorded 

by (SS) mortars, stored in the (Dw) solution. This 

improvement was provided by the additional amount 

of portlandite (reaction of cementitious matrix with 

limestone) which dissolved during leaching. With the 

dissolution of portlandite, the cement paste became 

porous and allowed transport of distilled water within 

the cementitious matrix. Unlikely (SS) mortars have a 

small amount of portlandite.  

 

Microstructure analysis: Figs. 4a to 4d show the 

results obtained by the use of X-ray diffractometer 

analysis. This technique provided additional data 

which further elucidated the behavior of mortar 

samples prepared with limestone (LS) and siliceous 

(SS) sands and stored in distilled water (Dw) and 

magnesium sulfate solution (Mg). 

The use of XRD spectra proved the progress of 

hydration in mortars in distilled water prepared and 

incorporating limestone and siliceous sands, as shown 

in Figs. 4a and 4b. This may be due to the formation 

of the peaks of gypsum, portlandite and the ettringite. 

The density peak of ettringite was higher compared 

with that of gypsum. Intensity peaks of portlandite 

seem to be more important in mortars with limestone 

sand, a result which was well established with the 

mass loss for these mortars. 

Comparing the XRD spectra of the samples before 

and after the attack (see Figs. 4c and 4d), the analysis 

revealed the formation of gypsum, portlandite, 

ettringite and brucite following sulfatic attack 

(MgSO4). Portlandite peaks are more visible and 

intense for (LS) mortars than for (SS) mortars. This 

confirms the decrease in mechanical strengths in 

short term. 

CONCLUSIONS 
The main purpose of this study was to evaluate the 

effect of the nature of two sands and the rate of 

natural pozzolana on mortar samples stored in 

magnesium sulfate (5% of MgSO4), using a natural 

pozzolana extracted in Beni Saf (Algeria). 

Experiments on mortars stored in different curing 

conditions and periods permitted to draw the 

following results: 

- Compressive and flexural strengths were higher for 

the control mortars (no additives) than for mortars 

incorporating natural pozzolana; 

- Mortars using natural pozzolana (10%) have 

compressive and flexural strengths similar to that 

of control mortars; 

- Pozzolanic reaction started since the period of 

maturation. This reaction produced formation of 

second generation CSH and contributed in 

improving the compressive strength;  

- Mortars using limestone sand have higher 

compressive and flexural strengths than mortars 

prepared with siliceous sand; 

 

Regarding durability, results of experimental 

investigation of magnesium sulfate attack (5% 

MgSO4) showed that:  

- Sulfate environment adversely affect the 

properties of cementitious materials due to the 

formation of expansive products such as gypsum, 

ettringite and brucite;  

- Natural pozzolana has a fatal effect against sulfate 

of magnesium attacks.  

- Mortars incorporating limestone sand lead to 

delayed attack by sulfates of magnesium;  

- Unlike, mortars using siliceous sand lead to 

accelerated attack by sulfates of magnesium;  
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ABSTRACT  
In this paper, both treated and untreated straw fibers are used to manufacture the light-weight composite for 

building insulation. The main objective of this work is to investigate the effect of the treatment on the thermal 

degradation and flammability of the material in order to examine his fire behavior. The selected wheat and 

barley straws are mixed with lime or gypsum plaster in this experimental investigation. In order to improve the 

mechanical properties of the composite, the straw fibers are treated with linseed oil and boiled water for 

decreasing their water absorption and increasing their compatibility and adhesion with the binder respectively. 

The treatment is carried out by total impregnation in the boiled water and linseed oil. The different composites 

are manufactured using mixture procedure optimized in previous works of the authors. Then the treated and 

untreated composite specimens are analyzed and compared through TG-DSC analysis to study their 

combustion process at microscopic level, and flammability test to study their fire reaction at macroscopic level. 

The properties of composites based on the fibers treated with linseed oil vary significantly. 

KEYWORDS Straw, lime, gypsum, Fire reaction, TG-DSC analysis, Linseed oil treatment, Flammability. 

INTRODUCTION  
 

Addition of low density biodegradable natural fibers 

to mineral or polymer matrix present attractive 

alternatives to synthetic fibers for different 

applications with various performances, and low 

environmental impact. Most of these composites 

have been developed in order to reduce weight and 

produce environmentally friendly materials in 

particular in building sector resulting in a decrease of 

energy consumption of the building and the reduction 

of the GHG emission. In the recent years, several 

research have been undertaken on the production of 

innovative materials with specific properties and 

mechanical performance [1, 2]. However, many 

major difficulties limit the large use of natural fibers 

for structural applications, like their low strength 

compared to metals and polymers, water absorption 

and low fire resistance. These factors results 

inadequate properties for many purposes. Then, the 

treatment of fibers is an area of research more 

important for improve the properties of the natural 

fiber composites [3, 4].  These treatments improve 

significantly the mechanical properties but it is 

difficult to find a single effective treatment for all 

properties. Few analysis are carried out for example 

to examine the effect of these treatments used 

generally for mechanical properties on the thermal 

degradation and fire behavior. This is an important 

point to establish the use conditions and 

performance criteria of the natural fiber composites 

in building applications [5, 6]. The fire risk is 

defined as the potential factor for structure and 

materials design [5]. The majority of the existing 

studies in the literature is on the polymer 

composites or natural fibers reinforcing polymer 

matrix [7-12]. The more used test for understanding 

the fire behavior in these investigations is the 

flammability test according UL94 (ASTM D3801), 

and TG-DSC-FTIR thermal analysis.  

In this context, the present paper aims to study the 

fire behavior of the straw lime and straw-plaster 

composite proposed in the framework of a previous 

research program PROMETHE on the materials 

with low environmental impact based on the cereal 

straw fibers for thermal insulation rehabilitation. 

Samples were manufactured for the different 

experiments in laboratory without compaction with 

barley or wheat straw and lime and gypsum plaster 

binders [13, 14]. 

For thermal degradation and fire behavior, the study 

combines microscopic and macroscopic methods 

respectively, thermal analysis (thermogravimetric 

and differential scanning calorimetry) and reaction 
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to fire tests ignitability in accordance with test 

methods and Euro-class system defined by European 

standardization [15]. The flammability test described 

in this European standards is equivalent to the UL 94 

test widely used for polymer materials. For reaction 

fire and flammability tests, the samples were exposed 

to a gas small flame. Time, occurrence of burning 

droplets and reached height flame are registered for 

classification criteria [15, 16]. In most investigations 

on composite materials used in building applications, 

the fire behaviour is studied by flammability test, 

TG-DSC analysis [16, 17] and fire resistance test 

[18] or only PCFC calorimeter [19]. 

The effect of fiber treatment, the fiber variety and 

binder natures are examined. The fibers are treated 

by total immersion in boiled water and linseed oil for 

different times. 

The comparison of the results with the non-treated 

composite shows that the linseed oil treatment has a 

significant effect on the degradation and 

flammability. However, the boiled water treatment 

has a little influence on the properties of the straw-

composite in the exposure conditions of this work.  

 

 

EXPERIMENTAL INVESTIGATION 
 

In this laboratory experiments, the fire behavior is 

studied by flammability test for small flame. It is the 

first step to analyze the fire behavior but it is not 

sufficient to give the final fire classification of the 

composite. In this section, the brief description of the 

experimental work is given.  

Materials: The bio-composite studied in this 

investigation is a new innovative material based on 

wheat and barley straw. The straw-concrete is made 

with two types of binders lime and gypsum plaster. 

The selection of the used natural fibers and the 

binder was carried out in previous studies [13, 14] in 

the framework of research program PROMETHE. In 

this work, an attention is focused on the treatment of 

straw fibers and the change of the thermal 

degradation of the bio-composite. Then, the fibers are 

treated before there mixture with the lime or gypsum-

plaster binders. There are a significant number of 

studies on different treatments in order to improve 

the compatibility between the natural fibers and the 

binders and increase the tensile or compressive 

strength, like alkali treatment [3] or boiled water 

treatment [4]. In this work, two treatments are 

selected, boiled-water to improve the straw-surface 

and linseed treatment to decrease the water 

absorption. 

Straw treatment: For linseed treatment the 

crushed wheat/barley fibers have been firstly 

immersed in the linseed oil for different times 

(10s, 5, 10, 15 minutes, 1h). Then, fibers have 

been dried at 60 °C during 48 hours before there 

use in the mixture.  For the second treatment, 

the straw fibers were impregnated (Figure 1) for 

the same times in the boiled water at 100°C 

beforehand. Fibers have been dried at 60 °C in 

the oven in the same way.  

 

(c)(b)(a)
 

Figure 1 

Straw fibers treatment: (a) crushed straw, (b) linseed 

oil immersion, (c) boiled water immersion. 

 

Composite manufacture: In order to limit the 

number of tested samples, only optimal time of 

impregnation is used (10 minutes), determined 

before the composite manufacture based on a 

comparison of Young modulus and the water 

absorption coefficients not presented here. The 

mixture procedure, the introduction in the molds 

and the curing conditions are the same of 

previous works [13] in order to compare the 

behavior and to keep the same thermal and 

mechanical compromise. The samples used for 

flammability are cut according the standard NF 

EN 11925-2 [15]. They measures 250 mm of 

height, 90 mm of length and 60 mm of width. 

According to the type of straw (wheat and 

barley), of binder (lime and plaster) and the 

treatment, eight composites with treated fibers 

are studied and compared with four composites 

prepared with non-treated fibers (Table 1). 

Flammability test: In this work only 

flammability test for small flame is performed, 

in order to examine the reaction to fire of the 

straw composite and his fire classification 

according to the European standards. The 
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flammability test has been conducted as 

described by EN 11925-2 [15]. For each straw-

composite, the test is carried out for three 

specimens. The test consists to expose the 

material to a single flame for 15 s in class E and 

30 s in class D. The burner was angled at 45° 

with the flame length of 20 mm. The distance 

between the burner and the tested surface is 5 

mm. A plate is disposed below the tested surface 

to collect the burning droplets. Figure 2 present 

the flammability test performed in this work. 
After removing the flame, the flame spread and the 

droplet occurrence are examined. For the class E and 

D, the flame spread should be less than 150 mm after 

15 s and 30 s of flame exposure respectively. Infrared 

camera is installed for the temperature examination 

during and after the flame exposure. 
 

Table 1 

Different manufacturing straw-composites 

 

Composites Designation 

Wheat-Plaster- NonTreated 

Wheat-Plaster-Boiled water 

Wheat-Plaster-Linseed Oil 

Wheat - lime - Non Treated 

Wheat- lime - Boiled Water 

Wheat - lime - Linseed Oil 

Barley-Plaster- Non Treated 

Barley-Plaster-Boiled water 

Barley -Plaster - Linseed Oil 

Barley - lime - Non Treated 

Barley - lime - Boiled Water 

Barley - lime - Linseed Oil 

W-P-NT 

W-P-BW 

W-P-LO 

W-L-NT 

W-L-BW 

W-P-LO 

B-P-NT 

B-P-BW 

B-P-LO 

B-L-NT 

B-L-BW 

B-L-LO 

 

Thermal analysis: Thermogravimetric analyzer 

coupled to a differential scanning calorimetry 

was used to follow both the mass loss and the 

heat flow exchange during the thermal 

degradation of the different composites. These 

analysis are performed by LINSEIS STA PT-1000 

apparatus under inert atmosphere. Powder 

samples of about 20 mg were placed in an 

alumina crucible and heated from ambient 

temperature to 1000 °C with a heating rate of 20 

°C/min. 

 

  
Figure 2 

Experimental flammability test under small flame of 

straw concrete.  

 

RESULTS AND DISCUSSION 

 

Small flame test: Table 2 summarizes the flame 

propagation height and the observation of the 

occurrence of the flaming droplets for the different 

straw composites. The flame spread has been 

measured after 20s after removing the burner. We 

can observed that for the different composites, the 

flame does not exceed 15 cm. The results shows 

also that the composites based on treated fibers with 

linseed oil record the smallest flame propagation.  

Table 2 

Flame spread for 15 s of exposure after 20s removal 

burner 

Composites Flame 

height (cm) 

Droplets 

Yes/No 

 

W-P-NT 

W-P-BW 

W-P-LO 

W-L-NT 

W-L-BW 

W-P-LO 

B-P-NT 

B-P-BW 

B-P-LO 

B-L-NT 

B-L-BW 

B-L-LO 

8.5 

9.1 

6.1 

7.9 

6.7 

5.7 

13.1 

7.5 

4.5 

8.2 

6.3 

3.4 

No 

No 

No 

No 

No 

No 

Yes 

No 

No 

No 

No 

No 

 

The linseed oil treatment behaves as a flame 

retardant. It was observed a few flaming droplets on 

the horizontal plate only for the composite based on 

non- treated barley straw.  The boiled water 

treatment showed an effect on the flame spread in 

the case of the barley composite.   
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Figure 3 shows an example of the exposed surface to 

burner flame and the temperature during burning and 

after 5 minutes of exposure for barley lime 

composite.  

 

a

 
 

b

 
 

c

 
Figure 3 

State of exposed surface and temperature field after 

at 15 s and 5 min after flame for barley lime 

composite: (a) B-L-NT, (b) B-L-BW, (c) B-L-LO. 

 

This figure demonstrate the fire performance of the 

straw composite, there is no spread flame after 

removing the burner with this time exposure. The 

exposure surface is not degraded material without 

dripping during this time ignition. The temperature 

decreases greatly after removal of the burner.  

Table 3 shows the results of flame spread and 

droplets occurrence for a time of flame exposure 

more important.  

We can observed that the flame spread heights are 

larger but still less than 15 cm. For the same barley-

lime composite, the flame spreads is larger for the 

non-treated and treated composites than the previous 

case (Figure 4). 

The droplets occurrence is present for this time of 

flame exposure in the case of the non-treated wheat 

straw composite. It is observed also that the 

composite based on the lime binder have the smallest 

flame spread in the two times exposure for the two 

types of straw fibers. 

 

Table 3 

Flame spread for 30 s of exposure after 60 s the flame 

removal 

Composites Flame 

height (cm) 

Droplets 

Yes/No 

 

W-P-NT 

W-P-BW 

W-P-LO 

W-L-NT 

W-L-BW 

W-P-LO 

B-P-NT 

B-P-BW 

B-P-LO 

B-L-NT 

B-L-BW 

B-L-LO 

13.4 

10.5 

10.2 

8.6 

8.1 

7.2 

14.2 

9.3 

6.7 

8.5 

9.3 

4.1 

 

Yes 

No 

No 

No 

No 

No 

Yes 

No 

No 

No 

No 

No 

 

 

As can be seen from these results in the conditions 

of flame exposure studied here for the two criteria 

of flame spread and droplets occurrence, we can say 

that the linseed oil treatment used for the reduction 

of water absorption improves significantly the fire 

performance at macroscopic level for the different 

bio-composites. 

 

a

 
 

b

 
c

 
 

Figure 4 

State of exposed surface and temperature field after 

at 30 s and 5 min after flame for barley lime 

composite: (a) B-L-NT, (b) B-L-BW, (c) B-L-LO. 

 

Mass loss and heat flow: The composites based 

on gypsum-plaster and lime using treated and non-

treated fibers are studied. The first result 

represented on Figure 5, shows the effect of the 

treatment on mass loss of the composites. It is clear 
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on the TG curves that the two treatment showed an 

important effect on the composite degradation which 

reached 50 % for the linseed oil treatment. 

 

 
Figure 5 

TG curve of wheat-plaster composites with treated 

and non-treated fibers 

 

For treated and non-treated fibers, the degradation is 

characterized by three stages achieved at 

temperatures about: 220, 500 and 750 °C. The 

highest mass loss about (30 %, 35% and 50%) 

respectively for non-treated, boiled water treated 

fibers and linseed oil treated fibers occurs in 

temperature interval of 260-500°C. The mass loss for 

the two stages occurs first for the composite based on 

linseed oil treated fibers with differences of about 

40°C. The last stage at 700°C, shows a very low mass 

loss about 2%. 

The important mass loss is accompanied by 

endothermic peak for the three composites with a 

difference for the linseed oil treated fibers. The 

exothermic peak presented on the DSC curve is 

occurs for the plaster binder due to a reaction which 

the molecular structure of the anhydrite rearranges to 

an insoluble anhydrite.  

 

 
 

Figure 6 

Heat flow exchange given by DSC analysis for the 

wheat-plaster composite for non-treated and treated 

fibers 

 

The effect of binder nature is showed on Figure 7. 

The heat flow curve does not show an exothermic 

peak in the case of lime based composite with heat 

generation. In addition, it is clearly observed that the 

mass loss is more important in the barley based 

composite with a shift of temperature from the 

beginning of degradation stages. 

The results of this part shows also, a significant 

effect of linseed oil treatment at the microscopic 

level with important mass loss. However, this effect 

is different for macroscopic level where his role was 

rather to spread flame retardant. So, the question 

remains open for the representative volume of TG-

DSC tests for this type of highly heterogeneous 

material with high fibers content with 

multidirectional orientation. 
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Figure 7 

TG curve and Heat flow exchange of DSC analysis 

for the wheat-lime and barley lime composite based 

on linseed oil treated fibers  

 

CONCLUSION 
 

This paper investigates the effect of fiber treatment on 

the fire behavior and thermal degradation of the new 

bio-composite based on straw proposed for building 

insulation. The performed tests of the flammability and 

TG-DSC analysis in this work is a first attempt to 

understand the fire behavior of the straw based 

composite materials.  

The major conclusion of this investigation is the 

significant effect of the linseed oil treatment at 

macroscopic level by flammability test and 

microscopic level by TG-DSC analysis. The linseed oil 

treatment retards the flame spread and prevents the 

composite degradation. The flame spread is stopped 

after removing the flame burner for all composites. 

Barley based composite show a delicate fire 

behaviour than the wheat-composite. 

In order to clarify the difference between 

macroscopic and microscopic level, further 

investigation is proposed by using the cone 

calorimeter test with representative samples to 

provide a better understanding of the fire performance 

of the proposed straw composite.   
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ABSTRACT 
This study is based upon the fractal nature of ideal Particle Size Distributions (PSD) suggested by numerous 

concrete mix designs, i.e. ideal PSD can be shown to be equivalent to power law distributions 

i( ) DF

C iE     , where 
i( ) CE  is the number of grain of size greater than 

i  and DF  is a non-

whole number called fractal dimension. This fact allows us to analyze the solid skeleton of a concrete (i.e. all 

components of concrete mixture except water) as a fractal structure, thus to determine some of physical 

properties of the concrete mixture. 

For DF  ranging from 2.5 to 3 and based upon many geometrical parameters of the concrete as the granular 

range /d D  and the volumetric fraction of all solids in the concrete mixture, analytical formulas have been 

proposed relating DF  and some physical properties of concrete, as the coarse/fine aggregate ratio, the 

fineness modulus of the sand fraction, the average grain size and the specific surface area of grains. 

The focus of this research is the development of simple formulas by which concrete properties can be 

predicted knowing the concrete mix gradation, i.e. the mix design method used. 

KEYWORDS: PSD – fractal dimension – grain number – coarse/fine aggregate ratio – fineness modulus – 

average grain size – specific surface area 

 

 

INTRODUCTION 
Fractals can be defined as disordered systems. One 

of the main properties of fractals is their power law 

behavior of the form: ( ) ,DFN L r r   such as N is 

the number of objects in the system with size greater 

than r, DF is a non integer dimension referred to as 

Fractal Dimension and the symbol  stands for 

‘proportional to’ [7;12].  

Concrete mixtures can be considered as fractal 

objects because their corresponding solid particle size 

distributions (PSD), since they must be as close as 

possible to one of the ideal grading curves, they can 

be transformed to “grain number 
CE ” versus “grain 

size 
i ” distribution, following a fractal power law of 

type DF

C iE   [3;7;10;12]. To get a better 

understanding of this, we give an example. First, we 

transform an ideal grading curve according to Fuller 

& Thompson [1], on fitted straight line 

i i( ) ( )CE f     in log-log scale (see Figure 1). 

The data points will be obtained by the following 

expressions: 

i 1

3

( )  

such as: ( ) & 6

j

j j j i

i

C j

i

E E

E R v v



   

 

  


 

 


          (1) 

where 
i( )CE    denotes the grain number of size 

greater than 
i;  

i
E the grain number of one size 

class 
i;  

i
R the weight residue on sieve 

i  mesh; 

i
v the volume per grain of size 

i  and  the mass 

density of aggregates.  

in Figure 1, using linear regression, fitting results 

show a good linear fit between 
i( )CE   and i (R² 

 1). The equation of the best linear fit is: 

i i ilog ( ) ( )log ( ) DF

C C iE a DF E        C   (2) 

10 aC  is a constant depending on some properties 

of concrete [3], the slope of the best-fitted line 

representing the relationship between EC and i is 

the fractal dimension DF. 

mailto:soumia.sebsadji@univ-usto.dz
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One can achieve the same result whatever the method 

of concrete composition (see [3;7;10]), that enables us 

to assume PSDs of real concrete mixtures as fractals, 

which allows identifying them by knowing two 

parameters: DF value and the total particle size range 

d/D. 

GRADING CURVE OF A FRACTAL 

GRANULAR MIXTURE 

The solid concrete mixes will be noted ,DF

d DM  

meaning that the grain size distribution of the mix is 

fractal and that the grain size is ranging from d to D.  

Each concrete mixture will be constituted by particles 

of n monosized classes, numbered from 1 for the 

largest to n for the smallest ones, according to a 

geometric progression of reason 1010 , such as grains 

belong to a class ‘i’ will be the set of particles of 

number ,
i

E  retained between two successive sieves 

with a mesh size of i and i+1, as shown in the 

following expressions: 

 1 1

10
1

 such as:  & 
[1, ] :

10

i i n

i i

D d
i n

   

  





  
  

 

    (3) 

from which we can obtain: 

2 1 1

2

3 2 ...

i

i

D
D

D

   
 

   


  

 
  

                      
(4) 

i
E the grain number of one size class i;  

From Eq. (2), the grain number of grain of size 

greater than i :
 

( ) ,
i

DF

C i iE    C  thus 
i

E the grain 

number of one size class I can be obtained as 

follows: 

 1

, if 1

( ), 2,i

DF

i

DF DF

i i

i
E

i n




 



 



 
 

  

C

C
        

                  (5) 

By replacing 1i

i D   in the above equation we 

obtain: 

 ( 2)

, if 1

( )( 1), 2,i

DF

DF DF i DF

D i
E

D i n


 



 

 
 

  

C

C
         (6) 

On the basis of these equations, one can obtain 

grading curve of a fractal granular mixture 

( ) ( )C i iR f  or ( ) ( )C i iT f   (resp. %cumulative 

retained or passing), obtained by transformation of 

the fractal straight line ( ) ( ).C i iE f   First, the 

the percentage of material retained on each sieve 

(%)
i

R  
can be expressed as: 

1
(%) 100

i i j

n

j
R R R  

                                     (7) 

Such as ,
i

R  the weight retained on i
 
mesh sieve, 

will be equal to:  

 
i i i i i

R E m E v                                            (8) 

Where
: number of grains of size 

: weight of a grain of size 
i

i

i

i

E

m











 

 

Figure 1 

(a) Fuller-Thompson ideal grading curve    (b) The corresponding fitted curves:  

DF = 2.85 

DF = 2.56 

 (a)                                                  (b) 
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Therefore, combining equations (4), (7) & (8) gives: 

1
(%) 100 ( ) ( )

i i i j j

n

j
R E v E v     


 

       

 

3 2 ( 3)

3 2 ( 3)

2

1, if 1
(%)

( 1) , 2,

and 100 1 ( 1)

i DF DF i DF

nDF DF j DF

j

i
R A

i n

A

   

  

 

 




  

  

   

     (9) 

A further development of the above equations yields 

to the equations of a fractal grading curves (for 

further details see reference [11]):

 3 3

3 3
if 3

(%) 100
log log

if 3
log log

i

DF DF

i

DF DF

C

i

D
DF

D d
R

D
DF

D d







 

 

 
  

 
  

 
           

(10)

 

PHYSICAL PROPERTIES OF CONCRETE 

MIXTURE 

Using equations in (10) we will determine grading 

curves for some granular mixes ,DF

d DM  regarded as 

the dry mixes of concrete. That will enable us to 

determine some physical properties of concrete 

mixes. The fractal dimension considered in these 

mixes will be in the range of 2.5 to 3 [10;11]. 

Ratio of fine-to-coarse fractions: The ratio of 

fine-to-coarse fractions of the dry concrete mix, noted 

/ ,G F can be determined by the use of the following 

expression, where 
GF  represents the particle size cut 

between fine and coarse fractions: 

 

 

weight of coarse fraction 

weight of fine fraction 
/

(%) (%)

(%)100 (%)

i GF

i GF

GF GF

GFGF

T C C

CT C

G F

M R R

TM R

 

 

 








 
  

            (11) 

By replacing (%)
iCR 

 
from Eq.(10), Eq. (11) can be 

rewritten as follows, such as :GFd D   

3 3

3 3
if 3

/  
log log

if 3
log log

DF DF

GF

DF DF

GF

GF

GF

D
DF

d
G F

D
DF

d









 

 

 
 


 

  
 

                     

(12) 

Figure 2 illustrates an example of calculation of the 

ratio /G F  for some dry concrete mixes by using 

Eqs in (12). In this example, considered variables 

are: ,d D  and .DF   

Average diameter of grains: Characteristic 

diameters of grains as the average grain diameter are 

relevant parameters involved in the description of 

size distribution of granular mixtures. The average 

particle diameter, denoted 
50,D  is defined as the 

size for which 50% of the material of larger 

particles, i.e. the cumulative weight percent of 

material passing a sieve size of 
50D  noted 

50%P  is 

50% [9]. 

According to this definition, the average grain size 

50D  
of a dry concrete mix ,DF

d DM  can be expressed 

as follows (by using Eqs in (10)): 

 
Figure 3 

Mean diameter  for granular mixtures 
 

related to   and  

 
Figure 2 

ratio for granular mixtures related to 

  and   
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   

   

3 3 3 3

50

50%

50

if 3
100

log log log log

if 3

DF DF DF DFD d D d

DF
P

D d D d

DF

     


 
 

 


 

 

from which we can obtain 
50D : 

   

    

3 3 3

50 50 50

50 50 50

1

if 3

log log 1 log

if 3

DF DF DFD P D P d

DF

D P D P d

DF

     


 


  
  

                 
(13) 

Or in simplified form:  

 

50 50

1
3 3 3

50 50

50
1

50 50%

1

if 3

if 3

Such as: 100

DF DF DF

P P

P D P d

DFD

D d

DF

P P

  




    


  



 



             (14) 

Figure 3 illustrates an example of calculation of 
50D  

for some dry concrete mixes by using Eqs in (14). In 

this example, considered variables are: ,d D  and 

.DF    

Amount of fines in a concrete mix: Fines are 

beneficial in a concrete mix, because they fill voids, 

reduce bleeding and improve workability [2;4;5]. 

Fines in the concrete mix must fill the voids of the 

bigger aggregates; hence the optimum content of 

fines is related to the granular extent /d D and to the 

PSD of the mix, i.e. .DF  

In this work, amount of fines will be considered 

consisting of aggregate fines and cement with most 

particles passing through a 63 µm sieve, this sieve 

opening will be denoted .fines
 
In this section, we 

derive will equations that can be used to determine 

the amount of fines ( )fines  in a granular mix 
DF

d DM  

as follows, such as the amount of fines (in %) in the 

concrete mix is denoted (%):finesA
 

3

3

( ) 1
if 3

( ) 1
(%) 100

log( )
if 3

log( )

DF

fines

DF

fines

fines

d
DF

D d
A

d
DF

D d









 
 


 

  



      (15) 

TM is the total mass of the concrete ingredients 

(except water), hence ,finesM
 
the mass of fines in 

this mix that can be composed of sand fines 
1( )G , 

cement 
2( )G  and mineral addition 

3( )G ,
 

can be 

given as follows:  

 

1 2 3 1 2 3

(%) 100fines fines T

T T T

M A M

G G G PM P M P M



     
     (16) 

Such as 
1P ,

2P & 
3P  are the volumetric proportions 

of fines and 
1 2 3 1.P P P    By using Eq. (16), we 

can determine the fines content, denoted ,finesV as 

follows: 

 

Figure 4 

Amount of fines of concrete mixes, such as 32350 kg /1 mTM  : (a) Fines = 100% fines of sand 
3( 2,5 g/cm )G 

 
(b) Fines = 100% cement 3( 3,2 g/cm ).C   
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1 21 2fines G G CV G G C                                  (17) 

1 2
, G G 

 
&

C  
are respectively the absolute densities 

of each type of fines: sand fines, mineral addition and 

cement. By replacing Eq. (16) in (17), we obtain: 

1 2

1 2 3
(%)

100

fines

fines T

G G C

A P P P
V M

  

 
   

 
 

                 (18a) 

Or, for m

 

types of concrete fines, of the absolute 

densities: 
1, ,  ;m   finesV

 

can be expressed as 

follows: 

1 2

1 2

(%)

100

fines m
fines T

m

A P P P
V M

  

 
    

               

(18b) 

The mean density of all concrete fines ,fines
 
can be 

expressed as: 

1 1 2 2

1fines

fines

fines m m

M

V P P P


  
 

  
              

(19) 

By combining Eqs (15)-(19), we obtain the following 

equations, allowing the determination of the amount 

of fines by unit mass of concrete mix: 

fines fines finesV M 

 

3

3

1 1 2 2

( ) 1
if 3

( ) 1

100 log( )
if 3

log( )

and 

DF

fines

DF

T
fines

fines

m m

d
DF

D dM
V P

d
DF

D d

P P P P





  





 
 


 

  



   

     

(20) 

Figure 4 illustrates an example of calculation of the 

amount of fines for some dry concrete mixes by 

using Eqs in (20). In this example, considered 

variables are: D  and .DF   

Fineness modulus: The fineness modulus (FM)  

is an empirical factor used to estimate the 

proportions of fine and coarse aggregates in concrete 

mixtures. 

According to NF P 18-541, fineness modulus can be 

obtained by adding the cumulative percentages of 

aggregate retained on each of the standard sieves 

ranging from 80 to 0.16 mm and dividing this sum 

by 100. Generally, fineness modulus of sand of 

concrete shall not be less than 1.8 or more than 3.2 

to make good concrete. 

According the above definition, FM  of the sand 

fraction ( )m sand     in a granular mix 
/ ,DF

d DM  

can be write as follow:  

 

i
FM

t

Ci 1

i m sand j
FM FM

1
FM R (%)  

100

and : ; ;




  
      

  


                     (21) 

Such as:  

 i m sand j
FM FM

; ;
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;  j

FM

0.16; ; 80
 
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passing of the sand fraction in the mix, such as: 

i

3 DF 3 DF

sand i

3 DF 3 DF

sand m

C

sand i

sand m

if DF 3

R (%) 100
log log

if DF 3
log log

 

 



  
 

  
 

    
   

                        

By substituting the above expressions in Eq. (21), we 

obtain the following expressions allowing the 

determination of FM:  

t3 DF 3 DF

sand ii 1
FM          

3 DF 3 DF

sand m

t

sand ii 1
FM

sand m

if  DF 3

FM
log log

if DF 3
log log

=

 



 



   
  
   


  
  

  





t

t            

(22)

 

Figure 5 illustrates an example of calculation of FM 

for some dry concrete mixes by using Eqs in (22). In 

this example, considered variables are: DF  and the 

sand fraction sizes: 
sand and .m

 ANALYSIS AND CONCLUSION  

The key point of this study is to consider ideal size 

gradations for concrete, hence concrete mix 

gradations as almost fractal. This allowed us first, to 

propose a general fractal gradation curve which 

would describe any concrete mix gradation with the 

help of two parameters: the granular extent /d D  and 

the fractal dimension .DF  Second, to propose simple 

analytical formulas allowing the calculation of some 

physical properties of the dry concrete mixes. 

According to our analytical results, DF values 

varying from 2.5 to 3 indicate that the concrete mix 

gradation is coarser for small DF values and finer for 

more DF values, thus we can see decreasing /G F  

ratio, fineness modulus FM  and average particle size 

50;D and a significant increase of the amount of fines 

finesV in the concrete mix. These results are in 

agreement with others in the literature, for instance, 

some researchers have proposed an optimal gradation 

curve  %Passing 100 ,
q

i D  such as 0.37q   

(corresponding to 2.69)DF   to achieve maximum 

compactness for ordinary concrete and 0.30q 
 

(corresponding to 2.76)DF 
 
for Self Consolidating 

Concrete that the mix must be finer [6]. 

Therefore, the fractal dimension can be a good 

characterization parameter to be adjusted to obtain 

some required properties of concrete. 
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ABSTRACT  
The seismic vulnerability of an urban area is of a great deal for local authorities especially those facing 

earthquakes. So, it is important to have an efficient tool to assess the vulnerability of existing buildings.  

Blida is located in the north part of Algeria, an area prone to seismicity, classified zone III according to the 

Algerian Seismic Code (RPA99 version 2003) [12]. The town is among the oldest cities in the north. Build 

especially during the colonial period, Blida is characterized by vulnerable urban conditions with dense 

buildings and narrow roads. Using geographic information systems (GIS), the seismic vulnerability of Blida 

is assessed. First the vulnerability indexes of buildings are calculated, then making seismic scenarios. 

Damage rates are determined taking into account the seismotectonic aspect of the region and vulnerability 

curves of structures commonly found in Blida. The results show a relatively high rate of damage in 

buildings and considerable losses. 
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seismic vulnerability index, geographic information systems (GIS) 

 

 

INTRODUCTION  
Earthquakes are natural catastrophes that defy man’s 

power, but seismic vulnerability of urban centers is 

produced by human activity [1]. Throughout the last 

thirty years scientific and technical action has been 

oriented towards the definition of new building-

methods that tend to increase buildings’ seismic 

resistance, [4], [5], [15]. However, the old structures 

vulnerability that represent the majority of these 

buildings, is also quite worrying and its assessment is 

a considerable task as regards the diversity of the 

materials used, the variety of the building- methods, 

the number of a town’s or a territory’s buildings 

which has to be studied, the state of the old 

buildings’ conservation, etc. [7]. 

The evolution of the seismic vulnerability’s study in 

the world has given birth to several methods, [4]. The 

method’s type chosen depends on the evaluation’s 

goal and also on data’s availability, on the material 

and the technology used, [16], [17]. 

In Algeria, the last earthquakes show that the seismic 

activity is important. In fact, this activity is linked to 

faults that illustrate compression movements along 

the limit of Algeria-Europe’s plates mostly touches 

the north of the country where the biggest towns are 

situated. The town of Blida as regards its location in 

a high seismic activity region (south of the Mitidja’s 

seismogene basin), its high population’s 

condensation, its generally very old buildings and its 

administrative importance in the region requires a 

particular attention concerning its protection against 

that natural phenomenon that highly threatens it and 

that may hit the town at any moment. 

We have assessed the seismic vulnerability of Blida 

city by carrying out seismic scenarios. To do this, 

the different data of the study’s zone have been 

structured under a geographic information system 

(GIS) [2]. The scenarios’ carrying out consists in 

crossing the data of the seismic hazard of the 

studied zone, the stakes (the buildings) and the 

stakes’ vulnerability confronted to seismic 

aggression. 

The value of the buildings’ seismic vulnerability’s 

index of the zone of study has been calculated by 

the VIP (Vulnerability Index Program), [6], [10], [11],    

and the damages provoked by the earthquake taken 

into account in the scenarios have been calculated 

by a GIS established program.  
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STUDY AREA 
The situation of the city of Blida, its geographic and 

tectonic context highly requires a vulnerability 

analysis of its existing buildings. 

The zone under study includes the historical centre 

considered as the oldest district where most of the 

buildings date from the colonial era. This area is 

mostly composed of single or two storied buildings 

of which most are in an advanced state of decay. We 

may find, in the same surroundings, some recent 

buildings and some others dating from the Ottoman 

era, figure 1 and figure 2.  

 

 
 

Figure 1 

Zone under study 

  

  

 
 

Figure 2 

Didouche Mourad Street (town-centre) 

 

SECTORS DIVISION 

To make the inventory draw up of the study-zone 

structures easier, it is better to divide the study zone 

into identified sectors inside the soils occupation 

plan as base-sectors composing the town-centre. In 

our case, we have chosen a sectors division 

including 20 analysis units each representing one 

area identified with a number, figure 3. 

 
Figure 3 

Sectors division of the study zone in 20 analysis 

units on GIS  

 

GENERAL POPULATION AND HOUSING 

CENSUS 
The analysis of the population’s and 

accommodation’s data made for the needs of the 

downtown’s seismic vulnerability is based on the 

population and accommodation general sensus 

(RGPH-2008) established by the National Office of 

Statistics in 2008 (ONS, 2008), [3]. To make the 

exploitation of the study-zone’s census results more 

rapid, a data base on a geographic information 

system has been created. The zone of study’s total 

constructions’ number is 2512 for a population of 

14997 inhabitants. 

 

SCENARIOS 

Seismicity-analysis: The different studies of the 

seismic hazard in the region of Blida have shown 

the presence of many active sources that may 

provide more or less important earthquakes. 

For the study’s needs, the fault of Blida also called 

Soumaa Bouinan fault has been considered as the 

one that could generate most damages because it 

crosses Blida’s downtown, figure 4. The maximum 

magnitude generated by this fault has been 
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estimated by the CRAAG (Astronomy, Astrophysics 

and Geophysics’ research Centre) at 7.08 on Richter 

scale. 

 

 
 

Figure 4 

Active fault of Soumâa / Bouinan  

 

In our study, we have considered two seismic 

scenarios. The characteristics of these latter are 

summed up in table 1and table 2: 
 

Table 1 

First scenario 
 

Seismic 

source 
Magnitude           Epicenter     

Attenuation 

law 

Blida 

fault 
 7.08 Downtown  

Joyner-Boor 

(1981) 

 

Table 2 

Second scenario 
 

Seismic 

source 
Magnitude           Epicenter     

Attenuation 

law 

Blida 

fault 
 7.08 

15 km from 

downtown 
 

Joyner-Boor 

(1981) 

 

 

Analysis of the urban system: The data collected 

for each structure recorded are treated by the VIP 

program (Vulnerability Index Program) in order to 

determine the vulnerability index, [11]. All the data 

are treated and analyzed afterwards with a 

geographic information tool (GIS). The total number 

of analyzed buildings reaches 370 of which 300 are 

built in masonry and 70 in reinforced concrete. 

 

Assessment of rate of damages: The damages 

provoked by the earthquake considered in the 

scenarios are assessed through the use of seismic 

vulnerability functions programmed under SIG, [8], 

figures 5 and 6. These curves are defining the 

relation between seismic intensity and the damages’ 

rates for various Algerian structural types and they 

appear as an acceleration function/ MMI (Modified 

Mercalli Intensity). The value of the intensity is 

obtained by converting the PGA (Peack Ground 

Acceleration) to MMI. 

 

 
 

Figure 5 

Vulnerability curves of Masonry structures [14] 

 

 
Figure 6 

Vulnerability curves of Reinforced concrete 

structures [13] 

 

RESULTS 
Concerning results, we have considered the 

following damages’ rates’ classification, tables 3and 

4. 

 

Table 3 

Masonry structure [9] 

 

Damages’ rate 0 – 20% 20% - 60% 60% - 100% 

classification  green orange  red 
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Table 4 

Reinforced concrete structure 

 

Damages’ rate 0 – 40% 40% - 70% 70% - 100% 

classification  green orange  red 

 

First scenario: After a GIS analysis, on a total 

number of 370 buildings of which 300 in masonry 

and 70 in reinforced concrete, we have numbered 69 

classified ‘’green’’, 10 classified ‘’orange” and 291 

classified ‘’red’’, figures 7 et 8. 

 

 
Figure 7 

 Classification of the buildings according to their 

damages’ rates  

 

 

 
Figure 8 

Damage-classes and number of constructions 

 

The proportion of the number belonging to each class 

according to the total number of constructions is 

given in figure 9. 

 

 
Figure 9 

Buildings’ proportion for each class 

 

The proportion of the buildings classified ‘’orange’’ 

represents nearly 81 % of the total number of 

building, an extremely important proportion. 

Moreover, almost 79 % of the constructions are 

classified ‘’red’’ which leads to assert that this 

zone’s estate-park shows big vulnerability to 

earthquake. The total number of the study’s results 

shown in figure 7 stresses on the high, the moderate 

and the weak zones. Thus, the external risk appears 

to be a weak risk-zone but the risk gets bigger the 

more we approach the central core. 

 

Second scenario: For this second scenario, we 

have numbered 71 buildings classified ‘’green’’, 192 

classified ‘’orange’’ and 07 classified “red”. The 

damage’s rate has seriously decreased, the number 

of “red” classified buildings has lowered as 

compared to the first scenario to 64 %, figure 10. 

This damage-decrease in the second scenario is 

obviously due to the remoteness from the study-

zone’s epicenter. 

 
Figure 10 

 Classification of the buildings according to their 

damages’ rates  

 

The vulnerability of the study-zone’s different 

districts is geared by the constructions damage-class 
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and by the number of inhabitants as well. A GIS 

request has allowed us to carry out this analysis. The 

result is shown in figure 11.  

 

 
Figure 11 

Districts’ vulnerability 

 

Therefore, we are to retain the four most vulnerable 

districts according to the percentage of the buildings 

classified “red” and according to the population-

number (figure11). The district 19 is thus considered 

as being the most vulnerable with a percentage of 

51,16 % for the “red” classified buildings, and a 

population of 639 inhabitants. This one is followed 

by district 33 with a percentage of 48,14% and a 

population of 832 inhabitants. Then comes in the 

third position district 18 with a red buildings’ 

percentage of 37,5%  and a population of 780 

inhabitants. The last one is district 77 with 36,66 % 

of “red” buildings and a population of 736  

inhabitants. 

So, it would be advisable to centre reinforcement or 

rehousing actions towards these districts which 

include a population of 2987 inhabitants that is to say 

20% of our study-zone’s. 

 

CONCLUSION 
The carrying out of Blida town’s seismic scenario has 

permitted to quantify the local risk. The use of GIS in 

this work has allowed the exploitation of the data 

collected in situ and the diagnosis of the most 

vulnerable zones. 

In fact, the results clearly demonstrate the high 

vulnerability of the city of Blida and the fragility of 

its urban fabric.  

The carrying out of the scenarios on GIS has allowed 

us to approach the seismic vulnerability of the zone 

of study from both the analytic and spatial points of 

view. 

 Through this study, we can know now the weak 

points of the town which are downtown districts. 

We have noticed that the most vulnerable buildings 

are located inside the district’s core which is 

characterized by a big buildings’ concentration and 

very narrow streets. 

Finally, a spatial analysis has permitted to locate 

geographically the structures and their damage’s 

rate, their typology and their number of floors. 

Therefore, for Blida downtown, the districts (19), 

(18), (33) and (17) are shown as the most vulnerable 

ones. 

These results may help in decision-making 

concerning Blida’s development. They may also be 

useful in the organization of the first aids, the state 

of readiness, the reinforcement of buildings and 

reconstruction’s actions particularly if we consider 

that the available budget and efforts in case of a 

catastrophe are often limited or even non-available 

in a town like Blida submitted to earthquakes.    
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